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Abstract—What is the relationship between Data 
Management Plans (DMPs), DMP guidance documents, 
and the reality of end-of-project data preservation and 
access? In this short paper we report on some preliminary 
findings of a 3-year investigation into the impact of DMPs 
on federally funded science in the United States. We 
investigated a small sample of publicly accessible DMPs 
(N=14) published using DMPTool. We found that while 
DMPs followed the National Science Foundation’s 
guidelines, the pathways to the resulting research data are 
often obscure, vague, or not obvious. We define two “data 
pathways” as the search tactics and strategies deployed in 
order to find datasets. 
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I. INTRODUCTION 
Data Management Plans (DMPs) are required by federal 

research funding agencies such as the National Science 
Foundation (NSF). Submitted as part of a grant application, 
they explain the intentions of the principal investigator (PI) for 
project data management. With the NSF's new data sharing 
requirements implemented in 2011, DMPs became a key 
artifact for meeting funding institutions' expectations for data 
sharing in the US [1]. While this hope has been unevenly 
realized, current approaches for research data sharing move 
beyond using DMPs as artifacts to project long-term 
preservation plans to characterize them as “living” documents 
that should be revised throughout the course of the project [e.g. 
[2], [3]]. If data librarians take DMPs seriously as an 
operational document, then it also makes sense to ask about the 
connection between DMPs and the resulting research data. That 
is, how can DMPs help us find data? 

We investigated themes from N=14 DMPs dated from 
2014-2020, across six NSF directorates that were made with 
and publicly accessible through DMPTool. This sample serves 
as a preliminary engagement with DMPs as a resource for 
examining data management practices. We believe that these 
plans, which are often occluded from public documentation and 

peer reviewed publications, reveal emerging new trends that 
signal a shift in the locus of power over data, not simply within 
the world of scientific data management and access, but in the 
development and circulation of scientific knowledge. While 
prior work has characterized the content and focus of DMPs by 
assessing internal criteria from performance guidelines [4], in 
this research we begin to develop a research instrument to 
connect the DMP, as a data management practice, to resulting 
datasets. We do this by tracing connections, or pathways, from 
DMPs to the intended data products they describe.   
We begin by surveying literature on data management 

planning, federally mandated DMP policies in the US, and 
efforts to evaluate and measure the impact of DMPs on data 
access. Then we present our method and design for collecting 
DMPs and following pathways from those documents to their 
proposed data. Finally, we narratively describe two pathways 
and discuss what they reveal about scientific data lifecycles.  

II. RELATED RESEARCH 
DMPs have been in use to aid data collection and 

preservation since the 1960s. Information scholars have 
focused on the role of “data work” in support of preservation, 
access, and ultimately the reproducibility of science [5]. But 
professional data librarians, sometimes called “information 
maintainers” [6], data curators, or “data cleaners” [7], have 
since the 1970s built a professional identity around describing, 
accessioning, and preserving scientific data in support of access 
and re-use [8]. While there has long been consensus around the 
value of data work in the digital library community, resources 
devoted to associated tasks have lagged. A decade ago, digital 
library researchers Wallis et al. found that “without external 
pressure, data management–in the form of digital libraries for 
capture, curation, and access–is not high on the priority list of 
science and technology researchers” [8, p. 338]. Thus, within 
the digital library community, there was growing hope around 
new data policies such as DMP requirements: “As the idea of 
data management plans matures due to NIH and NSF 
requirements, we anticipate greater transparency and common 
definitions that will form important pieces of future data policy 
best practices” [9, p. 410].  
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Since 2011 a number of scholarly communication and 
digital library researchers have examined the development of 
institutions' data management requirements, focusing in 
particular on DMPs' coverage of different aspects of data 
management as well as different stages of data processing and 
sharing [9-11]. In a previous study related to this project, our 
team (ANONYMIZED) examined DMP guideline documents 
from 15 NSF programs and directorates from the establishment 
of the policy in 2011 to 2020. Other policy and information 
science researchers have examined the impact of the federal 
planning policy on scientific knowledge, data sharing, and 
institutional repositories [1], [12], [13]. Collectively, these 
studies suggest that there is a developing, robust literature that 
examines not just the content of DMPs, but also research that 
connects DMPs to practices useful for evaluating the plans as 
well. 

III. METHODS 
The aim of this ongoing research is to investigate how NSF 

DMP guidelines have affected the lifecycles of scientific data, 
knowledge production, and the data management practices of 
researchers. DMPs are occluded genres of academic documents 
typically located in the middle of grant applications. They are 
considered to be personally identifiable information of the 
research scientists and may contain information that researchers 
want to keep private at the beginning of their projects. As such, 
DMPs are hard to find as publicly available resources. Since 
2011, the California Digital Library and its founding partners 
have made DMPTool, a NSF funded project with the goal of 
creating machine readable DMPs, freely available and allowing 
researchers to build DMPs using templates and post them 
publicly (https://dmptool.org/). The corpus of public DMPs 
contains plans at various stages of completion, across funding 
agencies, following national and international guidelines.  
We employed a sequential two-pronged data collection 

strategy to locate DMPs in DMPTool for NSF-funded projects 
and then trace pathways from the projects to their data. First, 
using various search strategies, a team of six graduate student 
researchers found DMPs for potentially funded projects in the 
public corpus (https://dmptool.org/public_plans). The NSF 
Awards Search (https://www.nsf.gov/awardsearch/) was used 
to confirm, through triangulation–matching researchers and 
PIs, similarity of project names, abstracts, and date ranges–a 
collection of feasible, public DMPs with affiliated NSF funded 
projects that resulted in non-sensitive data. Our corpus 
contained 14 DMPs, dated between 2014-2020, from 6 NSF 
directorates, with the majority coming from Geosciences (8), as 
well as Biological Sciences (2), Engineering (2), Computer and 
Information Science and Engineering (1), and Education and 
Human Resources (1). Aside from the small sample, one major 
limitation of this study is that we cannot confirm that the public 
DMPs we collected are the exact documents that were 
submitted to the NSF as part of final project proposals. 
DMPTool allows the document creators to publish final DMPs 
that may be downloaded and edited. However, given the 
purpose of DMPTool’s templates and public hosting, we 
believe that these DMPs represent close approximations of 
submitted proposal documents. 

We analyzed the DMPs through thematic analysis, 
capturing relevant details about the pathways to finding project 
data using online search tactics. From information found in both 
the DMPs and the NSF awards database, and using various 
search strategies we tracked down the data affiliated with these 
projects. Confirmation of datasets from funded projects was 
again completed by triangulation through online searches 
matching similarity of PIs, project names, abstracts, described 
repositories, date ranges, and grant numbers. Additionally, each 
DMP was evaluated using Section 5 of the DART DMP Rubric 
Scoresheet (https://osf.io/kh2y6/), which specifically evaluates 
“plans for data archiving and preservation of access” under a 
series of six performance criteria. The DART Rubric is a 
standard for evaluating the content of a DMP and provides a 
basis of comparison between the plans articulated in the DMP 
and the situation in which the data was found.  

IV. FINDINGS 
Tracing data pathways from DMPs to sites of access and 

preservation revealed that the DMP was oftentimes insufficient 
on its own for locating research data. Using the DMP as a 
starting point, we executed various searches using terms such 
as the projects’ or PIs’ names, and repositories stated in the 
DMP. Yet this method did not guarantee finding the research 
data’s location and it was necessary to supplement information 
stated in the DMP. We also referred to the projects’ NSF award 
websites to locate publications, as well as PIs’ personal 
websites to obtain additional materials for a given project or 
publication. Below we present a table that summarizes our 
findings and two narrative vignettes describing how we used 
two DMPs to locate research data.  
A. Section 5 DART Assessment Adaptation 
Table 1 provides an overview of the types of data produced 

from projects and where they were located if published at the 
time of this research. We do not provide project names or NSF 
award numbers here to preserve the confidentiality of the 
projects’ PIs. Our goal is to understand the connections between 
DMPs and data lifecycles, not to evaluate the compliance of PIs 
with their proposed plans. The table is an adaptation using 
Section 5 from the DART DMP Rubric Scoresheet. The 
scoresheet measures criteria as “Complete/detailed”, 
“Addressed issue, but incomplete”, and “Did not address” 
which we represented as a filled black circle, a half-filled black 
circle, and an empty circle, respectively. In addition to the six 
criteria from Section 5, we included the DMP’s date, 
anticipated data types resulting from the project, planned 
destination of the data, and if we were successful in our data 
pathways.  

B. Data Pathway Vignettes 
a) A Multitude of Data Pathways: Given the limited 

treatment of data preservation and archival plans in the DMP–
which  stated that the data would be available through email 
listserv, PI’s social media, and publication–we were surprised 
at the multitude of locations this project used to preserve and  
archive their data. Using the DMP as an entry point together 
with the project’s NSF award website, we found two 
publications referenced and located both as embedded PDFs on 
the PI’s personal website. In the publications we were able to



TABLE I.  SECTION 5 DART ASSESSMENT ADAPTATION 

locate descriptions of where data and supplementary materials 
were deposited under a section titled “Data Accessibility”. One 
“raw results” dataset was available through a Dropbox link, 
presumably maintained by the PI. Meanwhile, another “raw 
reads” dataset was deposited at the National Center for 
Biological Information’s Sequence Read Database, that we 
located using the project ID provided in a publication. 
According to one of the publications another dataset was 
deposited at the NOAA’s National Center for Environmental 
Information with an accession number, but we were unable to 
successfully locate it despite various searches combining 
accession number, project name, and PI name. Both 
publications used GitHub to deposit and preserve various 
project outputs including: model code, input files, model 
results, R scripts to recreate analyses and figures, processed 
datasets, walkthroughs, and even metadata. 

b) The Beeline: The product of this NSF proposal was 
expected to be minimal, a couple files of Python source code 
and a few scripts, less than 1MB total. The DMP stated simply 
that these products would be stored in a Github repository and 
all other concerns of data management–access, storage, and 
archiving–would be managed by the Github platform. There 
were no publications referenced in the NSF award, so we 
looked for the investigators' Github repository by typing the 
name of the proposed tool into a Google search along with the 
word "Github". The first result returned a Github repository of 

the same name. The “About” section of this repository stated 
that it was a NSF funded project aimed at creating the proposed 
tool. Another Google search result linked to a different archived 
Github repository by the same individual with a similar name. 
This archived repository explicitly referenced the NSF award 
number in its "About" section. Despite the brevity of the DMP 
and no direct links to the data, it was accessible because of the 
identifying project name. Confirming it as the correct related 
data was possible due to the NSF award number referenced in 
the repository. 

V. DISCUSSION 
One of the stated aims of NSF DMP guidance documents is 

to ensure the discoverability and re-usability of research data. 
To ensure that this aim is achieved, we find that a well-crafted 
DMP is oftentimes insufficient. As Table 1 shows, DMPs 
included specific details regarding the anticipated data types for 
a given project, suggesting that PIs have a strong sense of what 
data they will be working with. Though there is less information 
provided in the DMP with regards to data archiving and 
preservation, we often found that research data had been 
deposited, whether that be in institutional repositories or 
through other methods. For instance, one project (Plan 8) made 
a dataset accessible through Dropbox, though we are concerned 
about how stable this is for long-term preservation. 
The pathways to data that we reveal were likely not how 

researchers imagine their data to be found. Given that data 



infrastructures are hardly permanent, researchers’ plans for 
exactly where their data will live long-term are not always 
correct, though they do seem to preserve their data regardless. 
This finding echoes prior literature from our review that found 
that PIs may be unaware of the labor and skills necessary for 
long term preservation and access [8]. In some cases, this could 
be because of poor planning by the PIs, but in other cases 
repositories themselves change or new repositories become 
established during the lifetime of the project.  
Additionally, we found that whilst individual datasets can 

be found archived and preserved at institutional data 
repositories, which are tailored for preserving research data, 
supplementary materials or “satellite objects”–instrumental to 
making sense of research data, replicating findings in 
publications, or providing context to the production of a given 
dataset–are being stored on Github. We found code, metadata, 
software, tutorials, and models for replicating research findings 
and figures deposited there. Github, which was acquired by 
Microsoft in June 2018, provides a platform for version control 
via Git and is primarily used for distributed software 
development [14]. Given the turn to data-driven or data-
intensive science and the use of software and models to analyze 
research data, it is understandable that Github is used by 
researchers to deposit their code, software packages, and other 
research materials. However, given its primary function as a 
software development service, subject to the whims of the 
platform owners, it may not meet the needs of long-term 
preservation and archival requirements for research data. 
Furthermore, as the only linkage we found between data 
deposited in institutional repositories and Github was through 
publications or PIs’ careful documentation on their personal 
websites, there is a rupture in the pathway between datasets and 
the materials required to work with and understand them. 
Simply put, there are no official or systematic ways to connect 
datasets in institutional repositories to materials deposited on 
services such as Github or Dropbox.   

VI. CONCLUSION 
In this study we examine, through DMPs, the planning that 

is done for research data at the inception of research projects 
and the realities of end-of-project data archiving, preservation, 
and providing ongoing accessibility. We found that tracing 
pathways from DMPs to the locations where the datasets were 
deposited was difficult as information in the DMPs, as well as 
project identifiers such as PIs’ names or award numbers, were 
often insufficient. In general, there were no formal and reliable 
links between awards, PIs, multiple datasets, publications, and 
software or supplementary materials. These findings reflect the 
DMP's character as an occluded, static planning document, and 
highlight some obstacles toward using the DMP as an aid to 
data discoverability and re-usability.  
Future work for this ongoing research project will collect 

DMPs to add to our corpus and continue analysis of data 
pathways to better understand the scientific data afterlives 
across different research areas. We also aim to develop 
heuristics for analyzing scientific data lifecycles. In addition, 
future research will revisit the values that DMP guidance 
policies provide for DMPs and data preservation 

(ANONYMIZED) and examine whether existing data 
pathways are commensurate with those values. This 
investigation of DMPs serves as the first step in understanding 
emerging data management practices in federally funded 
science. We endeavor to attend to differences in data 
management practices across domains and between small and 
large projects within different research areas.  
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