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Researchers in areas as diverse as computer science and political
science must increasingly navigate the possible risks of their
research to society. However, the history of medical experiments
on vulnerable individuals influenced many research ethics reviews
to focus exclusively on risks to human subjects rather than risks
to human society. We describe an Ethics and Society Review
board (ESR), which fills this moral gap by facilitating ethical
and societal reflection as a requirement to access grant funding:
Researchers cannot receive grant funding from participating pro-
grams until the researchers complete the ESR process for their
proposal. Researchers author an initial statement describing their
proposed research’s risks to society, subgroups within society,
and globally and commit to mitigation strategies for these risks.
An interdisciplinary faculty panel iterates with the researchers to
refine these risks and mitigation strategies. We describe a mixed-
method evaluation of the ESR over 1 y, in partnership with an
artificial intelligence grant program run by Stanford HAI. Surveys
and interviews of researchers who interacted with the ESR found
100% (95% CI: 87 to 100%) were willing to continue submitting
future projects to the ESR, and 58% (95% CI: 37 to 77%) felt
that it had influenced the design of their research project. The
ESR panel most commonly identified issues of harms to minority
groups, inclusion of diverse stakeholders in the research plan, dual
use, and representation in datasets. These principles, paired with
possible mitigation strategies, offer scaffolding for future research
designs.

ethics | machine learning | computer science | societal consequences

Whether research diffuses into society through technological
adoption, through field experiments, or through policy,

researchers must reflect on how to identify and mitigate the risks
that the diffusion of their work presents to human society. These
risks include, for example, the possibility that their contributions
to artificial intelligence (AI) might exacerbate biases in the crim-
inal justice system (1), that their urban planning concepts might
backfire when implemented (2), or that their elections research
might influence electoral outcomes (3). Through these projects
and many others, researchers must grapple with not just the
benefits of their work but also the risks that their work presents
to society: to forms of social organization ranging from groups to
nations to humanity as a whole.

Research ethics review often focuses on risks to human sub-
jects, not risks to human society, placing societal risks out of
scope and out of jurisdiction. In the United States, ethics review
is associated with Institutional Review Boards (IRBs) and is
governed by the Common Rule (4, 5). The Common Rule gives
IRBs jurisdiction over risks to human subjects,* who are the
individuals directly engaged or studied in the research. However,
the Common Rule governing IRBs specifically disallows review
of consequences to human society: “The IRB should not consider

*Our focus in this article is on research that may impact human subjects or human
societies. IRBs’ purviews also consider other issues, such as animal experimentation or
biospecimens, for other areas of research.

possible long-range effects of applying knowledge gained in the
research [. . .] as among those research risks that fall within the
purview of its responsibility” (5). This regulation is generally
interpreted to mean that IRBs should decline to review research
risks to human society.

It is not unreasonable to worry about IRB overreach—almost
every action carries potential risks of harms—yet it is inappro-
priate to ignore the risks that research poses for our collective
future: the risks of AI to the future of work, the risks of sus-
tainability interventions to the societies that they are purported
to support, the risks of the internet to professional media and
accurate information. In the light of these risks, recent scholar-
ship has argued that research carrying substantial societal risk
should undergo ethics review. One thread of this scholarship
proposes to expand the definition of “human subject” to include
societies (6), and IRBs such as the Microsoft Research Ethics
Review Program have adopted this expanded purview (7). An
alternative approach directly calls for expanding the Common
Rule to include Respect for Societies as a principle (3), or revising
it to address substantive ethical issues rather than procedural
concerns (8). A third approach directly seeks to regulate some
fields to require ethics reviews or audits (9–11) or enforces it dur-
ing peer review (12, 13). Another integrates ethics training into
laboratory meetings (13) and course curricula (14–16). A final
approach focuses on articulating ethics guidelines by researchers
(17–19) or by professional associations (20–22). The goal of our
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work is to leverage these conceptual and organizational insights
to design a concrete process that engages researchers whose work
typically falls outside the purview of their institution’s current
review processes.

We introduce Ethics and Society Review (ESR), a process
that facilitates ethical and societal reflection as a requirement to
access funding. With the ESR, grant funding from participating
institutions is not released until the researchers successfully com-
plete an iterative review process on their proposed project. Con-
ditioning funding on the ESR process helps engage researchers
at the formative stages of their research, when projects are still
open to change, and ensures broad engagement with the process
rather than self-selection of just those who are motivated.

For funding organizations that incorporate the ESR in their
grant process, researchers submit a brief ESR statement along-
side their grant proposals. The ESR statement describes their
project’s most salient risks to society, to subgroups in society, and
to other societies around the world (see Materials and Methods).
This statement articulates the principles the researchers will use
to mitigate those risks and describes how those principles are
instantiated in the research design.

After the funding program conducts its grant merit review,
it sends only the grants recommended for funding to the ESR
for ethics review (Fig. 1). The ESR convenes an interdisciplinary
panel of faculty that considers the studies’ risks and mitigations in
the context of possible benefits to society and determines the ade-
quacy of the ESR statement provided by the investigators. Its goal
is not to eradicate all potential or actual negative impacts—which
is often impossible—but to work with the researchers to identify
negative impacts and to devise reasonable mitigation strategies.
Over 1 to 2 wk, the faculty panel engages in iterative feedback
to the researchers, which can include raising new possible risks,
helping identify collaborators or stakeholders, and brainstorm-
ing additional mitigation strategies. Principal investigators (PIs)
submit written responses to the ESR feedback as addenda to
their original statement. These addenda can include replies to the
panel’s feedback as well as commitments to specific mitigation
strategies.

When the process is complete, the ESR submits its recom-
mendation to the funding program, and funds are released to
the researchers. Materials and Methods describes this process in
additional detail, and SI Appendix includes the prompts used. For
a comparison of the IRB process with the ESR, see Table 1.

We initiated the ESR in the context of AI research, in
partnership with a grant program run by the Stanford Institute
for Human-Centered Artificial Intelligence (HAI). This context
serves as a useful test case for the ESR for several reasons.
First, AI research is often outside the scope of IRB review, yet
AI is wrestling with the ethical and societal implications of its
work. AI systems are implicated in generating and propagating
disinformation (23–25), depressing wages for workers (26–29),
perpetuating systemic inequality in policing and the justice
system (1, 30, 31), and advancing unequal healthcare outcomes
(32). Among the challenges are oversights in who is and is not
represented in the dataset (33), who has a seat at the table in
the design and deployment of the AI (34), who is intended
to benefit and be harmed by the AI (35), and what likely
consequences might arise (36, 37). AI systems have become
embedded into sociotechnical systems where their direct and
indirect impacts now reinforce racism, entrench economic

disparities, and facilitate other societal ills (1, 35, 38–41). The AI
grant program we partnered with attracts researchers from many
areas, including the arts, Earth science, humanities, medicine and
social science—not only engineering. While some of the ethical
issues raised in the ESR process are particularly salient in AI
research (e.g., publicness), nearly all of the issues raised apply
to a wide range of disciplines (e.g., representativeness, diverse
deployment, and design).

We use brief anonymized cases from the ESR deployment to
illustrate the ESR process; more detailed case studies are in
SI Appendix. We discuss a project by faculty in Medicine and
Electrical Engineering focused on noninvasive stress sensing at
work. The ESR statement expressed risks about employers using
this technology to surveil and depress the status of workers. In
response, the ESR asked for principles to mitigate this risk and
specific design decisions that the researchers would be making in
line with those principles. The researchers committed to building
a privacy-preserving architecture for the tool and emphasizing
this architecture and its importance in writing and presentations
on the research. We also discuss a project by faculty in Earth
Science and Computer Science who proposed remote-sensing
models for sustainability applications. In their ESR statement,
they identified risks including that the models might perform
differently in different parts of the world, and they committed
to auditing their models globally, specifically focusing develop-
ment on Africa, to challenge the status quo of similar models
focusing on the United States. (The ESR panel did not request
iteration, given these commitments.) In the third case we discuss,
when faculty from Education, Psychology, and Computer Science
proposed a reinforcement learning AI system to support student
retention, the ESR pointed out that the AI might minimize its
loss function by focusing on the learners who it is most likely to
be able to retain rather than those most at risk. The researchers
responded by highlighting a coinvestigator who studies inclusive
educational experiences for marginalized groups and committing
to evaluate the system to test for this risk.

We report on a year-long mixed-method evaluation of the
ESR at Stanford University, during which time it reviewed 41
grant proposals. We surveyed and interviewed lead researchers
on these projects to understand their experiences with the ESR
and conducted an inductive analysis of the ESR statements and
panel feedback.

Results
In collaboration with the Stanford Institute for Human-Centered
Artificial Intelligence (HAI), the ESR reviewed 6 large grants
($2.5 million over 3 y) and 35 seed grants ($75,000 over 1 y).
ESR panelists asked the researchers from all 6 of the large grants
(100%) and 10 of the seed grants (29%) to iterate based on
the ESR’s feedback, of which 3 of the seed grants (9%) iterated
multiple times. All were eventually supported by the ESR, not as
risk-free but as having appropriate mitigation plans.

We surveyed the lead researchers from the 35 seed grants
that engaged with the ESR’s process. The survey investigated
researchers’ prior exposure to ethics reflection and review, the
level of influence that the ESR feedback had on the project, the
aspects of the process that the researchers found most helpful
and least helpful, and opinions on whether the ESR can help
mitigate negative outcomes. We also conducted semistructured

Grant application 
and ESR statement 
submitted to 
funding program

Merit review by 
funding program

ESR panel review Recommendation 
to funding 
program

Feedback and 
iteration

Fig. 1. The ESR process accepts initial statements from researchers when they submit the grant then iterates with them prior to releasing funding.
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Table 1. The IRB is focused on risks to human subjects, whereas ESR is focused on risks to society, groups within society, and to the
world

IRB ESR

Focus Significant risks to human subjects Significant risks to societies, to groups within those
societies, and to the world

Requirement Data collection cannot begin, and funds cannot be spent
to pay research participants, until IRB protocol is
approved

Grant funding cannot be released by the funding
program until the ESR process has completed

Submission Specifics of research design, including any procedure
followed by research participants and any materials
shown to research participants

Goal of research, direct and indirect stakeholders, and
higher-level research design. Articulation of principles
to mitigate negative outcomes and description of how
those principles are instantiated in the research design

Timing Regular (e.g., monthly) deadline Synchronized with grant funding programs

Possible outcomes Approval, return with comments, (rare:) rejection Approval, return with comments, request synchronous
conversation, (rare:) rejection

Amendment and
renewal

Protocols must be amended if the research design
changes, and expire after a fixed period (e.g., 3 y)

Protocols will be examined annually as part of the
researcher’s annual grant report to the funding
institution

To enable engagement with the ESR early in the research lifecycle, researchers work with the ESR prior to funding’s being released.

follow-up interviews with lead researchers. The survey and inter-
views were both covered by an IRB-approved consent process,
and the survey, interview instruments, and descriptive partic-
ipant statistics are included in SI Appendix. All analyses were
exploratory, so hypotheses were not preregistered and P values
are not reported.

Overall, researchers wished to continue the ESR process.
The survey asked participants whether they would submit to
the ESR again. All were willing (Fig. 2; 95% CI: 87 to 100%).
Stratifying the responses by whether grants were asked to iterate
with the ESR, among those who did not iterate with the ESR
37% said they would only do it if required and the rest (63%)
said they would do it voluntarily; among those who iterated
with the ESR, all said they would do it voluntarily. Based on
interviews, researchers generally expressed satisfaction with the
ethical reflection process required by the ESR. Those who iter-
ated particularly appreciated the engagement with panelists and
the opportunity to commit to some detailed mitigation strategies
for ethical concerns that arose in the process.

Fifty-eight percent (95% CI: 37 to 77%) of the self-reported re-
sponses indicated that the ESR process had influenced the design
of their research project (Fig. 3). In the interviews, six researchers
expressed that, rather than influencing specific components of
their project, the ESR process shaped its entire development.
One researcher referred to this as “ethics by design.” Most
projects did not iterate with the ESR, so the parts of the process
they experienced were the writing of the ESR statement and
reading the ESR panel’s feedback. Among those who iterated
with the ESR, 67% indicated that the ESR process had influ-
enced their design.

Nearly all interviewees reported that the ESR process encour-
aged them to think more deeply about the broader implications

0
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Willingness to submit future proposals for ESR review
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Fig. 2. All participants were willing to engage in the ESR process again.

of their research. Eight interviewees said that the ESR process
raised new issues for them to think about. For six others, while the
process did not raise new issues, it encouraged them to deepen
their reflection on ethical implications that they were already
considering. Many reported that the forcing function of the ESR
statement and the panel’s feedback led participants to discuss the
issues with others, which revealed new issues.

Overall, the ESR process also appeared to raise the conscious-
ness of some researchers to engage more seriously with research
ethics going forward:

The [ESR statement] requirement . . . led me to engage
with my co-PI . . . because, as a psychologist, I . . .wasn’t
aware of some of the potential ethical implications
that this . . . AI work may have, and it helped me to
engage with my co-PI as part of this requirement. —
Researcher, social science

In fact, we might flip our whole research approach to
being about privacy. . . . [The] pretty strong reaction
from the [ESR made] us rethink, to lead with . . . pri-
vacy. We really just want buildings to be spaces that
people flourish in and we need to do it in some way
that’s going to be the most privacy-preserving [as] pos-
sible . . .We don’t have answers yet, but . . . it’s definitely
helped us think about a better way to approach the
research, how we’re doing it and how we’re talking
about it. — Researcher, engineering

When iterating with the ESR, researchers submitted addenda
to their original ESR statement that addressed the feedback
provided by panelists. This often included a commitment to
additional mitigation strategies that were not outlined in the
initial statement. The most common resulting change, encom-
passing 3 of the 10 proposals that iterated with the ESR, was a
commitment to specific strategies for sharing their findings and
promoting techniques that could prevent malicious or erroneous
applications of their work. Other changes that researchers made
to their iterated proposals include commitments to additional ex-
periments before drawing conclusions about target populations;
contextualizing feedback provided by an AI tool to maintain
motivation in students that could be harmed without it; holding
training and sensitivity sessions with practitioners represented in
medical data; auditing algorithmic performance and assessing for
the need for additional samples; broadening research questions

Bernstein et al.
Ethics and society review: Ethics reflection as a precondition to research funding
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Fig. 3. Sixty-seven percent of researchers who iterated with the ESR, and
58% of all researchers, felt that the ESR process had influenced the design
of their project.

to examine people’s trust in AI-generated content; and employ-
ing and advocating for the use of data trusts.

The iterative process allowed PIs and panelists to engage in an
ongoing conversation about the risks and appropriate mitigation
strategies within the proposed research. For example, on one
project PIs named risks related to representativeness in their
initial statement, indicating that they will measure demographic
representation in their training data, use diverse datasets wher-
ever possible, and monitor the performance of their algorithm as
it relates to the demographic groups in their data. Panelists raised
an additional risk in response: diverse design and deployment.
They recommended that the PIs get input from relevant pol-
icy/ethics experts for their algorithmic assessments and consider
how to engage relevant stakeholders in the development of their
tool. The panelists also requested additional mitigation strategies
from the PIs to address representativeness concerns. They asked
the PIs to elaborate on how they will address cross-cultural
differences that are relevant for their data-labeling tasks and
how they could detect cultural bias in their data. The panelists
also recommended that the PIs track the diversity of their data
annotators. The PIs clarified in their response that they were
not seeking to define how cross-cultural interactions should be
labeled; instead, they were striving to develop a tool that enables
psychologists and behavioral scientists to address such questions.
The PIs committed to tracking the demographic information
of annotators where possible, highlighting where such tracking
is not feasible (e.g., for existing third-party datasets), and the
attendant limitations that follow from the demographic compo-
sition of their annotators or lack of such information. Following
this iterative process, panelists and researchers were both ready
for the project to move ahead, and the ESR recommended the
proposal for funding.

Few researchers in our study had engaged in formal ethics
review prior to the ESR. Nearly 80% of survey respondents
self-reported that they had engaged in informal conversations
about ethics within the month prior to the ESR process, and a
majority of interviewees (10) mentioned engaging with research
ethics frequently. However, only 8% of survey respondents had
engaged in a structured ethics review beyond the IRB, and most
interviewees reported their ethical reflections to focus on risks to
individual human subjects and not broader risks to society.

Ultimately, researchers felt that the ESR process made it
less likely that their project would misstep and wind up in the
public eye for the wrong reason. Seventy-three percent of survey
respondents agreed that the ESR reduced the probability of
public criticism of their project, with 100% of those who iterated

with the ESR agreeing. In the interviews, researchers indicated
that, while they did not expect the ESR to shield them from
warranted public criticism, the process had better prepared them
for potential issues and appropriate ways to address them.

Issues Raised in ESR Feedback. One of the authors conducted open
coding across all of the ESR statements and panelist responses
using a grounded theory method to develop a set of 14 codes
of themes brought up. These codes and their definitions are
included in Table 2. A second author independently coded a
subset of statements and panelist responses to test replicability;
interrater reliability via Cohen’s kappa averaged 0.96 per theme,
with a range of 0.83 to 1. See SI Appendix for further details on the
coding process and additional information on panelists’ feedback
to researchers.

The themes raised most frequently by the ESR panel (Table 2)
were, in order of frequency, harms to subgroups (11), followed
by diverse design and deployment (8), dual use (8), represen-
tativeness (6), and issues that fell under IRB purview (6). The
issues raised most frequently by PIs were similar. The evaluation
identified areas of improvement not only in the ESR process
going forward but also in the IRB process: Both researchers and
panelists raised issues that the IRB should cover, including how
data are protected.

In 26 of the 35 seed grant projects, the ESR raised new
themes that the PIs had not discussed in their ESR statements.
In addition to raising new risks and continuing the conversation,
some panelists also provided specific mitigation strategies. In
some cases, a panelist raised a new issue and outlined possible
mitigation strategies for it; in others, the researchers had raised
the issue but left it insufficiently addressed. It was rarer for
panelists to identify a potential collaborator for researchers to
work with or refer the researchers to specific work on an issue.

Desire for Additional Scaffolding. Researchers wanted the ESR
not only to push them to broaden their ethical and societal lenses
but also to provide them with the scaffolding needed to navigate
complex ethical and societal issues. While the ESR statement
prompt was kept brief, participants requested more specificity,
including additional examples of ethical violations in research,
with some even proposing a workshop to help clarify the rubric
to be used in evaluating the seriousness of a risk.

[The ESR didn’t] really help us figure out how to
address these [ethical issues].. . . [They should] tell us
how big the issues really are. . .the hard stuff is figur-
ing out how important a particular ethical concern is.
As researchers, we’re often left with trying to decide
whether the positives outweigh the negatives in terms
of use cases and ethics. What I found that the [ESR]
didn’t do was really help us in making those decisions
about whether the positives outweigh the negatives or
not. — Researcher, medicine
It’d be nice if there [were] some foundational or
bedrock things that were in [the statement prompt].
You know, one risk is [the statement] becomes
template-y, which I think is a risk and a problem. But
having to write another page when you’re an academic
is useful because it forces you to think these things
through, which we’ve discussed, but it’s just more
burden. In my view the burden here is worth it but [if]
there [were] some sort of help that would scaffold a re-
searcher through rather than just, “okay, here’s a blank
page, start from scratch.” — Researcher, social science

Vesting Rejection Power in the ESR. We surveyed whether re-
searchers felt that the ESR should be empowered to deny funding
to a project. We expected this issue to be quite contentious, but
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Table 2. Risk themes raised in the ESR process

Theme Researcher Panelist
statement response
frequency frequency

(n = 35 proposals) (n = 35 proposals) Refers to issues that pertain to. . .

Representativeness 18 6 Any risks or concerns that arise from insufficient or unequal representation of
data, participants, or intended user population (e.g., excluding international
or low-income students in a study of student well-being)

IRB purview 14 6 Any risks or concerns regarding the research that fall under IRB purview (e.g.,
participant consent, data security, etc.)

Diverse design and
deployment

13 8 Incorporating relevant stakeholders and diverse perspectives in the project
design and deployment processes (e.g., consulting with parents who have
been historically disadvantaged to develop fairer school choice mechanisms)

Dual use 10 8 Any risks or concerns that arise due to the technology being coopted for
nefarious purposes or by motivated actors (e.g., an authoritarian government
employed mass surveillance methods)

Harms to society 10 5 Potential harms to any population that could arise following from the research
(e.g., job loss due to automation)

Harms to subgroups 7 11 Potential harms to specific subgroup populations that could arise following
from the research (e.g., technical barriers to using an AI that is prohibitive to
poorer populations)

Privacy 4 1 Any risks or concerns related to general expectations of privacy or control over
personally identifiable information (e.g., consequences of mass surveillance
systems for individuals’ control over their information)

Research
transparency

3 0 Sufficiently and accessibly providing information such that others can
understand and effectively employ the research, where appropriate (e.g.,
training modules for interpreting an AI model)

Accountability 2 2 Questions of assigning responsibility or holding actors accountable for
potential harms that may arise (e.g., how to assign responsibility for a
mistake when AI is involved)

Other 2 3 Other issues not covered above (e.g., intellectual property concerns)

Tool or user error 2 4 Any risks or concerns that arise from tool/model malfunction or user error (e.g.,
human misinterpretation of an AI model in decision-making)

Collaborator 1 1 Any risks or concerns that specifically relate to a collaborator on the research
project (e.g., whether a collaborator could credibly commit to a project on
inclusivity when their platform was notorious for exclusive and harmful
behavior)

Methods and merit 1 2 Any risks or concerns reserved for methods and merit reviews of the grant
proposal (e.g., whether model specifications are appropriate for the goals of
the research)

Publicness 0 2 Questions of using publicly available data for research when those that
generated the data are unaware of researchers’ intended use of their data
(e.g., use of Twitter data without obtaining express consent from affected
Twitter users)

The researchers, in their ESR statements, were most likely to raise issues of representativness. The panelists, in their feedback, were most likely to raise
issues regarding harms to subgroups. Both researchers and panelists also commonly focused on diverse design and deployment, dual-use concerns, harms
to society, and issues pertaining to IRB purview.

there was generally a consensus via the survey that this was desir-
able, with no moderate or strong disagreement (Fig. 4). Among
interviewees, although 11 agreed to varying degrees that the ESR
should be empowered to reject an especially ethically problem-
atic proposal, 5 of those participants strongly encouraged the
ESR to prioritize the iterative process over a brute one-sided
enforcement mechanism. Many believed that if a researcher
does not demonstrate a willingness to engage with panelists’
recommendations and feedback rejection of the project might
be warranted, but only after a deliberative process of exchange
between the ESR panel and the researchers.

Discussion
Evaluation of the first year of the ESR with a large, interdisci-
plinary AI program at our university suggests that the process can

productively involve researchers in ethical and societal reflection
early on in their projects. This is preferable, in our view, to deal-
ing with these issues after the project has launched or is submitted
for publication. In this section, we reflect on lessons from the
evaluation, resulting changes to the ESR process, generalization
of the ESR, and limitations of our study.

The evaluation feedback highlighted the tension that the ESR
must navigate between providing structured criteria (e.g., check-
lists) and more case-specific feedback. In desiring more scaffold-
ing, many researchers wished for more structure to the review
process: lists of risks, levels of concern attached to each risk,
and a process for knowing when a risk was mitigated sufficiently.
On the other hand, researchers appreciated that the ESR was
responsive to the particularities of each project. To strike a path
forward, the ESR will draw on data from its first year. Instructions
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Fig. 4. Researchers were generally in favor of the ESR’s being empowered
to reject proposals if necessary.

for new iterations of the process, available in SI Appendix, now
include a list of the most common risks raised by panelists, as
well as example principles for mitigation and resulting research
designs, for each risk. These examples serve as benchmarks to set
expectations for the researchers as well as the panelists.

Interest at the university level in expanding the ESR also
raises the question of how to scale it from 40 grants per year to
potentially over 100 grants per year, and how to ensure that it
is sustainable. Articulating guidelines to aid researchers in the
previous goal provides benefit here as well: new iterations of the
ESR include a first round of triage from doctorate-level staff who
have expertise in ethics, with the goal of identifying grants that do
not require escalation for faculty panel review. Requiring some
financial support from each partner program, staff triage can help
the program from becoming too burdensome on a small set of
faculty. Master’s-level staff could also provide support during an
initial triage round, especially if they undergo a calibration on the
review process. For a description of the staff panel calibration
and review process used in the second iteration of the ESR see
SI Appendix.

Our model is not one where faculty who are trained in ethics
point fingers at faculty trained in other areas. When possible,
we pursue the metaphor of “coach” rather than “reviewer.” This
interactive model is a feature and not a bug of the process, as the
ESR must navigate cultural change in the practice of research
and translation across research fields.

How should the ESR handle conflicts of interest? These issues
did not arise in our deployment, but neither did the ESR col-
lect any information on, for example, whether outside funding
or market opportunities might bias a researcher to focus on
particular topics or populations. One approach would be to ask
researchers to self-disclose any current or potential conflicts.

Can and how should the ESR transition from an ex ante review
process to ongoing feedback? One intriguing possibility is that
many funders require annual reports on their grants. We are cur-
rently coordinating with the funding program to request a brief
update on the project in regard to the ESR procedures on which
the panel and researchers agreed. Has the project changed in
ways that would benefit from additional conversation or review?
Are there unforeseen consequences that merit reconsideration?
What happens when projects scale up or involve other partners,
including those from the for-profit world?

We are currently expanding the ESR from AI research to other
research areas and other funding programs. These programs
include sustainability, bioengineering, and behavioral science
projects involving community partners. Separate faculty panels
must be recruited for these programs, as they require a somewhat
different set of ethical expertise and on-the-ground knowledge of
risks. Of course, scaling the ESR to other granting organizations
will not include research that does not seek funding. This is a
trade-off in the implementation of the ESR: By using funding
decisions as an incentive for ESR participation, we alleviate

self-selection concerns inherent in voluntary ethics and societal
review processes but cannot reach those who do not require grant
funding. At the same time, we hope that, if researchers begin
engaging in this process through grant funding, it might help
facilitate a culture shift to include the projects that do not require
grant funding.

If the ESR continues to produce positive results, we hope to
generalize it beyond our university. We believe that enabling
other universities to stand up their own ESR will require easily
adaptable materials (e.g., ESR statement prompt, panelist feed-
back forms), as well as workshops to support those interested in
running their first ESR process. Growing beyond one university
may make it more feasible for journals and conferences to con-
sider ESR review as a requirement (12).

Ongoing evaluation of the ESR can help resolve outstanding
research questions. What long-term impacts, if any, does an ESR
have on the research projects or the community’s reactions to
them? Is an ESR more or less effective in certain fields and
areas of research? Does the ESR have an impact on overall
cultural attitudes toward ethics review among the researchers?
Are certain aspects of the ESR process driving these changes
over others? How should the ESR panel include stakeholders
outside the university who represent different perspectives? Our
methods in this study come with attendant limitations. The cur-
rent evaluation may be subject to novelty effects, with researchers
reacting more positively to the process due to it being different
from their usual patterns. Ongoing evaluation of the program
can help test long-term opinions and illuminate the pluses and
minuses of this review process under different circumstances.
Longitudinal study will also enable investigation of the long-term
arc for those projects that went through the ESR review process:
Did they produce better outcomes than projects that did not
go through such review? Additionally, no project was ultimately
denied funding; our data do not yet cover this case. Finally, this
multimethod study was also not randomized, so we cannot and
do not make any causal claims.

Conclusion
Research that has the risk of negatively effecting society, either
immediately or through downstream applications, falls outside
the jurisdiction of existing review procedures because many of
these procedures exclude societal risks of harm. In this article,
we introduce a process that operates in collaboration with a
funding program to encourage ethical and societal reflection,
only releasing grant funding when ethical and societal reflection
is complete. Evaluation of the process over 1 y suggests that
researchers found it valuable in broadening their ethical lenses
and are willing to continue to submit to it despite the added
commitment.

Materials and Methods
This section describes the ESR process in greater detail.

IRB Approval. This study, including the survey and interview consent pro-
cess, was reviewed and approved by the IRB at Stanford University. On
recruitment, participants were informed about the content of the study and
the handling of the data. Opt-in consent procedures were used for both
the survey and interview; only those who consented participated. Informed
consent was also obtained from ESR panelists for analysis of their feedback.
Only one panelist declined consent and their feedback was thus excluded
from our analysis.

Funding Program. The most critical institutional feature of the ESR is the col-
laboration with a funding program. This collaboration enables completion
of the ESR process to trigger release of funds. Funding is a rare moment
of institutional leverage in the university: While most AI research proceeds
without IRB review at our university, researchers are often in search of
funding.

We partnered with a cross-departmental institute at our university that
runs funding competitions with both 1) a large, multi-PI grant competi-
tion with a small number of projects receiving substantial funding and
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2) a smaller seed-grant competition with many projects receiving less fund-
ing. Working with our team, the institute (program) added a requirement
for an ESR statement for each grant submission. The program performed
its typical merit review on all grant submissions and sent the ESR the
proposals that they were interested in funding. The ESR then performed
its own internal process on those proposals and reported its outcome and
recommendation to the program.

ESR Statement. To aid researchers in structuring their thinking, the ESR
statement prompt asks researchers to organize their statement into three
parts. The full instructions are in SI Appendix. The first part articulates the
risk: What happens when this research leaves the laboratory and becomes
commercialized outside of your direct control, or when your study gets
publicized and turned into public policy? The second part is a mitigation
principle: What principle should researchers in the field follow to mitigate
this risk in their work? Third is the specific research design: Describe how
that mitigation principle is instantiated concretely in your proposed research
design.

The instructions include examples. For example, if the first part includes
a risk that a new healthcare algorithm is biased against Black members
of society, a researcher might propose in the second part that all such
algorithms must be audited against risks for underrepresented groups then
describe how they will collect data to audit the algorithm against bias for
Blacks, Latinx, Native American, and other underrepresented groups. In
future iterations, based on researcher feedback, we also plan to include
prompts suggesting common categories of issues that arise in ESR processes.
The minimum ESR statement length ranges from one page to several pages
depending on the project topic, size, and funding level.

Panel Review. The funding program next performs its grant merit review
process and selects proposals that it would like to fund. The proposals and
their ESR statements are then forwarded on to the ESR for feedback. The
ESR’s goal is not to filter out projects with any modicum of risk—instead,
when possible, the goal is to aid the researchers in identifying appropriate
mitigation plans.

The ESR faculty panel is composed to bring together diverse intellectual
perspectives on society, ethics, and technology. Our panel thus far represents
faculty from the humanities, social sciences, engineering, and medicine
and life sciences. Their departments at our institution include Anthropol-
ogy, Communication, Computer Science, History, Management Science &
Engineering, Medicine, Philosophy, Political Science, and Sociology. Their
interests include algorithms and society, gender, race, ethics, history of
technology, collective action, medical anthropology, moral beliefs, medical
ethics, social networks, AI, robotics, and human–computer interaction. Many
other disciplines and identities can and should be included as well. Currently,
the ESR panel is formed by the faculty ESR chairs, and faculty agree to
continue on an annual basis. We did not study panelist motivations in our

evaluation; however, informal discussions indicated that many panelists felt
that ESR issues touched on their own research interests and that being asked
to review a small handful of (three) proposals was not perceived as onerous.
Two-thirds of the panel from the first year agreed to return for the second
year.

Each proposal is assigned to at least two panel members, one represent-
ing the broad field of inquiry of the proposal (e.g., medicine, engineering,
social science) and one representing a complementary perspective. A few
panelists take on the role of chairs in facilitating the feedback process,
overseeing the feedback process for individual proposals. To help with
training, panelists are provided with example past proposals and the ESR
responses for them. The ESR panel then meets synchronously to discuss
particularly controversial or challenging projects.

Iteration and Approval. All researchers receive the free-text feedback pro-
vided by the two panelists. A subset are told that the ESR has completed
its process on the projects and it will recommend the project for funding,
though it welcomes further discussion if the researchers desire. Typically,
these projects have low levels of concern from the panel.

The second subset of proposals decided upon by the ESR committee are
asked to respond to the ESR’s feedback. The ESR chairs make themselves
available for conversation and consultation with the researchers. When the
researchers respond, the response is passed back to the relevant panelists,
who provide their thoughts and recommendation to the ESR chairs. The
ESR chairs then draft a response to the researchers representing the ESR’s
thoughts and their own assessment and send it back to the researchers.
Future iterations remain on email if the discussion is converging or can
switch to a synchronous meeting if not. The ESR chairs become the point
of contact for the researchers following the first round of feedback in order
to avoid jeopardizing colleague relations (the ERB first-round feedback is
authored anonymously) and to help facilitate the most challenging projects.

Data Availability. Anonymized survey, interview, and content analysis data
have been deposited in the Open Science Framework: https://osf.io/mv4p6/,
https://osf.io/vpq9m/, and https://osf.io/gk2j3/ (42–44). Due to the small num-
ber of observations and identifiability of respondents in the raw interview
and content analysis data, only the coded data are made available.
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