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Modeling and Defense of Social Virtual Reality
Attacks Inducing Cybersickness
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Abstract—Social Virtual Reality Learning Environments (VRLE) offer a new medium for flexible and immersive learning environments
with geo-distributed users. Ensuring user safety in VRLE application domains such as education, flight simulations, military training is
of utmost importance. Specifically, there is a need to study the impact of “immersion attacks” (e.g., chaperone attack, occlusion) and
other types of attacks/faults (e.g., unauthorized access, network congestion) that may cause user safety issues (i.e., inducing of
cybersickness). In this paper, we present a novel framework to quantify the security, privacy issues triggered via immersion attacks and
other types of attacks/faults. By using a real-world social VRLE viz., vSocial and creating a novel attack-fault tree model, we show that
such attacks can induce undesirable levels of cybersickness. Next, we convert these attack-fault trees into stochastic timed automata
(STA) representations to perform statistical model checking for a given attacker profile. Using this model checking approach, we
determine the most vulnerable threat scenarios that can trigger high occurrence cases of cybersickness for VRLE users. Lastly, we
show the effectiveness of our attack-fault tree modeling by incorporating suitable design principles such as hardening, diversity,
redundancy and principle of least privilege to ensure user safety in a VRLE session.

Index Terms—Security and Privacy, User Safety, Cybersickness, Virtual Reality Learning Environments, Attack-Fault Trees, Statistical
Model Checking, Risk Assessment, Design Principles
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1 INTRODUCTION

Social Virtual Reality (VR) applications transfer real-
world contexts into simulations as part of interactive learn-
ing in a multi-user scenario [1]. Novel application areas
adopt virtual reality learning environments (VRLEs) for
special education, surgical training, and flight simulations
purposes. The advancement in VR technology enhances
user-system interactions and user-experience by processing
and visualizing of the collected activity data from multiple
wearable devices (i.e., VR headsets) and geographically
distributed users. Social VR benefits from the convergence
of VR technology, smart devices and cloud platforms, in
order to integrate real-world smart objects with virtual
world objects (user avatars) within virtual environments.
However, this flexibility although enables seamless VRLE
interactions, it can cause serious security, privacy issues [2]
that disrupt user safety by inducing cybersickness [3].

Recent works [4]–[6] highlight the importance of se-
curity and privacy (SP) issues in VR applications. How-
ever, they lack in evaluation of critical SP, system/network
fault issues that impact VRLE applications’ functionality
and user experience. For instance, an intruder can gain
unauthorized access (e.g., using fake credentials) to tamper
the VRLE content which constitutes as a security breach.
The unauthorized access can also lead to a privacy breach
through eavesdropping during a VRLE session. Similarly, an
intentional network fault can be triggered by an adversary
by launching a Denial of Service (DoS) attack. As a result of
such an intentional cyber-attack which we also define as a
fault-attack, the VRLE content can be rendered unavailable
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Figure 1: vSocial system components used for real-time
student learning session management.

to VRLE users. In addition, a faulty VRLE component (e.g.,
infrared sensor, gyroscope) can be used for distorting the
view of a VRLE user during a session. The impact of such
security and privacy breaches can induce cybersickness,
which is a set of unpleasant symptoms such as eyestrain,
headache, nausea or even vomiting, thus compromising
user safety in a VR session [3], [7], [8].

To motivate the impact of security and privacy issues on
user safety, we consider a VRLE application viz., vSocial [1]
shown in Figure 1 that is designed for youth with autism
spectrum disorder (ASD). This multi-modal VRLE system
is hosted on High Fidelity [9], a social VR platform that
is deployed over high-speed networks. High Fidelity can
be used to render 3D visualizations based on the dynamic
human computer interactions with an edge cloud node
i.e., vSocial Cloud Server. Owing to the inherent inter-
connectivity of the network-edge and the core cloud in
the VRLE setup, the VR application is vulnerable to novel
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attacks known as immersion attacks. To elucidate, using SP 
issues as the vulnerabilities, an attacker can: (i) cause de-
facement of VRLE content with offensive images known 
as overlay attack [5], (ii) obstruct the user view or trigger 
noise attenuation during VRLE sessions known as occlusion 
attack [5], and (iii) create application issues i.e., reduction of 
graphical content or delays between both user and avatar 
movement. Failure to address such security, privacy and 
resulting safety (SPS) issues in VRLE results in alteration 
of instructional content, compromise of learning outcomes, 
abuse of access privileges leading to confidential student in-
formation disclosure and/or poor student engagement due 
to cybersickness. Thereby, we formulate our problem focus 
to be on delivering VRLE content in a high-performance and 
safe manner in a user VRLE session, even in the cases where 
SPS issues arise. More specifically, our goal is to model the 
inter-relationship between security, privacy and user safety 
for identification of cybersickness events and for creation 
of relevant defense mechanisms to increase the resilience of 
social VRLE systems.

In this paper, we present a novel framework to quantify 
the security, privacy issues triggered via immersion attacks 
and other types of attacks/faults which affect user experi-
ence in terms of inducing cybersickness during use of heads-
up displays in social VRLEs. We model the security, privacy 
issues using attack-fault trees (AFTs) by building upon our 
prior results in [2] where we utilized attack tree formalism 
in the context of security and privacy issues. In contrast, 
this work goes beyond the concept of simple cyber-attacks 
in VRLEs and models immersion attacks and fault-attacks 
to explore how they can be used to cause security/privacy 
breaches. To the best of our knowledge, ours is the first work 
that explores the impact of immersion attacks on user safety 
in VRLE environments. We use the AFTs [10] to model the 
temporal dependencies for a given attacker profile. The tem-
poral dependencies relate to the cyber-attacks/fault-attacks 
on VRLE components and their impact on cybersickness 
factors obtained via experimental behavioral analysis. For 
quantitative evaluation of the developed AFTs, we convert 
them to stochastic timed automata (STA) [11] formalism, 
and then use formal verification techniques, to be specific 
statistical model checking (SMC) [12]. The use of AFTs 
enables us to derive graphical models that provide a sys-
tematic representation of various cyber-attack/fault-attack 
scenarios and their respective consequences towards a com-
mon system disruption goal. The utilization of SMC allows 
us to reason about the dynamic user-system interactions in 
VRLEs [13].

Our main contributions summary is as follows:

• We quantitatively measure cybersickness with re-
spect to security and privacy issues using our pro-
posed framework as a consequence of cyber attacks,
faults and their combinations.

• We perform a trade-off analysis by evaluating the
severity of different types of security/privacy attacks
and their impact on the cybersickness in the vSocial
application [1]. From the related results, we find that
the causes of Denial of Service attack and data leak-
age to be the most dominant candidates to induce
high levels of cybersickness in a VRLE session.

• We then use the trade-off analysis and perform a risk
assessment of the identified threat vectors’ impact
on cybersickness levels in a social VRLE. In addition,
we evaluate the cybersickness in a networked VRLE
setup by identifying the most critical system compo-
nents in cyber attack/fault scenarios.

• We demonstrate the effectiveness of using design
principles (also known as security principles) i.e.,
hardening, diversity, redundancy and principle of least
privilege for enhancing the security and privacy of
VRLE sessions in the event of severe threats.

Paper organization. The remainder of the paper is orga-
nized as follows: Section 2 discusses related works. Section 3
introduces the necessary background and terminology. Sec-
tion 4 discusses the proposed security and privacy frame-
work in detail. Section 5 presents the quantitative results
using our proposed framework on the VRLE case study.
Section 6 discusses the effectiveness of recommended de-
sign principles on the security and privacy threat scenarios
impacting cybersickness. Section 7 presents details on the
benefits and limitations of using our proposed work in the
design of VRLEs. Section 8 concludes the paper.

2 RELATED WORKS

2.1 Security and privacy risks in VR environments

2.1.1 Network-based attacks
There have been several prior studies that highlight the im-
portance of security and privacy threats on Augmented Re-
ality (AR) devices, and edge computing. A recent study [14]
on challenges in AR and VR discusses the threat vectors for
educational initiatives, however this study does not char-
acterize related attack impacts. Survey articles such as [4],
[6], [15]–[17] are significant for understanding the concepts
of threat taxonomy and attack surface area of sensors and
fog computing applications. They highlight the need to go
beyond specific components such as network, hardware
or user interface, and propose end-to-end solutions that
consider system and data vulnerabilities [5]. An observation
from the above state-of-art is that - there is a dearth of
scholarly works on the quantitative evaluation for security
and privacy threats in the context of VR applications.

2.1.2 Immersion attacks
Existing works [5] discuss about the immersion attacks that
can cause physical harm and disrupt the user experience in a
virtual environment [5]. For instance, authors in [5] present
a proof-of-concept for a disorientation attack by changing the
translation and yaw. They also show creation of a physical
collision attack by tampering the SteamVR [18] chaperone
file (also referred to as a chaperone-attack) [5], and demon-
strate how an overlay attack can display unintended images
during a session. The work in these studies [5], [19] are
exemplar sources of attack possibilities in order to study
unique cyber attack patterns relevant to VRLEs that can
potentially induce cybersickness for users. In addition, the
works in [14], [20]–[22] discuss the security, privacy chal-
lenges, ethical issues in VR applications. However, they do
not study the impact of such security, privacy challenges on
the VRLE user safety. Furthermore, the authors in the work
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[23] discuss about how the participants can get disoriented 
due to the exposure in a virtual environment even for a 20 
minutes session. We build our work based on these prior 
works [5], and explore potential novel attack surfaces re-
lated to security, privacy, safety issues in VRLE applications 
and their associated impact on inducing user cybersickness.

2.2 Cybersickness in VR environments
2.2.1 Potential factors inducing cybersickness
Several works [24], [25] define cybersickness as a form 
of motion/simulation sickness due to several physiologi-
cal factors of the user in correlation with immersion and 
presence in a VRLE. For instance, the work in [7], [8] 
detail that the sensory conflict between the vestibular and 
visual senses causes motion sickness in an unfamiliar virtual 
environment. Another work [26], attributes cybersickness 
as a form of disorientation due to the user’s view point. 
In contrast, the work in [27] notes the difference between 
motion sickness and cybersickness in terms of the indi-
vidual causes and their associated impacts on the users 
using motion sickness susceptibility questionnaire (MSSQ) 
via experimental simulation. In addition, the work in [28] 
found that that graphical quality in virtual environments 
significantly affects immersion and induces cybersickness. 
Moreover, VRLE application issues such as jitter, position 
tracking error are also considered as cybersickness factors 
in prior works [24], [25]. Our work builds on these existing 
works, but uniquely identifies potential factors that induce 
cybersickness and thus impact user safety within social 
VRLE application sessions.

2.2.2 Measuring cybersickness in VR environments
Several works [27], [29] devise questionnaires related to cy-
bersickness in relation to motion sickness factors. The work 
in [29] adapts the simulator sickness questionnaire (SSQ) to 
quantify the physiological effects. Their survey methodol-
ogy considers factors related to general discomfort, fatigue, 
eyestrain, difficulty focusing, headache, fullness of head, 
blurred vision, dizziness with eyes closed, and vertigo. Ef-
fects such as cybersickness, simulator sickness, and motion 
sickness have been found to be correlated in [27]. Similarly, 
the work in [30] explores the subjective aspects of the virtual 
environments i.e., presence, engagement, immersion and 
their relation to cybersickness symptoms (i.e., consequences 
on user experience). In addition, there have been studies 
that examined the effect on user immersion by implement-
ing such questionnaires within a virtual environment [31]. 
The authors in [31] found that users in the virtual envi-
ronments prefer such deployment of virtual questionnaires 
over traditional paper survey formats. However, we remark 
that this finding is dependent on the integration of the 
questionnaires such that the immersion is preserved during 
the virtual sessions for the users. We adapt these works in 
devising our questionnaires that are seamlessly integrated 
in the VRLE sessions to help us determine the potential 
factors of cybersickness.

3 BACKGROUND AND TERMINOLOGY
3.1 Social VRLE application case study: vSocial
Our Social VRLE (i.e., vSocial) consists of virtual objects 
(a.k.a. avatars) and creates shared VR environments using

High Fidelity to enable synchronous interaction amongst
participants who are geographically distributed at remote
locations. Our vSocial application is used for delivering
Social Competence Intervention (SCI) curriculum as shown
in Figure 1 that consists of modules such as: VR content ren-
dering, web applications and classroom portal with instruc-
tional content hosted as web pages. The VRLE setup con-
sists of consumer wearables, and base stations for accurate
localization and tracking of controllers [1]. The consumer
wearables in vSocial include: VR headsets (e.g., Oculus
Rift [32] and the HTC Vive [33]) equipped with VR hand-
held controllers, EEG headsets (e.g., Muse) on the client-
side. The cloud server in vSocial architecture shown in Fig-
ure 1 delivers the VRLE content to the users in these virtual
classrooms and stores the user engagement information and
activities in real-time. Our social VR platform benefits the
rendering capability of the relevant learning content into
a VRLE session on a ‘web entity’ using web technologies.
The web entity allows instructors to create, modify, present
and share slides via web pages hosted on the Slides.com
web service. It also enables student course enrollment and
progress management via social network packages such as
HumHub [34]. These VRLE sessions are orchestrated on a
cloud server using web applications that control the virtual
scenes content (e.g., curriculum delivered as game activities)
in a multi-user scenario. Remote participants in our system
use multiple head-mounted display devices such as HTC
Vive and Oculus Rift, however their actions are co-ordinated
within e.g., games or learning tasks across the multiple user
locations. The vSocial server provides functionalities such
as user access control, session content management, and
student progress tracking. Given that the vSocial server is
a critical system component, it is an attractive target for an
attacker.

3.2 Attacks in Social VRLE application use case
To understand the potential cyber-attacks/fault-attacks and
their impact on cybersickness, we perform an experimental
behavior analysis on a vSocial instance. For this, we simulate
exemplar security, privacy and safety attacks based on our
prior work [2] through our experimental validations. We
validate the SP attacks of vSocial application using simu-
lation tools (such as Clumsy 0.2 [35] and Wireshark [36]).
For the purposes of this paper, we define: (a) security – as
a condition that ensures a VR system to perform critical
functions with the establishment of confidentiality, integrity,
and availability [37], (b) privacy – as a property that regulates
the IoT data collection, protection, and secrecy in interactive
systems [37], (c) safety – as the disruption in the system that
compromises the user’s overall well-being [37].

3.2.1 Security concerns in social VRLEs
Social VRLEs use distributed head-mounted displays and
wearable devices when connecting to virtual classrooms.
Consequently, user experience in social VRLE applications
is highly sensitive to Distributed Denial of Service (DDoS)
attacks. To elucidate, a malicious user simulates a DoS
attack scenario on the vSocial environment, via packet tam-
pering, packet duplication, and packet drop which results in
a VRLE server crash as shown in Figure 2. Based on our
validation experiments, a packet drop of 80% disrupts the
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Figure 2: A before and after scenario showcasing the effect
of DoS attack on vSocial causing a server crash.

Figure 3: vSocial system content affected due to insertion of
malicious scripts in the student learning environment.

communication between the user and VRLE server thereby
impacting the learning experience [2]. Similarly, a tamper
rate of 20% is sufficient to crash the VRLE server for all
the connected VRLE users as shown in Figure 2. In case of
packet tampering, a man-in-the-middle attack scenario can
reveal confidential information as discussed in [2].

Another security attack scenario can involve an attacker
gaining unauthorized access by impersonating as a valid
user. Gaining unauthorized access to the instructor account
can trigger a privacy attack with threats such as: disclosure
of confidential user information, and tampering of the learning
content, edge computing and network devices. For instance,
an intruder in social VRLE inserts malicious scripts to
initiate data tampering of the VRLE application content as
shown in Figure 3. With this, the attacker can modify the
boundaries of the users’ virtual view that can lead to a user
running into a wall and getting physically hurt. Failure to
address such security attack scenarios can lead to an immersive
attack i.e., overlay attack [38]) that can impact the VRLE user
experience.

3.2.2 Privacy concerns in social VRLEs
A user privacy breach can involve an intruder who enters
into a VRLE world by gaining unauthorized access (e.g.,
using fake credentials) and tries to eavesdrop the virtual

Figure 4: Packet Sniffing attack to disclose avatar and host
server information.

Figure 5: A malicious user exposes the IP address of a valid
VRLE user (disclosing user physical location) by gaining

access to VRLE activity logs.

classroom conversations. This scenario can trigger a novel
immersion attack known as man-in-the-room attack specific
to VRLEs. Moreover, the attacker can gain access to the
virtual location of the user and can disrupt the orientation
of the user’s virtual object (avatar). Privacy attacks can
also involve packet tampering that was demonstrated in [2],
where an attacker performs an illegal packet capture to
extract sensitive information (packet sniffing attack as shown
in Figure 4).

Another form of privacy breach can occur when the at-
tacker discloses confidential user information via packet sniffing
attack to gain access to users’ physical location information
and credentials as shown in Figure 5. Such privacy attacks
can create: (a) loss of confidentiality (LoC) when sensitive
information is disclosed, and (b) loss of integrity (LoI)
when the attacker tampers with the VRLE content. Failure
to address such privacy attack scenarios can disrupt the User
Immersive Experience (UIX) in an ongoing VRLE session by
obstructing the view of the users in their learning sessions i.e.,
occlusion attack, or by creating a noise attenuation issue or by
causing disorientation of the content.

3.2.3 Safety concerns in social VRLEs

Figure 6: Immersion attack to tamper the chaperone file.

blackBased on the works in [5] and [19], we perform safety
attacks that can potentially disrupt the UIX in a vSocial
instance. For instance, we assume that a XSS browser attack
can occur, where the web entities in vSocial are targeted to
hook the browser for hijacking the VRLE content. Immer-
sion attacks e.g., overlay attack overlays and replaces visuals
with offensive content on a user’s local machine which can
partially compromise the VRLE [5]. Performing an overlay
attack along with an SQL injection can create more impact
on user privacy as the confidential information can be cap-
tured via overlay entities. By modifying the boundaries in a
SteamVR chaperone file as shown in Figure 6 via TFTP [18],
an attacker can disorient the user avatar or can lead a user
to run into walls or physical objects. With this immersion
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Table 1: Survey questions asked during a cybersickness 
experiment.

Label Cybersickness Questions
Related
Works

Nausea How often do you feel nauseaous ? [28], [29]

Discomfort
What level do you feel discomfort

or disoriented during the sessions ?
[29]

Vection
How often do you have the feeling

of self-movement ?
[28], [29]

Eyestrain
What level do you feel eye strain

or light-headed ?
[29]

Task
Completion

How likely are you able to finish
the tasks in the session ?

[28], [29]

Mental
Engagement

How mentally engaged are you in
the environment ?

[29], [30]

attack, a VRLE user can experience light-headedness, a po-
tential cybersickness factor. In addition, a network fault-attack
that is triggered by low bandwidth events (e.g., packet loss
scenarios) can disrupt the VRLE content, thereby inducing
cybersickness for a user who is remotely participating in a
VR session.

Using our experimental validations, we next describe a
preliminary study on the outlined security, privacy threat
scenarios and their respective impact on the cybersickness.
Based on the above experiments, our problem focus is to
deliver learning content seamlessly and safely in a user
VRLE session, even during the event of a security or a
privacy breach. Towards this aim, we perform a systematic
study to identify the potential cybersickness factors that rely
on both the simulator sickness as well as user experience
factors adapted from relevant prior works [3], [7]. DSN-2

3.2.4 Impact Analysis of SP Factors on cybersickness

In this section, we perform an experimental behavior anal-
ysis of the above simulated SP attack scenarios and their
impact on potential cybersickness factors in VRLEs. For this,
we adopt several cybersickness factors based on the exist-
ing works [28]–[30] that include e.g., the Virtual Sickness
Questionnaire (VSQ). To measure the impact on each of
these cybersickness factors during the VRLE users session,
we organize the cybersickness factors under 6 questions as
shown in Table 1. These questions are integrated as virtual
questionnaires (VQs) and post-session survey for feedback
collection such that they do not cause any disruption to
the VRLE users [31]. In addition, based on our prior work
in [2]: (i) we simulate a security attack, privacy attack and
combination of security, privacy attacks across three different
user activities as shown in Figure 7 and, (ii) subsequently
quantify cybersickness using a set of VQs. In this context,
we set up a vSocial [1] instance with activities that rely on
fine movement, visual clarity, and clear audio, all of which
are disrupted by SP attacks as shown in Figure 7.

Firstly, we collect baseline data (i.e., benign behavior)
using VQs at the end of activity1. Next, during activity 2, we
simulate malicious packet drops to disrupt VRLE content
rendering as a security attack and then collect user feedback.
Similarly, in activity 3 we simulate a privacy attack to trace
the user’s virtual location and then play a distracting noise
to disrupt the user experience. This disruption is stopped
approximately halfway through activity 3, where the user

response is recorded. For the rest of activity 3, a combination
of security and privacy attacks (i.e., packet tampering +
disclosure of user location), are simulated after which the
user exits the vSocial environment to give feedback via a
post-session paper survey.

To maintain uniformity across the collected feedback, we
used the same VQ as shown in Figure 8. For this survey, 15
VRLE user participants provided their feedback for each of
the questions in our cybersickness survey on a scale of 1
to 5, where 1 (very poor), 2 (poor), 3 (Moderate), 4 (good),
5 (excellent). This collected data allows us to quantify the
aggregated impact value of cybersickness score due to SP
attacks in the VRLE. We stop the attack simulations until
the checkpoint (attack duration is 180 seconds), to avoid
further discomfort in relation to the time spent by the user
in vSocial.
Results of the Impact analysis of SP attacks on cyber-
sickness factors: Using the collected data for the SP versus
cybersickness factors analysis, we outline the data points
for each cybersickness factor versus the average rating
given by the users as shown in Figure 8. The cybersickness
factors listed in Table 1 are represented as N,D,V,E,T,M
on x-axis and the average of the user responses on y-axis
as shown in Figure 8. Based on the results, we observe
that security, privacy, and combination of SP attacks have
significant impact the cybersickness factors. To elucidate, the
combination of security, privacy attacks causes significant
dizziness and nausea, the primary factors that induce cyber-
sickness. From these results, we understand that SP attacks
do certainly induce cybersickness by disrupting users and
also the functionality of the VRLE. With this analysis, we
further explore the potential security and privacy, fault-
attack in detail (single and combination of threats) that
could induce cybersickness in a VRLE using attack-fault
trees (AFTs). Moreover, we build the AFTs using: (a) the
experimental validations in Section 3.1, and (b) the above
qualitative impact results relating inducing cybersickness
shown in Figure 8. Each of these collected impact data
on cybersickness factor results are mapped to a numerical
scale of 1(Low)-to-5(High) and are further utilized in the
quantitative analysis of AFTs detailed in Section 5.

3.3 Statistical model checking
Statistical model checking (SMC) is a variation of the well-
known classical model checking [39] approach for a sys-
tem that exhibits stochastic behavior. The SMC approach
to solve the model checking problem involves simulating
(Monte Carlo simulation) the system for finitely many runs,
and using hypothesis testing to infer whether the samples
provide a statistical evidence for the satisfaction or violation
of the specification [40].
Stochastic timed automata: Stochastic timed automata
(STA) is an extended version of timed automata (TA) with
stochastic semantics. A STA associates logical locations with
continuous, generally distributed sojourn times [41]. In STA,
constraints on edges and invariants on locations, such as
clocks are used to enable transition from one state to an-
other [10].
Definition 1 (Stochastic timed automata). Given a timed
automata which is equipped with assignment of invariants I to
locations L, we formulate an STA as a tuple T = 〈 L, linit, Σ, X ,
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Figure 7: Activities and their associated virtual questionnaires used for the immersion survey experiment.

Figure 8: Results of cybersickness-survey experiments.

E , I , µ 〉, where L is a finite set of locations, linit ∈ L is the initial
location, Σ is a finite set of actions,X is the finite set of clocks, E ⊆
L × Lclk × Σ × 2X is a finite set of edges, with Lclk representing
the set of clock constraints, I : L −→ λ is the invariant where
λ is the rate of exponential assigned to the locations L, µ is the
probability density function ( µl) at a location l ∈ L.

Initial Wait Fail

initiate!
x := 0

fail?

Figure 9: An exemplar STA.
An exemplar STA is shown in Figure 9 that consists of

the locations {Initial, Wait, Fail}. Herein, the Initial location
represents the start of execution of an STA and a clock x is
used to keep track of the global time. The communication
in an STA exists between its components using message
broadcast signals in a bottom-up approach. The STA is
activated by broadcasting initiate! signal, which transitions
to wait location and waits for the fail signal. In an STA,
time delays are governed as probability distributions (used
as invariants) over the locations. The Network of Stochastic
Timed Automata (NSTA) is defined by composing all com-
ponent automaton to obtain a complete stochastic system
satisfying the general compositionality criterion of TA tran-
sition rules [12], [41].
UPPAAL SMC: UPPAAL SMC is an integrated tool for
modeling, validation, and verification of real-time systems
modeled as a network of stochastic timed automata (NSTA)
extended with integer variable, invariant, and channel syn-
chronizations [43]. The UPPAAL SMC model checker tool
is embedded with a simulator to mainly check the behavior
of the NSTA and a query engine to visualize the probability
distributions and number of runs with time bounds, and
also compute expected values. In SMC, the probability
estimate is derived using an estimation algorithm as well
as by using statistical parameters, such as 1 − α (required
confidence interval) and ε (error bound) [44]. For instance,

if we indicate goal state in the STA of Top_event as Fail,
then the probability of a successful occurrence within time t
can be written as: Pr[x <= t](<> Top_event.Fail) where,
<> represents the existential operator (♦) and x is a clock
in the STA to track the global time.

3.4 Design principles

To build a trustworthy VRLE system architecture which
ensures security and privacy, integration of design princi-
ples in the life cycle of edge computing interconnected and
distributed wearable device based systems is essential [42].
We adapt the following three design principles from NIST
SP800-160 [37], [42] such as: (i) Hardening – defined as rein-
forcement of individual or types of components to ensure
that they are harder to compromise or impair, (ii) Diversity
– defined as the implementation of a feature with diverse
types of components to restrict the threat impact from prolif-
erating further into the system, (iii) Principle of least privilege
– defined as limiting the privileges of any entity, that is
just enough to perform its functions and prevents the effect
of threat from propagating beyond the affected component
and (iv) Redundancy – defined as deployment of redundant
components, such that the normal functionality of a system
is retained when a system component is compromised or
impaired.

4 SECURITY AND PRIVACY FRAMEWORK

In this section, we present our proposed framework to iden-
tify the most vulnerable attacks/fault components inducing
cybersickness by performing security, privacy and safety
analysis of social VRLE applications. An overview of the
approach followed in our framework is shown in Figure 10.
Firstly, we model the SP attack vectors inducing cybersick-
ness by using an attack-fault tree (AFT) formalism based on
our preliminary results from Section 3.2.4. Secondly, each
AFT is translated into an equivalent STA to form an NSTA,
as input into the UPPAAL SMC tool. Thirdly, we use the
quantitative assessment from the tool to determine if the
probability of disruption for cybersickness occurrence is
higher than a set threshold determined as part of VRLE
design requirements. Lastly, we perform risk assessment
of the identified attack vectors to determine the potential
impact on VR application functionality and impact in terms
of inducing cybersickness. Based on this determination,
we subsequently prescribe the design principles such as:
hardening, diversity, redundancy and principle of least privilege
that can be adopted in VRLE deployments. Moreover, each
of these design principles serve as mitigation strategies that
rely on NIST guidelines and further measure the impact
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Figure 10: Proposed framework for security and privacy analysis of a social VRLE.

Figure 11: Formalized safety attack-fault tree (AFT) with threat scenarios inducing cybersickness (CS).

Figure 12: Formalized attack-fault sub-tree with threat scenarios triggering a Loss of Confidentiality (LoC) and/or Loss of
Integrity (LoI) issues.

on cybersickness occurrence levels for the best performing
mitigation strategy. Thereby, our problem scope in this case
reduces to identifying the cybersickness occurrence in the
event of anomaly and to provide seamless multi-user inter-
action within the VRLE sessions. Overall, our framework
steps help in the investigation of potential cyber attacks
and fault-attacks. Further, they help in recommendations
of VRLE application design alternatives based on design
principles.

4.1 Formalization of security and privacy attack-fault
trees

Attack-fault trees (AFTs) are hierarchical models that show
how an attacker goal (root node) can be refined into smaller
sub-goals (child/intermediate nodes) via gates until no
further refinement is possible such that the basic attack
steps (BAS) are reached. BAS represents the leaf nodes of an
AFT [43]. To explore dependencies on VRLE attack surfaces,
AFTs enable sharing of subtrees. Hence, AFTs are often
considered as directed acyclic graphs, rather than trees [10].

Using AFTs, our proposed framework can capture the
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Figure 13: Formalized attack-fault sub-tree with threat scenarios triggering a Loss of Availability (LoA) issue.

Figure 14: Formalized attack-fault sub-tree with threat scenarios triggering a privacy leakage issue.

relationship and the impact of both attacks and faults [10].
Traditional threat models such as Common Vulnerability
Score System (CVSS) [44] or STRIDE [45] can identify the
vulnerabilities of a system in a systematic manner. However,
these traditional threat models lack the ability to perform a
quantitative analysis on multi-modal inter-dependencies of
identified threats. Existing works [46], [47], and [48] provide
the steps that include identifying risks and analysis of both
safety and security threats. However, these prior works
focus on application-specific models to identify risk levels.

As an alternative, there have been efforts to use attack
trees (ATs) [49] as well as fault trees (FTs) [50] which are
similar in terms of how basic attack steps (BAS) and basic
component failure (BCF), respectively. They are modeled
using the leaf nodes of the tree, and show propagation of
attack events via gates through the system [10]. However,
both ATs and FTs vary based on the type of goal (security
attack for ATs and fault occurrence for FTs) along with their
associated analysis [51], [52]. Moreover, such approaches are
not feasible due to their: (a) lack of capability in modeling
the propagation of failure rates (accidental or malicious),
(b) lack of support of shared sub-trees, and (c) failure to
consider the quantification of impact of disruption for dif-

ferent attacker profiles. These ATs and FTs when considered
separately cannot show a cause and effect analysis between
security and safety issues in VRLE. For instance, in our
previous works [2], [53], we utilized ATs for modeling
attack scenarios in VRLEs, and observed similar limitations
i.e., ATs do not support modeling the inter-dependencies
between fault and attacks.

In order to capture the multi-stage and the dynamic
temporal inter-dependencies of the causal security, privacy
and safety, our approach is to model both the security and
safety aspects of VRLE into a combined formalism known as
attack-fault tree (i.e., AFTs) modeling [10]. AFTs encompass
both ATs and FTs to support all the above syntactic con-
structs and the leaf behavior from attack trees [52], [49] and
dynamic fault trees [50], [51]. Fault-attacks in VRLEs include
two categories: the first category includes faults that can
directly impact the user safety (cybersickness); similarly, the
second category includes faults that cause security and/or
privacy issues that can compromise user safety. Each of the
fault tree gates adopted in these AFTs provide a classical
formalism for reliability engineering that is heavily used in
numerous industry domains [50] [51].
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Definition 2 (Attack-Fault Trees (AFTs)). An attack-fault tree 
A is defined as a tuple {N ,Child, T op_event, l} ∪ {AFT 
elements} where, N is a finite set of nodes in the attack-fault 
tree; Child: N → N* maps each set of nodes to its child 
nodes; T op_event is an unique goal node of the attacker where 
T op_event ∈ N ; l: is a set of labels for each node n ∈ N ; and 
AFT elements: is a set of elements in an attack-fault tree A.

Definition 3 (AFT elements). AFT elements aid in generating 
the attack-fault tree and are defined as a set of {G ∪ BE ∪ IE} 
where, G = {OR, AND, SAND, SOR, PAND} represents the 
set of gates used for modeling the multi-threat and fault-attack 
scenarios in AFTs, and BE is the set of basic events {BAS ∪ 
BCF } and IE is the set of intermediate events.

Attack-fault tree elements: Attack-fault tree elements aid in 
generating an attack-fault tree and are defined as a set of 
{G ∪ L} where, G represents gates; L represents leaf nodes. 
Following are the descriptions of each of the AFT elements. 
Attack-fault tree gates: Given an attack-fault tree A, 
we formally define the attack-fault tree gates G = 
{OR, AND, SAND, PAND}.

• OR:- An OR gate is disrupted if either of its child
nodes are disrupted.

• AND:- An AND gate is disrupted when all its
child nodes are disrupted.

• SAND:- A Sequential AND (SAND) gate is
disrupted in the order of left to right only when its
leftmost child node is disrupted. To elucidate, the
gate is disrupted using the condition: the success of
previous step determines the success of the upcom-
ing child node.

• PAND:- A Parallel AND (PAND) gate model the
order dependent disruption (i.e., left to right) but
activates its child nodes all at once.

We limit our attack-fault tree modeling to these gates, how-
ever attack-fault trees [10] can adopt any other gates from
the static/dynamic fault trees. The output nodes of the gates
G in an attack-fault tree A are defined as Intermediate nodes
(I), which will be located at a level that is greater than the
leaf nodes.
Basic attack step (BAS):A BAS collectively represents all
the individual atomic steps within a composite attack-fault
scenario. Each of the BAS also represents the leaf nodes of an
AFT [43].
Attack-fault tree leaves: Given an attack-fault tree A, we
formally define the attack-fault tree leaves Lnode = {BAS ∪
leaf nodes}.

In other words, Lnode is the terminal node with no other
child node(s) which is either modeled as BAS or a simple
leaf node (modeled with exponential distribution) of the
AFT. To elucidate, for an attacker to impersonate as a valid
user, the prospective BAS can include: (i) spoofing attack,
and (ii) session hijacking to the system depending on the

attacker profile. For an attack-fault tree A, we assumed the
attack duration to have an exponential rate and model the
equation as : P (t) = 1 − eλt where, λ is the rate of expo-
nential distribution [2]. We use the exponential distribution
because of its tractability and ease of handling, since they
are defined by a single parameter.

4.2 Threat modelling using attack-fault trees
Based on the results discussed in Section 3 and experimental
evidence from our prior work [2], we model potential VRLE
security, privacy and fault-attack scenarios that induce cy-
bersickness in the form of an AFT as shown in Figure 11.
As part of our framework approach, we consider cyber-
sickness as the primary goal for an attacker. We model our
main AFT as shown in Figure 11 using different security,
privacy, fault-attacks in the form of sub-trees as shown in
Figures 12, 13, 14. Exploring the security aspect in CIA
triad of {Confidentiality, Integrity, Availability} results in
an enormous number of leaf nodes in the AFT. For the
purposes of our work, we term the main generated AFT
that is covering SPS attack scenarios inducing cybersickness
as Safety-AFT.

To elucidate, the safety AFT contains root node as cy-
bersickness which branches out to intermediate nodes such
as security issues relevant to CIA triad i.e., {Loss of Confi-
dentiality (LoC), Loss of Integrity (LoI), Loss of Availability
(LoA)}. This branching results in an enormous number of
leaf nodes as shown in Figures 12 and 13. The intermediate
nodes serve the purpose of establishing the relationship of
root node to leaf nodes which are basically the basic attack
steps to disrupt cybersickness. We continue the branching of
intermediate nodes until no further division is possible, i.e.,
a case that terminates as leaf nodes. Similarly, the other sub-
tree whose root node is privacy leakage address the privacy
threat scenarios that induce cybersickness for a social VRLE
user. Our safety AFT has a goal node (i.e., Security/Privacy)
which can be compromised by an attacker via potential
attack steps shown as child nodes (i.e., intermediate and
leaf nodes).

We remark that our work advances knowledge in linking
the cybersickness factors that can be potentially triggered
due to an SP attack in a VRLE system. We consider signif-
icant technical and SP issues in the cybersickness experi-
ments, and both sets of issues relate to the same technical
constraints (e.g., network bandwidth), and application im-
pairments (e.g., flickering). For instance, we model technical
issues such as low bandwidth and network fault scenarios
in a VRLE as factors that can induce cybersickness as
shown in our safety AFT. In our generated safety-AFT, we
also explore the temporal dependencies in terms of sharing
subtrees where the cause and effect relationship is outlined.
To elucidate, an intermediate node in a sub-tree can be
used as leaf node in a different sub-tree which can act
as a sharing node. For example, the unauthorized system
access (USA) which is an intermediate node in the LoC
subtree is used as a leaf node represented as LoC-USA in
the LoI subtree as shown in the Figure 12. Similarly, LoA
subtree shares its intermediate node “Features not working
(FNW)" as a leaf node which is represented as LoA-FNW
in the LoI subtree. Moreover, the LoC subtree intermediate
node i.e., Unauthorized data access (UDA) acts as the leaf
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Figure 15: Framework for translation of AFTs into network of stochastic timed automata (NSTA).

Figure 16: STA of CS root node in safety AFT.

node LoC-UDA in the privacy leakage subtree as shown
in Figure 14. Using the experimental validations detailed
in Section 3.2, we show each of the intermediate nodes
via potential attack-fault steps triggering cybersickness to
build more realistic and practical AFTs. We further use these
experimental results to classify each of the SP issues under
Loss of Confidentiality (LoC), Loss of Integrity (LoI) and
Loss of Availability (LoA). These categories are considered
as intermediate nodes and are modeled based on a cause-
effect relationship using AFTs. Using this generated safety
AFT, we discuss the process of converting an AFT into STA
to perform stochastic model checking in the next section.

4.3 Translation of AFTs into stochastic timed automata
(STA)
In this section, we generate STA for each of the sub-trees
in Figures 12, 13 and 14 that are part of the safety-AFT
in Figure 11. An overview of our translation approach is
shown in Figure 15 where: (i) each of the leaf nodes in these
AFTs are converted into individual STAs. The intermediate
events, which are basically the output of the logic gates that
are used at different levels are converted imperatively into
STA; (ii) the generated STAs are composed in parallel by
including the root node; (iii) the obtained NSTA is then used
for statistical model checking in order to verify the secu-
rity, privacy and fault-attack properties formalized as SMC
queries. As mentioned earlier, these obtained STAs are used
for performing model checking to verify the cybersickness
metrics formalized as SMC queries.

To demonstrate the translation of an AFT into an STA,
we first consider the safety AFT shown in Figure 11. As
part of the translation, each of the security AFT element
(leaf and gates) input signals are connected to the output
signal of child nodes. The generated network of STAs (i.e.,
NSTA) communicates using {initiate, fail} signals. initiate
- indicates activation signal of AFT element. This signal is
sent initially from the root node to its children. fail - indicates
disruption of that attack-fault tree element. This signal is
sent to the parent node from its child node to indicate an
STA disruption. The scope of the above signals also includes
special symbols such as: i)‘?’ (e.g., initiate?) means that the
event will wait for the reception of the intended signal, ii)
‘!’(e.g., initiate!) implies output signal broadcasts to other
STA in the AFT.
Illustrative example: In the subsequent paragraph, we il-
lustrate our translational approach by converting the safety

Figure 17: STA of OR gate and signal transition between
the root node and the childnode for the LoA subtree in the
safety-AFT.

Figure 18: STA of AND gate for the LOA sub-tree of the
safety AFT.

AFT into an exemplar NSTA. For instance, we show the
conversion of root node (i.e., CS) (Top_event) into equiva-
lent STA as shown in Figure 16. Here, the STA broadcasts
initiate signal and waits for the fail signal from the child
nodes to disrupt the CS node. In addition, the clock x is a
UPPAAL global variable where we declare x = 0 to keep
track of the time progression as mentioned in Section 3.

An example of OR gate in the safety AFT involves the
child node Transfer Delay of the LoA sub-tree shown in
Figure 13. The OR gate of the Transfer Delay is disrupted,
when any of its child nodes Features not working, Response
Time sends a fail signal as shown in Figure 17. This fail!
signal is sent to the Top_event which forces a transition
to Disrupt state, representing LoA in the system thereby
disrupting cybersickness. Similarly, STAs for the AND gate,
SAND gates and the leaf nodes are also developed.

For instance, we consider the sub-tree LoA in Figure 13
whose intermediate node Timelag is converted into an STA
representation with AND gate as shown in Figure 18. For
this, the STA for intermediate node Timelag, waits for the
disrupt (fail) signal from both Traffic Congestion, Transfer
delay as shown in Figure 18. The Timelag node gets disrupted
once the fail signal is received from its child nodes. Similarly,
the node Features not working with a SAND gate is disrupted
only if its child nodes Unauthorized access, Data tampering
send the fail signal in a sequential manner (i.e., left to right
order) as shown in Figure 19.

Next, we explain PAND gate which we have used to
model the faults in NSTA as shown in Figure 20. In case
of PAND gate for the node DoS in the LoA sub tree, we
convert the equivalent STA where its children (i) DoS (ii) UR
are initialized at the same time via initiateA8 and initiateA9
signals. The disruption of the PAND gate occurs once its
both children are disrupted in a sequential manner as shown
in Figure 20.
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Figure 19: STA for SAND gate in safety AFT.

Figure 20: STA for PAND gate in safety AFT.

Moreover, the leaf node Data Tampering of the LOA
subtree is converted to STA as shown in Figure 21. Here,
the STA gets activated after receiving initiateA10 signal form
its parent node FNW and disrupts the gate by sending
a disrupt signal. Each of these converted STA leaf nodes
are instantiated with λ (rate of exponential) values. For
the given λ values to the leaf nodes, the probability of
occurrence is calculated. This value then propagates upward
in the tree to calculate the probability of LoA thereby can be
used to determine the probability of the main root node of
the safety AFT i.e., CS.

Using this translational approach, we convert all the
nodes including the leaf nodes and their associated BAS in
our safety AFT into equivalent STAs. These developed STAs
are composed using the parallel composition [41] technique
to form an NSTA, which is then used for SMC by the
UPPAAL tool [12].

4.3.1 Attacker Profiling (AP) for BAS

The level of cybersickness induced due to each of these
threat factors is also dependent on the considered attacker
profiles (AP). For this, we develop AP based on prior
works [43], [54] with attributes such as – (i) time taken to
execute an attack, (ii) cost incurred to perform the attack,
(iii) skill level of the attacker, and (iv) resources required to
perform a cyber/immersion attack [55], [56] as shown in
Table 2. To explain, we enlist the APs required to perform
cyber-attacks/immersion attacks (e.g., DoS, Impersonation,
SQL injection, control of users) as shown in the Table 2. With
these generated AP, we showcase the logical steps taken by
an attacker (i.e., BAS) to disrupt a leaf node. Each of these
BAS are equipped with exponential distribution, discrete
probabilities [10] in the safety AFT. In addition, we incor-
porate these APs for quantitative evaluation (i.e., in-depth
analysis) to identify the most vulnerable components in the
generated safety AFT of social VRLE applications. These
APs can be further extended depending on the attributes
considered for profiling.

Table 2: Attacker profiles for modeling different BAS.

Type of Attack Attacker Skills Resources

DoS Attack Attacker1 High Low (ping sweeping),
High (sync flood)Attacker2 Low

Impersonation Attacker1 High Low (spoofing attack),
High (Session Hijack)Attacker2 Low

SQL injection Attacker1 High High (Fraud. access),
Medium (Alter Data)Attacker2 Low

Insert malicious
scripts

Attacker1 High Low (Add URL),
Medium (spooky vis.)Attacker2 Low

.

Figure 21: STA for leaf node data tampering in LOA subtree
of the safety AFT.

Figure 22: BAS for impersonation.

4.3.2 Modeling of basic attack step (BAS)
A BAS is equipped with an exponential distribution rep-
resenting the attack duration (i.e., λ) over the edges and
nodes, as well as discrete probabilities quantifying the attack
success irrespective of the execution time. In each of the
BAS, the quantitative probabilities are obtained using the
weighted probabilities (w1, w2) [43], [54], [55] as shown
in Figures 22 and 23. We next use these probabilities as
input factors to the formulation detailed in [10] in order
to determine the λ value for each attack event i.e., rate of
exponential over the edges and nodes. Such a derivation of
λ values of the attack events in Table 2 are listed in Table
4. For every attack scenario in BAS, the steps taken by the
attacker are different depending on the attacker profile.

To explain our approach in modeling a BAS, we consider
the leaf nodes – Impersonation, SQL injection, Insert malicious
scripts and Denial of service in our safety AFT. For instance,
the STA of the leaf node impersonation gets activated after
receiving initiate signal from the parent node as shown in
the BAS representation Figure 22. The BAS for Impersonation
leaf node is equipped with weighted probabilities as shown
in Figure 22. This BAS allows us to model the likelihood of
choosing an attack path based on the weighted probabilities.
For example, in case of Impersonation node, after getting
elevated access to the network, the attacker chooses a path
(i.e., by performing a spoofing or session hijacking attack)
with probabilities w1/w1 + w2, w2/w1 + w2, respectively
as shown in Figure 22. After exploiting one of these attack
paths, a fail signal is sent to the parent node to denote
disruption of the Impersonation node in our safety AFT. In
addition, the λ values listed in Table 2 are obtained from
our prior works [2], [53] and from [57], [58].

Figure 23: BAS for SQL injection.
Another example of BAS of SQL injection is shown in

Figure 23, where the logical steps taken by the attacker
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Table 3: λ values for leaf nodes of security & privacy subtrees in safety AFT.

LoC subtree LoI subtree LoA subtree Privacy leakage subtree
Threat scenario λ Threat scenario λ Threat scenario λ Threat scenario λ

Login to system 0.0089 Packet spoofing 0.0068 Network traffic 0.0000113 Ping sweeping 0.002162

User data 0.004162 SYNC flood 0.0068 Upload/down
-load rate

0.0001 User physical
location

0.0000078

Capture packets 0.00098 Modify sensitive
data

0.002642 Unauthorized
access

0.006478 Password attacks 0.08687

Analyze packets 0.0048 Change coordinates 0.002642 Low
Bandwidth

0.000121 Capture
Hostname

0.004162

Impersonation 0.006892 Identity spoofing 8.1219E-06 ——- Intrusion 0.006628

User login 0.0089 Insert malicious
scripts

0.008 Listen to
conversation

0.08

Table 4: Values of λ given to the basic attack steps of the
safety AFT.

Basic attack steps of safety AFT
Threat scenarios λ

Impersonation 0.00004925, 0.00005466
SQL injection 0.0000502, 0.0000854, 0.0000492

Insert malicious scripts 0.0005389, 0.0006899
Denial of service 0.0003638, 0.0003084

are outlined. To elucidate, the attacker can perform SQL
injection in following ways: i) login as a fraudulent user,
ii) access data, and iii) alter data, without having authorized
access. In addition, the probability of taking different paths
is described based on the probability weights i.e., w3, w4
and w5 distributed over the edges. After disruption, fail
signal is sent to the parent node representing disruption of
the respective event. Using such translation of AFTs, we next
perform quantitative analysis to show the effectiveness of
our proposed framework implementation that is based on
the secure-by-design concept.

5 QUANTITATIVE RESULTS

In this section, we present the quantitative results obtained
from experiments that use our proposed framework. We
quantitatively assess individual as well as combinations of
leaf nodes in the safety AFT, to study how multiple SPS
threats associated to cyber-attacks/fault-attacks affect the
cybersickness occurrence. For this, we consider the sub-trees
pertaining to threat scenarios – LoI, LoC, LoA and privacy
leakage for the outlined safety AFT shown in Figure 11. In
the following analysis, we assume that our design require-
ment is to keep the probability of cybersickness below the
threshold of 0.25. For evaluation purposes, we use λ values
based on: (i) our BAS approach detailed in Section 4.3.2,
(ii) quantified λ values [59], [60] by performing the attack
scenarios i.e., different attack steps as detailed in Section 3
and from our prior works [2], [53], and (iii) assignment of
arbitrary values. For the quantification of λ values, we start
from the leaf node of AFT – BAS, to get the attack occurrence
over a period of time which can then be used as the rate of
exponential i.e., the λ values listed in Table 3.

Arbitrary λ values are considered only for a few anomaly
events in the safety AFT mainly due to their rate of occur-
rence being very low. In such cases, we assign a relatively
low λ value which is arbitrary mainly for the nodes such
as {outage, upgrade, sensor disruption, faulty application
behavior, outdated software, login to system, user login,
password attacks} of the safety AFT. For example, a power

outage scenario has a less likelihood of occurrence in com-
parison with other fault scenarios such as faulty application
behavior or network faults. Thus, we consider a relatively
small arbitrary λ value for the power outage fault event (λ =
0.001). We remark that our STA models are parametric, and
thus any other user-defined λ values can be easily analyzed
without any major changes to our methodology.

Using these λ values as parameters to the leaf nodes,
we utilize the SMC queries as explained in Section 3.3
to analyze and find the probability of cybersickness for
the generated STAs. For our experimental purposes, we
consider CS (i.e., root node of safety AFT) as the goal
node. Any other user-specified threshold values for different
applications can also be used in our framework. This is
due to the fact that the model checking approach takes the
user-specified values at the beginning of an experiment. In
addition, we also consider an error bound ε value of 0.01 and
95% confidence interval for the calculation of probability of
disruption. In the following set of experiments, we present
the obtained probability of the goal nodes with respect to
the time window used by the attacker.

5.1 Vulnerability Analysis in the safety AFT
With this quantitative analysis, we identify the most vul-
nerable components that can act as inducing factors for
cybersickness in a VRLE session. For this, we assign the
values of λ for the leaf nodes shown in Table 3. For the
remaining leaf nodes in the safety AFT, we consider a very
small positive constant (K) ≈ 0.00001. This is because, in
real world systems, multiple attack scenarios can happen.
To identify a vulnerability in the safety AFT, we analyze: (i)
individual leaf nodes, and (ii) combinations of leaf nodes,
to determine their effect on the probability of cybersickness
occurrence.

5.1.1 Individual leaf node analysis
In Figure 24, we show the probability of cybersickness over
multiple time windows for each leaf node in the safety AFT.
We perform a thorough analysis of leaf nodes in the safety
AFT for threat scenarios across different time intervals i.e., t
= {1 hr, 2 hr and 3 hr}. For the individual leaf node analysis,
the considered threat scenarios (TS) shown in Figure 24 are
termed as: TS1 – Impersonation, TS2 – User login, TS3 –
User physical location, TS4 – Capture packets, TS5 – Ping
sweeping, TS6 – Intrusion, TS7 – Upgrade, TS8 – Low
bandwidth, TS9 – Network fault. As shown in Figure 24,
the leaf nodes TS1 and TS8 (for causing a DoS attack), TS3
and TS7 (for sensitive data leakage) are the most vulnerable
in the safety AFT with the probability of 1. In addition, we
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Figure 24: TS of safety AFT where - TS3, TS7, TS8 are the
most vulnerable nodes.
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Figure 25: TS of privacy leakage AFT where - TS1 is the
most vulnerable node.

also determine TS6 that is considered as the next vulnerable
node in the safety AFT.

With the exhaustive simulation of security/privacy at-
tack scenarios in VRLEs, we consider multiple LoC, LoI,
LoA and privacy leakage scenarios for an in-depth quan-
titative analysis of the system. These multiple scenarios are
possible due to the capability of AFTs in capturing the multi-
stage and dynamic temporal inter-dependencies as a cause-
and-effect relationship. Next, we show a proof of in-depth
quantitative analysis of our AFTs (including safety AFT
and subtrees), where we determine the probability of oc-
currence of security/privacy threats changing for different
attack goals (e.g., cybersickness, LoA). For example, Figures
25 and 26 show such multi-stage scenarios for LoA and
privacy leakage of the safety AFT. To elucidate, we describe
Unauthorized Data Access (LoC-UDA) has the maximum
probability of occurrence for privacy leakage as shown in
Figure 25. Similarly, for the LoA subtree, we determine
from our in-depth quantitative analysis that the Outage and
Upgrade nodes have the highest probability of occurrence
for the LOA issue as shown in Figure 26.

5.1.2 Combination of leaf node analysis
Herein, we consider combinations of leaf nodes to identify
their impact on cybersickness. For these experiments, we
explore two scenarios: In the first scenario, we consider
combinations of leaf nodes that belong to the same sub-tree
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Figure 26: TS of loss of availability AFT where - TS4 an
TS5 are the most vulnerable nodes.
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Figure 27: Combinations of TS of safety AFT where - TS1,
TS4, TS6 are the most vulnerable nodes.

(e.g., LoI). In the second scenario, we consider leaf nodes
from different sub-trees (e.g., LoA and privacy leakage). The
considered combination of threat scenarios are enlisted as:
TS1* – {Capture hostname, Ping sweeping}, TS2* – {Data
tampering, user information}, TS3* – {Data tampering,
faulty application behavior}, TS4* – {Low bandwidth, unau-
thorized access}, TS5* – {Sync flood, ping sweeping}, TS6*

– {Intrusion, Listen to conversation}, TS7* – {Impersonation,
Packet Spoofing}. As shown in Figure 27 TS1*, TS4*, TS6*

and TS7* are the most vulnerable combination of threat
scenarios with a probability of 0.9 for a cybersickness event.
As part of further analysis in Section 6, we discuss about
the potential candidates for design principles to apply on
these leaf nodes such that the VRLE application resilience is
enhanced against security threats.

5.2 Evaluation of attacker profiles in terms of impact
on disruption of safety AFT
In this section, we analyze how APs impact the disruption
of an intermediate node, root node (CS) for the safety AFT
shown in Figure 11. For instance, the Figure 28 considers
the APs enlisted in Table 2 along with the AP attributes
such as cost, resources, skills required and their associated
likelihood of the CS disruption in the safety AFT. From the
graphical analysis, we determine that for time ≈ 3 hours, the
disruption of likelihood of CS for Attacker 1 is 4.44 × 10−2

and for Attacker 2 is 4.25× 10−2. Similarly, in Figure 29, we
also analyze the impact on disruption of an intermediate
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Figure 28: Probability of disruption of cybersickness for
different attacker profiles.
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Figure 29: Probability of disruption of response time in
safety attack tree for different attacker profiles.

node {Response Time} in the LoA subtree of the safety AFT.
From our results in Figures 28 and 29, we determine this
change of probability of disruption between the considered
APs is due to the change in the profile attributes i.e., skill,
cost, time, resources. With this analysis, we consider both
the attacker profiles in determining the vulnerable compo-
nents for a given social VRLE application design.

5.3 Risk assessment based on vulnerability analysis
and attacker profiles
In this section, we perform risk assessment on the identified
vulnerability components outlined in Section 5.1 for the
safety AFT. To determine the severity of these identified
threat vectors in a VRLE, we adopt a widely accepted NIST-
based risk assessment procedure [37], [61]. Taking the vul-
nerability results into account, we calculate their associated
risk values based on the formulation:

R = P (O)× I (1)

where, P (O) is the probability of occurrence, I is the level
of impact in the event of attack occurrence and R is the
associated risk. With the impact analysis results in Section
3.2, we further map the cybersickness levels to a numerical
scale of 1(Low)-to-5(High) in the quantitative analysis of the
AFTs. In addition, these results are also considered as part of
the input factors for our NIST-based risk assessment termed
as “Impact" defined in Equation 1.
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Figure 30: Risk assessment of threats affecting
cybresickness.

In addition, we use the semi-quantitative scale based on
the NIST SP 800-53 [37] to categorize the risk levels as ‘High’,
‘Moderate’, ‘Low’ based on the I and P (O) values for a given
threat scenario. For this, we determine the P (O) from our
vulnerability analysis of the STAs related to the safety AFT
discussed in Section 5.1. Similarly, we estimate the I using
NIST guidelines in terms of impact on cybersickness based
on our preliminary experiments results on cybersickness
levels as shown in Figure 8. The rational behind such a
calculation is to get the most conservative estimate of the
critical components in the VRLE application. To categorize
into the appropriate risk level for each of the threat sce-
narios, we first calculate the risk% using the Equation 1.
To elucidate, the calculated risk% is assigned the risk level
using a percentage scale from 0 to 100%, where >= 100%
(very high), > 70% (high), > 50% (moderate), > 20% (low),
< 20% (very low).

The risk assessment shown in Figure 30 details the risk
value of each of the most vulnerable components considered
as threat scenarios in Section 5.1. These threat scenarios –
TS3, TS6, TS7, TS1*, TS4*, TS6* are enlisted on the X-
axis and the Y-axis represents the associated risk%.

Based on our risk assessment results, we identify that
TS6* has a higher risk level with value 78.65%. Similarly,
TS4* also falls under high risk category when compared to
TS3, TS6, TS7 and other combinations. In addition, the
risk levels for TS6, TS7 are higher than the combination
TS1*, which is a privacy breach scenario. The low risk level
we can observe for TS1* can be considered as a potential
risk factor if the hostname of the user is obtained for an
attacker with higher AP. From our risk analysis, we can
also determine that - among the considered threat scenarios,
a DoS and a man-in-the-room attack cause higher risk for
occurrence of cybersickness. Based on the above, we can see
how SP attacks can be used to trigger novel attack scenarios
such as an immersion attack, to induce undesired cybersick-
ness levels. Thus from our above quantitative results, we
can conclude that along with physiological conditions, the
security and privacy related threats can act as major factors
for inducing cybersickness in a VRLE session.

6 RECOMMENDED DESIGN PRINCIPLES

In this section, we examine the effect of applying various
design principles to the most vulnerable components
identified in the Section 5.1 for our safety AFT. Existing
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Figure 31: Probability of cybersickness reduced by 24.14%
in safety AFT due to application of hardening design

principle.

works such as NIST SP800-160 [37], [42] suggest that
the services for safeguarding security and privacy are
critical for successful operation of current devices and
sensors connected to physical networks as part of edge
computing systems. As mentioned in Section 3.4, these
design principles are essential to construct a trustworthy
edge computing based system architecture. The goal is to
apply a combination of design principles at different levels
of abstraction to help in developing effective mitigation
strategies. We adopt a selection of design principles such as
hardening, diversity, Redundancy and principle of least privilege
among the list of principles available in NIST SP800-160.
In the following, we demonstrate their effectiveness by
showing that there is a reduction in the probability of
disruption terms after adopting them in a VRLE design.

Implementation of design principles on safety AFT:
To study the effect of design principles on the cybersickness
occurrence, we incorporate hardening, redundancy as shown
in Figures 31 and 32 relating to the safety AFT. Specifically,
each of the subtrees in the safety AFTs are updated with
new nodes after incorporating the security principles. Next,
we re-evaluate each of the AFTs to analyze the impact on
cybersickness occurrence in the event of an anomaly. For
instance, as part of hardening principle, we added two new
nodes : {Addition of firewall rules, Security protocols} to the
“password attack” node to address Unauthorized access as
shown in the privacy leakage subtree in Figure 14. We then
analyze the impact on the most vulnerable nodes triggering
a DoS attack in the safety AFT where, we observe that the
probability of cybersickness disruption is reduced from 0.87
to 0.66 (24.14%), with the given attacker profile as shown in
Figure 31.

The decrease in the disruption of cybersickness is due
to the increase in the resource requirement for an attacker
to compromise a VRLE application which is incorporating
the hardening principle. We apply the redundancy principle,
where we add new nodes with similar functionalities (i.e.,
multiple authentication mechanisms) to the impersonation
node in the LoI subtree shown in Figure 12 of the safety AFT.
This redundancy principle on the safety AFT intentionally
reduces the probability of disruption of cybersickness by
2.6% as shown in Figure 32. Similarly, we add the principle
of least privilege in the privacy leakage subtree of the safety
AFT, where we add a new child node “Access limitation” to
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Figure 32: Probability of cybersickness reduced by 2.6% in
safety AFT due to application of redundancy design

principle.
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Figure 33: Probability of cybersickness reduced by 28.96%
in safety AFT due to application of hardening and principle

of least privilege design principles.

the eavesdropping node and observe that the probability of
cybersickness in the safety AFT is reduced by 2.61%.

Thus, from the above implementation of individual de-
sign principles, we can observe that hardening is more effec-
tive in reducing the disruption of cybersickness compared to
any of the other design principles. In addition, our results
demonstrate the benefits in implementing a combination of
design principles in safety AFT to overall improve the attack
mitigation efforts.

To study the effect on disruption of the cybersickness,
we adopt a combination of design principles for the safety
AFT such as: (i) {hardening, principle of least privilege}, (ii)
{hardening, redundancy}, and (ii) {Redundancy, principle of least
privilege}. We observe that there is a significant drop in
the probability of disruption of cybersickness from 0.87 to
0.62 (28.96%) due to {hardening, principle of least privilege} as
shown in Figure 33. Similarly, Figure 34 shows the effect
of combination of {hardening, redundancy} that results in
reducing the disruption of cybersickness with 25.2% in a
safety AFT. In addition, we apply the {redundancy, principle
of least privilege} combination, which results in a reduction
of cybersickness by 3.05% as shown in Figure 35.

Finally, we evaluate the effect of all the combined design
principles on safety AFT. The Pr of the cybersickness for
the safety AFT is reduced by 35.18% as shown in Fig-
ure 36. From the above numerical analysis, we can conclude
that incorporating relevant combination of standardized
design principles and their joint implementation have the
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Figure 34: Probability of cybersickness reduced by 25.52%
in safety AFT due to application of hardening and

redundancy design principles.
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Figure 35: Probability of cybersickness reduced by 3.05% in
safety AFT due to application of redundancy and principle

of least privilege design principles.

potential to better mitigate the impact of sophisticated and
well-orchestrated cyber attacks on edge computing assisted
VRLE systems with wearable devices. In addition, our
above results provide insights on how the adoption of the
design principles can provide the necessary evidence to
support a trustworthy level of security, privacy and safety
for the users in VRLE systems that are used for important
societal applications such as: special education, surgical
training, and flight simulators.

7 DISCUSSION

We remark that our work is one of the first studies that
focuses on analyzing SP issues in a VRLE system and mea-
sures their impact on triggering cybersickness. Specifically,
there are three major advantages of our proposed frame-
work. Firstly, using our proposed framework, we identify
the most vulnerable security and privacy issues inducing
cybersickness in VRLEs. Secondly, we assess the risk level
for each of the considered SP issues in a VRLE system.
Lastly, we further use the measured risk level and the
calculated impact on cybersickness in order to determine the
specific node parameters in the safety AFT that require the
implementation of security design principles in the VRLE
application design.

There are two major limitations of our proposed frame-
work. Firstly, our framework efficacy is dependent on
properly choosing the lambda values for the quantitative
analysis of cybersickness likelihood. It is indeed possible
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Figure 36: Probability of cybersickness reduced by 35.18%
in safety AFT due to application of hardening, redundancy

and principle of least privilege design principles.

to determine the lambda values by carefully performing
extensive experiments on choosing different attack paths for
triggering cybersickness [43], [55]. Secondly, in a relatively
high-scale VRLE setup case, the AFT might grow too large,
and pertinent attack/fault-tree reduction techniques will
need to be employed. For instance, to reduce the size of
the AFT in high-scale VRLE setup cases, popular techniques
in the dynamic fault tree (DFT) domain such as graph
rewriting [62], graph partitioning [63], or state space reduc-
tion through the bisimulation-based [64] technique can be
employed.

8 CONCLUSION

Social Virtual Reality Learning Environments (VRLE) pro-
vide immersive experience by delivering online content
to distributed users. Currently, VRLE applications are be-
ing adopted in various application domains, however the
related security, privacy and user safety (SPS) issues are
under-explored. In this paper, we present a novel quantita-
tive framework to analyze potential security, privacy issues
that induce cybersickness (a safety issue) in a VRLE session.
With our preliminary experiments that considered a social
VRLE application case study viz., vSocial, we demonstrated
the disruptive effects of various cyber-attacks/fault-attacks
based SPS issues (i.e., DoS, eavesdropping via man-in-the-
room) on cybersickness levels. We utilized attack-fault tree
(AFT) formalism to model the security issues (i.e., LoC,
LoI and LoA scenarios) and privacy issues (i.e., privacy
leakage) inducing cybersicknesscybersickness in a VRLE
session. Specifically, we developed relevant AFTs and con-
verted them into stochastic timed automata (STA) and then
performed model checking using the UPPAAL SMC tool.

Using our proposed framework, we determined causes
of: DoS attack, data leakage, man-in-the-room attack and unau-
thorized access as the most vulnerable components that can
induce higher level of cybersickness in VRLE sessions. By
using the NIST SP800-16 risk assessment method, we de-
termined the severity of these identified threat scenarios
(i.e., critical issues) in terms of impact on cybersickness
and degradation of application functionality. Furthermore,
we illustrated the effectiveness of our framework by ana-
lyzing different design principle candidates. We showed a
‘before’ and ‘after’ performance comparison to investigate
the effect of applying suitable design principles to reduce
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the probability of cybersickness occurrence. From our ex-
periments with the vSocial application, we determined that 
the choice of a suitable design principle pertaining to the 
most vulnerable threat components is significant for use 
in an attack mitigation strategy. Specifically, we observed 
that implementing a combination of design principles can 
result in a more effective mitigation strategy. Among the 
design principle candidates, we found: (i) {hardening, prin-
ciple of least privilege}, (ii) {hardening, redundancy} were the 
most suitable combinations for reducing the probability of 
cybersickness occurrence with an average of 27.24%.

As part of future work, our work on privacy AFT can 
be extended by including ethical issues outlined in [22]. 
In addition, evaluation of different attack-defense strategies 
and potential performance adaptations can be performed. 
This can help to assess their effectiveness in mitigating 
the cybersickness occurrence, to ultimately ensure a safe, 
trustworthy and high-performing VRLE to the application 
users.
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