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a b s t r a c t 

A new peridynamic (PD) model for crevice corrosion damage is introduced and cross-validated with 

experimental results from the literature. Electrochemical mechanisms are reduced to a simple metal- 

ion concentration-dependent corrosion rate. Computations over domains with extreme aspect ratios 

like those seen in crevices are efficiently performed by modifying the PD formulation to accommodate 

arbitrary-shape horizons. The model is validated against experimental results on bolted washers. Simu- 

lations predict both the location and the depth of deep corrosion trenches that form at a distance from 

the crevice mouth. Far-field boundary conditions are used to autonomously reproduce the experimentally 

observed progression of crevice corrosion. The PD model results also show that the two factors consid- 

ered here (diffusion-driven transport of dissolved metal ions, and dissolution being dependent on their 

concentration) are sufficient to predict the evolution of crevice corrosion. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Crevice corrosion is a type of localized corrosion that occurs in 

ocations where the metallic surface is exposed to a confined, stag- 

ant electrolyte in a “crevice,” while the rest of the metallic sur- 

ace is in contact with the bulk electrolyte [1] . Crevice corrosion of 

assive metals occurs above critical potentials and temperatures, 

n the presence of a depassivating agent (mostly chloride) while in 

he case of non-passive metals crevice/under-deposit corrosion oc- 

urs in non-specific environments as they are actively corroding. In 

oth cases however, restricted flow in the crevice slows down the 

ransport of chemical species and leads to local acidification (pH 

rop), triggering a self-accelerating anodic dissolution of the metal 

urface in the crevice [1] . The initiation stage of crevice corrosion 

s slow, as it can span months/years. In contrast, the propagation 

hase may happen significantly faster due to the highly corrosive 

nvironment formed in the crevice ( [2] , page 272). Crevice corro- 

ion damage is considered a significant problem in many indus- 

ries. Joints, fasteners, and most types of contacts in ships, aircrafts, 

nfrastructures, or any other structures in offshore and marine en- 

ironments, are highly susceptible to crevice corrosion attack [ 3 , 4 ]. 

or example, in bridges’ tendons, crevice corrosion occurs between 

trands and the grout surrounding them and even between twisted 

ires in a strand, and may contribute to catastrophic failure of 

ridges [5] . 
∗ Corresponding author. 
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Computational models for corrosion damage phenomena, if pre- 

ictive, are of significant interest since they provide a tool to vir- 

ually investigate the potential damage caused by environmental 

actors [6] . Computational models output chemical speciation, the 

volution of various electrolyte properties such as pH, conduc- 

ivity, and, more importantly, potential and current density pro- 

les, which ultimately can determine the corrosion rate. Models for 

revice corrosion are of two classes: 1) the first class uses a station- 

ry domain , where the governing equations (usually mass transport 

nd electrostatics) are solved within a fixed time-invariant domain 

inside the crevice only) [7–19] . The second class of crevice corro- 

ion models considers an evolving geometry , where the anodic dis- 

olution changes the shape of the crevice in time as corrosion pro- 

resses [20–24] . The first class of models is, obviously, computa- 

ionally more efficient. However, such models have obvious limita- 

ions because, at best, they can only provide rough estimates of the 

orrosion profile based on the computed current densities over the 

riginal crevice domain (see for example [ 25 , 26 ]). Since changes 

n the crevice geometry influence the transport phenomenon and 

he electric potential distribution on the anodic surface, the second 

lass is closer to reality, and they can provide a corrosion dam- 

ge front profile. This profile is important because, under mechan- 

cal loadings, cracks can initiate from the deep trenches carved by 

revice corrosion attack [5] . 

Traditionally, corrosion problems with evolving domains have 

een described by Partial Differential Equations (PDEs)-based mod- 

ls. Some of such models have regarded corrosion as a moving 

oundary problem. For example, the Finite Element Method has 

een used to solve the PDEs in the domain configuration at each 

https://doi.org/10.1016/j.electacta.2021.139512
http://www.ScienceDirect.com
http://www.elsevier.com/locate/electacta
http://crossmark.crossref.org/dialog/?doi=10.1016/j.electacta.2021.139512&domain=pdf
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Fig 1. Schematic of a peridynamic body Ω , and the nonlocal interactions between 

a generic material point and its family (from [33] ). 
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ime step and the level set [22] or Arbitrary Lagrangian-Eulerian 

ALE) [21] methods are used to update the domain boundary, lead- 

ng to a new domain configuration for the next time step. Mod- 

ls with moving boundaries face serious challenges in their dis- 

retization as they need to change the domain and meshes at each 

ime step. The limitations of these models are further discussed in 

 6 , 27 ]. Some other PDE-based models consider corrosion propaga- 

ion as a moving interface problem in a domain consisting of both 

he liquid phase (electrolyte) and a solid phase (metal) (see, e.g., 

20] ). However, because these models need to determine and ap- 

ly their boundary conditions along the unknown moving interface 

that is supposed to be the solution to the problem and requires to 

e explicitly tracked in these methods), accuracy suffers since ex- 

ra assumptions have to be made and these often push the results 

way from what is observed experimentally. 

More recently, a new class of models has emerged that solve 

he governing equations defined over a two-phase, electrolyte-solid 

omain, and predict the evolution of the corrosion front caused by 

nodic dissolution more efficiently This approach eliminates the 

eed to explicitly track the corrosion front, simplifies numerical 

omplexity, and improves a model’s applicability to more com- 

lex situations. An example of such models is Cellular Automata 

CA) [ 28 , 29 ]. However, given their discrete nature and their use of

euristic rules for “cell” transformation, they are difficult to cal- 

brate and less applicable for quantitative predictions [6] . While 

As may offer results that replicate certain qualitative aspects of 

n observed phenomenon, validations against experimental results 

re almost non-existent in the published literature. 

Peridynamic (PD) models of corrosion [30–33] are another ex- 

mple of models that does not require tracking the moving bound- 

ry explicitly. PD is a nonlocal approach that replaces spatial 

erivatives with integrals in its formulations. This change allows 

D models to naturally capture autonomous emergence and evolu- 

ion of discontinuities, moving boundaries, and critical features in 

odeling corrosion damage. PD models have been shown to be re- 

arkably accurate in modeling fracture [ 34 , 35 ], corrosion-induced 

racture [36] , and stress corrosion cracking [ 37 , 38 ]. 

A third example of corrosion models that do not require the 

xplicit tracking of the corrosion front is given by phase-field (PF) 

odels. PF corrosion models [ 23 , 39 ] are PDE-based models of cor-

osion that approximate the material discontinuity at the corro- 

ion front with a smooth transition function over a small length 

cale, so that spatial derivatives can exist. PF models have shown 

romise in some corrosion problems, but challenges persist. For 

xample, unrealistically thick cracks/damages develop when sim- 

lating corrosion-induced fracture and damage [ 40 , 41 ]. They also 

end to be very demanding computationally since they require to 

olve systems of PDEs. 

To date, no crevice corrosion model has been quantitatively 

ross-validated with published experimental results in terms of 

volution of damage. In this study, we introduce a simple and pre- 

ictive peridynamic model for simulating crevice corrosion dam- 

ge. The model is based on reducing a complex phenomenon to 

ssentially a dependence of corrosion rate on the local metal ion 

oncentration. While crevices are often 3D interconnected chan- 

els, experiments like the ones in [42] provide results along 2D 

ections that will allow us to compare and validate our general PD 

odel using 2D simulations. Most crevices that naturally form be- 

ween mating surfaces have extreme aspect ratios with effectively 

icrometer-sized gaps and centimeter-sized lengths, like in fasten- 

rs. In order to achieve computational efficiency in problems with 

igh aspect ratio geometries, a modified version of the peridynam- 

cs formulation (with non-circular/non-spherical horizon regions) 

s presented, allowing domain discretizations that mimic the given 

eometry extreme aspect ratio. The model is validated against pub- 
c

2 
ished experimental images on the progression of crevice corrosion 

amage in bolted washers. 

. Peridynamic corrosion models 

In this section, we briefly review the basics of peridynamic (PD) 

heory, the general formulation of PD corrosion models, and the 

mployed discretization method. 

.1. Peridynamics 

Peridynamics theory is a nonlocal extension of continuum me- 

hanics [ 43 , 44 ]. In this theory, each material point interacts with

ther material points that are located within its finite size neigh- 

orhood. For a point with the position vector x , the finite size 

eighborhood ( H x ), which is usually taken to be a sphere in 3D (or 

 disk in 2D, a line segment in 1D) centered at x with the radius δ
alled horizon size. In Section 4 we present a formulation for hori- 

on sizes of arbitrary shapes, including extremely elongated ones, 

seful in treating problem with extreme aspect ratios. Other points 

nside H x are called the “family” of x and are denoted by the po- 

ition vector ˆ x . Fig. 1 , schematically shows a PD body, a generic 

oint x , its horizon, and family nodes. 

The term PD bond refers to objects that carry the nonlocal in- 

eractions between two family points. There are different types of 

onds, depending on the type of interaction. For example, in a 

echanical problem, PD mechanical bonds transmit force densities 

etween points, while for diffusion problems, PD diffusion bonds 

arry heat/mass between family points. 

.2. Peridynamics modeling of corrosion damage 

The PD corrosion damage model was originally introduced in 

30] and later modified in [33] . In this part, we briefly layout the 

D corrosion damage formulation based on the modified version in 

33] . 

.2.1. Formulation of peridynamic corrosion damage 

PD corrosion model is based on a damage-dependent nonlo- 

al diffusion equation that governs the mass transport in a two- 
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hase domain consisting of both metal (solid) and electrolyte (liq- 

id) phases. In this model, the “metal-ion concentration” field C, 

s used as a single “umbrella” parameter, intended to represent all 

f the dissolved cations from the metal substrate, and thus the to- 

al mass-loss from the solid. The PD model can be extended to a 

ore sophisticated version in which each chemical species of in- 

erest is represented separately by a different parameter. However, 

s will be shown in the results section, the presented minimalis- 

ic approach seems to be sufficient to correctly predict the major 

haracteristics experimentally observed for crevice corrosion. 

The governing equations are as follows: 

∂C ( x , t ) 

∂t 
= ∫ 

H x 

k 
(
x , ̂  x , t 

)C ( ˆ x , t ) −C ( x , t ) ∣∣ ˆ x − x 
∣∣2 d V ˆ x (1) 

 

(
x , ̂  x , t 

)
= { 

k diff ( D, δ) , if d ( x ) = 1 and d 
(
ˆ x 
)

= 1 

0 , if d ( x ) < 1 and d 
(
ˆ x 
)

< 1 

k diss ( i ) , if d ( x ) = 1 xor d 
(
ˆ x 
)

= 1 

(2) 

 ( x , t ) = 1 −
∫ H x μ

(
x , ̂  x , t 

)
d V ˆ x 

∫ H x d V ˆ x 
(3) 

(
x , ̂  x , t 

)
= { 1 , if there is an intact mechanical bond betwe

0 , if there is no mechanical bond between 

(4) 

 c ( x , t ) = { 1 , C ( x , t ) ≤ C sat 
C solid −C ( x ,t ) 
C solid −C sat 

, C sat < C ( x , t ) ≤ C solid 
(5) 

In Eq. (1) , C( x , t ) denotes the concentration of the dissolving 

pecies (here metal atoms/ions) at point x and time t . For the 

olid state, C is considered to be the molar concentration (moles 

er unit volume) of the alloy as a whole, regarded as the aver- 

ged molar mass (moles per unit mass) of the constituents with 

espect to their weight percentage, divided by the alloy’s density 

mass per unit volume). Once the metal is dissolved, it is assumed 

hat the alloy’s constituent elements become cations, and there- 

ore, values of C in the liquid represent the molar concentration of 

he dissolved cations in an average sense. 

The integrand is the mass flow density which is the molar 

mount that a unit volume at point x receives from the unit vol- 

me at a family point ˆ x in one second. d V ˆ x is the differential vol- 

me at point ˆ x , and k ( x , ̂  x , t ) is a constant that is determined from

q. (2) , based on the phases of the points x and ˆ x (solid or liq-

id) at time t . In this model, phases are represented by their dam- 

ge index: the scalar d( x , t ) ∈ [ 0 , 1 ] . If d( x , t ) = 1 at a point x and

ime t , then x is in the liquid phase, and if 0 ≤ d( x , t ) < 1 , then x

s the solid phase. The bond damage quantity μ( x , ̂  x , t ) defined by 

q. (4) is binary, and only takes values 0 or 1. The nodal damage

ndex d( x , t ) (defined in Eq. (3) ) is essentially the ratio of broken

onds to the total number of bonds at a node, and therefore, can 

ary between zero and one. Eq. (3) is simply the continuum ver- 

ion of the bonds ratio just mentioned. 

According to Eq. (2) , for the liquid-liquid bonds (bonds connect- 

ng two liquid points) k = k diff . k diff is called the micro-diffusivity 

nd is a function of the classical diffusivity of the electrolyte ( D )

nd the horizon size ( δ): 

 diff ( D, δ) = { 
D 
δ

, for 1D 

4 D 
πδ2 , for 2D 

9 D 
πδ3 , for 3D 

(6) 

This parameter allows modeling of diffusion of metal ions in 

he electrolyte. Since C represents all of the cations dissolved from 

he substrate, the classical diffusivity D in the model, is the diffu- 

ion coefficient of dissolved cations in an average sense. Although 
3 
 and ˆ x at time t 
d ˆ x at time t 

his is a major simplification of the electrochemistry and the trans- 

ort process, as mentioned earlier, this minimalistic view is able 

o reproduce the main characteristics of crevice corrosion damage 

see Fig. 10 in the results section, and also [ 31–33 , 45 ]). Eq. (2) re-

uires solid-solid bonds (bonds connecting two solid points) to 

ave k = 0 , implying that no mass transfer in the metal phase 

s considered. For interfacial bonds that connect solid and liquid 

oints and cross the solid-liquid interface ( x , ̂  x , t ) = k diss , where 

 diss denotes the micro-dissolvability, a parameter that controls the 

issolution rate and is calibrated to the current density ( i ). We use 

 numerical calibration procedure to find the correlation between 

 diss and i . This process is described in Section 2.2.3 . 

Different corrosion types can be modeled via defining the ap- 

ropriate formula for current density according to the particular 

nodic dissolution kinetics of the desired corrosion type. For exam- 

le, pitting [ 31 , 33 , 45 ], intergranular [32] , stress-dependent [ 37 , 38 ],

nd galvanic corrosion [27] , are respectively modeled by defining 

 as a function of concentration, various solid phases, deformation, 

nd electric potential. In Section 3 , we discuss how to define k diss 
or crevice corrosion. 

The damage index that defines phases in Eq. (2) , is determined 

rom Eq. (3) . To use this definition of d, one needs to consider

he mechanical bonds between solid points. Eqs. (3) and (4) state 

hat d at a point x is equal to the number of intact mechani- 

al bonds, divided by the total number of mechanical bonds con- 

ected to x . In order to model the corrosion-induced damage in 

ime, as the anodic dissolution takes place by the mass trans- 

er from solid to liquid, one breaks mechanical bonds accordingly. 

o this aim, the concentration-dependent damage (CDD) model in 

q. (5) is used, to give an expected damage index d c proportional to 

he concentration drop at the solid points near the interface (solid 

oints that are connected to liquid points via interfacial dissolu- 

ion bonds) [27] . In Eq. (5) , C solid is the molar concentration of pris-

ine metal, equal to the molar mass divided by mass density. C sat is 

he saturation concentration: the maximum possible concentration 

f metal ions in the electrolyte. Once d c is found by Eq. (5) , one

hen uses a stochastic procedure to break the mechanical bonds 

ccordingly. This is achieved by randomly assigning μ( x , ̂  x , t ) = 0 

or the bonds of x , such that d in Eq. (3) is approximately equal

o d c from Eq. (5) . One then updates the solid to liquid phase- 

hange by updating d using Eqs. (3) and (4) . The stochastic bond- 

reaking procedure was introduced in [30] , and is briefly reviewed 

n Section 2.2.2 , where the discretization method is presented. 

It is noteworthy to say that this model results in a corrosion 

ront with a δ-thick graded damaged layer in the solid phase, be- 

ause of the bonds that have one leg in the solid and the other 

n the electrolyte. This solid layer is referred to as the dissolving 

olid as opposed to the intact solid being the rest of the solid 

hase (see Fig. 2 ). The intact solid (solid region more than one 

orizon away from the corrosion front) does not need to partic- 

pate in the calculations (see below).The dissolving solid region 

as also a graded metal concentration between C solid and C sat , and 

s similar to the partially damaged/dissolved subsurface layer ex- 

erimentally observed in different corroding metals [46–50] . This 

ayer is weaker than the bulk metal (intact solid) and is a poten- 

ial site for the initiation of cracks under mechanical loading. PD 

orrosion models naturally capture this corrosion-induced embrit- 

lement [ 38 , 48 ]. 

.2.2. Discretization 

For the numerical discretization of the model presented in the 

revious section, we employ a quadrature-based meshfree method 

51] . We first discretize the domain with a uniform grid (see 

ig. 3 ): 

Let N be the total number of nodes/grids. The PD integral can 

e approximated by mid-point (one-point Gaussian) quadrature as 
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Fig 2. Schematics of a PD corrosion domain with focus on the solid-liquid interface and the three different types of PD bonds: solid-solid, liquid-liquid, and solid-liquid 

(interfacial) bonds [33] . 

Fig 3. Discretization of space using uniform grid spacing (from [37] ). 
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ollows: 

d C 

d t 
( x p , t ) = 

∑ 

x q ∈ H x p 
k ( x p , x q , t ) 

C ( x q , t ) −C ( x p , t ) 

| x q − x p | 2 
�V pq ; p = 1 , 2 , . . . 

here x p denotes the position vector for node p, and �V pq is the 

olume (area in 2D) of the node x j that is covered by the horizon 

f x p . While for most family nodes, �V pq = �x 2 (in 2D), there are 

odes near the horizon edge whose volumes are not fully covered 

y the horizon of x p . We use Eq. (8) to approximate �V pq in 2D 

52] : 

V pq = { 
�x 2 , if | x q − x p | ≤

(
δ − �x 

2 

)[ 
( δ+ �x 

2 ) −| x q −x p | 
�x 

] 
�x 2 , if 

(
δ − �x 

2 

)
< | x q − x p | ≤

(
δ +

0 , if 
(
δ + 

�x 
2 

)
< | x q − x p | 

(8) 

We use a first-order ODE solver for integrating in time. In pre- 

ious studies, explicit Forward Euler has been used for this pur- 

ose. However, in explicit schemes, the size of time steps is re- 

tricted by stability conditions. In problems were the diffusion in 

he electrolyte is important, the large diffusion coefficient of the 

lectrolyte restricts the time step to very small values, and there- 
4 
ore, computations for relatively long corrosion times would be 

ery costly with explicit time marching. In this study, we use the 

mplicit backward Euler for time integration which is stable for any 

ime step size [53] : 

C n +1 
p −C n p 

�t 
= 

∑ 

x q ∈ H x p 
k pq 

(
d n p , d 

n 
q 

)C n +1 
q −C n +1 

p 

| x q − x p | 2 
�V pq ; p = 1 , 2 , . . . , N 

(9) 

The subscripts p and q refer to the nodal coordinates x p and x q 
nd the superscripts n and n + 1 refer to the current and next time

teps ( t n and t n +1 = t + �t) respectively. In Eq. (9) we use d at the

ime step t n , not t n +1 , which means that the phase-change process 

s explicit, while the transport is solved implicitly. 

At each time step, Eq. (9) updates the concentration field, and 

 
n +1 
c is computed for each node from Eq. (5) . Then, the following 

tochastic algorithm is used for breaking mechanical bonds accord- 

ngly [30] : 

� For each node x i compute the probability of bond breaking 

P n +1 
p = 

1 

1 −d n +1 
c 

( 
C n p −C n +1 

p 

C solid −C sat 
) ; 

� For each intact mechanical bond connected to x i , generate a 

random number from a uniform distribution in ( 0 , 1 ) ; 

- If this random number is smaller than P n +1 
p , then break this 

echanical bond: μn +1 
pq = 0 ; 

After bond breaking, d n +1 
i 

is updated from: 

 
n +1 
p = 1 −

∑ 

x q ∈ H x p μ
n +1 
pq ∑ 

x q ∈ H x p 1 
; p = 1 , 2 , . . . , N (10) 

hich is the discrete version of Eq. (3) . d n +1 
p is then used to iden-

ify the nodal phase at the next time step. 

Note that to improve efficiency, while the nodes located in the 

intact solid” region are “present” in the simulation, they do not 

articipate in the computations for the time steps when they be- 

ong to that region. The reason is that the micro-diffusivity for 

olid-solid bonds is zero, and the summation (right-hand side of 

q. (9) ) for these nodes will be zero. As the liquid phase advances, 

ome nodes in the intact solid region will start having nodes in 

heir family that are “liquid phase” and therefore, they become 
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 part of the dissolving region and will start participating in the 

omputations from that moment on. 

.2.3. Numerical calibration of micro-dissolvability 

As mentioned in the previous section, micro-dissolvability is 

umerically calibrated to the anodic current density. The following 

elationship is assumed between k diss and i [33] : 

 diss = 

(
k trial 
diss 

i trial 

)
i (11) 

here i trial is the current density obtained from a trial PD sim- 

lation assuming an activation-controlled uniform corrosion with 

 diss = k trial 
diss 

, a trial micro-dissolvability. Activation controlled con- 

ition here is modeled by setting the C( x , t ) = 0 everywhere in the 

lectrolyte region [30] . This eliminates the dependency of the dis- 

olution rate on the transport in the electrolyte and k trial 
diss 

becomes 

he only parameter that controls the corrosion rate. Note that the 

hoice of horizon size and spatial discretization size in the trial 

imulation should be the same as the ones in the main simulation. 

or more details on trial simulation please see [ 30 , 31 ]. The current

ensity from a trial simulation can be computed using Faraday’s 

econd law: 

 
trial = zF 

∑ N 
j=1 

[
C 
(
x j , 0 

)
−C 

(
x j , t 

)]
�V j 

At 
(12) 

here z is the charge number, F is the Faraday’s constant, A is the 

orroding area, t is the corrosion time, N is the total number of 

odes in the domain, and �V j is the nodal volume at x j . The nu- 

erator in Eq. (12) gives the total mass loss due to anodic disso- 

ution from the initial time until time t . Division by At gives the 

issolution mass flux which can be translated into current density 

y multiplying with zF . 

Once Eq. (11) is used to define k diss in Eq. (2) in terms of 

he current density i , any type of corrosion can be modeled us- 

ng the particular formula for the current density specific to the 

ocal anodic dissolution kinetics for that particular corrosion type. 

his approach was used in PD corrosion models for predict pitting 

 31 , 33 , 45 ], intergranular [32] , galvanic [27] , and stress-dependent

 37 , 38 ] corrosion, with the only difference in these models being

he different k diss (from different current densities) formulas. In the 

resent study, we will establish a relationship for k diss for crevice 

orrosion damage, based on the underlying electro-chemo-physics. 

. Peridynamic crevice corrosion model 

In this section, we introduce the new PD model for crevice 

orrosion damage. To this aim, based on the underlying electro- 

hemo-physics of crevice corrosion, we construct a formula for 

 diss that effectively reproduces the kinetics of anodic dissolution 

nside crevices. 

Crevice corrosion is known to be driven by the local envi- 

onmental changes inside the crevice [1] . The steps involved in 

he dominant mechanism are: 1) restricted flow of electrolyte in 

he crevice results in accumulation of dissolved positively charged 

etal ions, produced by anodic dissolution, either by metastable 

its in passive alloys, micro-galvanic corrosion induced by impu- 

ities and inclusions on the metal surface inside the crevice, or 

ctivation due to IR-drop inside the crevice [54–56] ; 2) electro- 

eutrality causes migration of chloride (or other aggressive anions) 

rom the bulk electrolyte into the crevice; 3) as a result, hydrol- 

sis reaction increases, and pH drops; 4) local acidification in the 

revice increases the anodic dissolution rate which produces more 

ositively charged ions at a faster rate. These steps are then re- 

eated. Fig. 4 (a) shows these four steps in the crevice corrosion 

echanism. This self-accelerating dissolution process is restricted 

y saturation of the electrolyte and salt layer formation that may 
5 
ccur due to the slow mass transfer in the crevice (diffusion path 

s long and narrow). In locations along the crevice where the elec- 

rolyte is saturated (usually near the closed end), anodic disso- 

ution is controlled by the mass transfer and therefore follows a 

iffusion-controlled regime [1] . 

The self-accelerating dissolution process and its restriction by 

aturation of the electrolyte, can be simplified in the following 

tatement: the local corrosion rate increases as the concentration of 

issolved metal ion increases, up to saturation of electrolyte . Fig. 4 (c) 

hows this simplified interpretation. Consequently, one can de- 

cribe the local anodic current density i ( x , t ) as a function of the 

ocal metal ion concentration: 

 ( x , t ) = { f [ C ( x , t ) ] C ( x , t ) < C sat 
zF J ( x , t ) C ( x , t ) = C sat 

(13) 

here f is an increasing function of C, and J( x , t ) is the diffusion 

ux at point x on the corrosion front and time t , and z and F are

iven after Eq. (12) (see above). Note that in this model we are 

eglecting the flux caused by electromigration and advection. 

Using Eqs. (11) and (13) , and knowing that the PD corro- 

ion model provides the evolution of metal ion concentration in 

he electrolyte, we define k diss to be a metal ion concentration- 

ependent quantity: 

 diss ( x S , x L , t ) = { 
(

k trial 
diss 

i trial 

)
f [ C ( x L , t ) ] C ( x L , t ) < C sat 

0 C ( x L , t ) ≥ C sat 
(14) 

here x S and x L are respectively the solid and the liquid ends of an 

nterfacial bond. For any specific corrosion system, i.e. metal and 

nvironment, C sat and the function f (C) need to be determined. 

 sat is a quantity that can be found in the literature. f (C) however, 

s a new concept and no standard methods for obtaining it exist. 

nspired by [26] , the approach that we use in this work to obtain

f (C) is the following: 

1) Find the relationship between anodic current density and pH at 

a given potential: i ( pH ) , using polarization curves measured at 

different pH values. 

2) Substitute the pH in the relationship, with mathematical mod- 

els and/or empirical equations that calculate the pH in terms of 

concentration of metal ions: pH (C) . 

This two-step process is the same as the one plotted in 

ig. 4 (b). In the example in Section 5 , we show that this procedure

orks in a specific case. 

In order to model the diffusion-controlled regime [57] when C

eaches C sat near the interface, we approximate the balance be- 

ween corrosion and diffusion rates by temporarily pausing dis- 

olution (mass transfer through the bonds that have one end in 

he solid and the other in the saturated electrolyte). To accom- 

lish this, we temporarily set these bonds’ micro-diffusivity to zero: 

 diss = 0 . Once diffusion in the electrolyte leads to a drop in con- 

entration below C sat , the dissolution re-starts, and the appropri- 

te bonds are reassigned the non-zero k diss values computed from 

q. (14) . This means that we are essentially approximating the con- 

inuous diffusion-controlled corrosion process by a piecewise con- 

tant function, where the dissolution is effectively slowed down 

y a sequence of pauses and releases, such that the overall rate 

s balanced with the diffusion flux in the electrolyte. This removes 

he need for modeling the salt layer formation explicitly, as well 

s that of computing the diffusion flux near the interface (which 

ould require us to track the interface and integrate locally to 

ompute the flux). This choice makes our model very efficient and 

utonomous, as no explicit interface tracking needed. For more de- 

ails on the PD salt-layer model for pitting corrosion, please see 

 31 , 33 ]. 

Note that the concentration field variable C in the model and 

 M 
+ z ] in Fig. 4 , only pertains to the metal ions dissolved from 
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Fig 4. Self-accelerating anodic dissolution mechanism in crevice corrosion: (a) the 4-step cycle, where [ M 
+ z ] is the concentration of positively charged metal ions, i.e. C, 

and [ C l −] denotes the concentration of chloride; (b) 3-step equivalent cycle with a concentration dependent pH, and a pH-dependent current density; (c) a 2-step simplified 

version with a concentration-dependent current density. 
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he corroding substrate and does not consider other possibly exist- 

ng cations in the electrolyte such as Na + . The model adopts this 

implified approach because the effects on dissolution of the solid 

hase (our primary interest) from these cations is likely small. 

oreover, the model can be extended to include various chemi- 

al species, if desired, by considering distinct concentration fields 

or as many chemical species as needed and solve for their trans- 

ort. Electrostatics can also be coupled with transport solvers (e.g., 

ee our recent paper on galvanic corrosion [27] ) to find the electric 

otential profile and investigate the ohmic drop in the crevice. Ob- 

iously, such an approach would increase the computational com- 

lexity significantly, for a potentially minor increase in accuracy. 

Despite its simplicity, the proposed minimalistic model is a 

airly general approach for simulating crevice corrosion. A vari- 

ty of metallic compounds, electrolytes, chemical species, temper- 

tures, etc., can be covered in the model by obtaining appropri- 

te relationships that describe the particular corrosion rate as a 

unction of the local metal ion concentration value, for specific 

aterial and environmental conditions. This is possible because 

he concentration-dependent current density is able to model the 

ocal acidification, caused by the slow mass transfer (the dom- 

nant crevice corrosion mechanism), regardless of the particular 

aterial composition and electrolyte present. The specifics of the 

oncentration-dependent current density relationship however, de- 

ends on the particular system studied (metal, electrolyte, chemi- 

als, etc.), and it can come from experiments or theoretical models 

or each specific problem. 

As mentioned in the introduction, while some differences be- 

ween crevice corrosion in passive and non-passive metals exist, 

ocal acidification due to slow mass transfer is the main mecha- 

ism for both types of metal. As a result, the new PD model can 
W

6 
e tailored to simulate crevice corrosion in metals with or without 

assive films. 

. Modified PD formulation for using discretization grids with 

xtreme aspect ratios 

The extreme aspect ratio of the geometry in crevices (long 

nd narrow) present a significant computational challenge: if the 

ame spacing is used in a uniform domain discretization, the com- 

utational cost may be too large; therefore, a discretization that 

atches the geometry aspect ratio (large spacing along the long 

irection, and small spacing along the short direction) is desirable. 

sing such a grid with the standard PD formulation (with spherical 

orizon) would not work, since we may leave covering nodes only 

n the dense direction, and no nodes in the coarse direction. Note 

lso that to reduce grid dependency and have an acceptable ac- 

uracy in the quadrature used for computing the PD integral, grid 

pacing should not be larger than ¼ or, at most, 1/3 of the horizon 

ize [58] . On the other hand, it is well understood that the horizon 

ize should be smaller than the smallest geometrical feature of the 

omain to prevent undesired/unrealistic nonlocal effects [59] . For 

revice corrosion, using the spherical horizon, this means that δ
as to be several times smaller than the gap size. 

To resolve this issue, we introduce the PD formulation for non- 

pherical horizons (or non-circular in 2D) so that it can work with 

rids that have extremely different grid densities in different direc- 

ions. 

Note that, for noncircular horizon, k ( x , x ′ , t ) in Eq. (1) cannot 
e computed from Eq. (2) , because that relationship is obtained 

y a calibration process that assumed a spherical/circular horizon. 

e propose the following modification to Eq. (2) for noncircular 
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Fig 5. A linear concentration profile (a constant flux) and its projections into x and y coordinates; an elliptical PD horizon as an example for demonstration of a non-spherical 

horizon; and the direction-dependent nonlocality range ( δθ ). 
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orizons: 

 
θ
(
x , ̂  x , t 

)
= { 

k θ
L ( D, δθ ) , d ( x , t ) = 1 and d 

(
ˆ x , t 

)
= 1 

0 , d ( x , t ) < 1 and d 
(
ˆ x , t 

)
< 1 

k θ
diss 

, d ( x , t ) = 1 xor d 
(
ˆ x , t 

)
= 1 

(15) 

here δθ is the nonlocality range along the bond direction that 

akes an angle θ with the x -axis (polar angle). In 3D, the direc- 

ion is given by the spherical coordinates, and in 1D, δθ has only 

wo values along the positive and the negative coordinate direc- 

ions. k L ( D, δθ ) is computed from Eq. (16) which is obtained by 

eplacing δ in Eq. (6) with δθ . This makes the micro-diffusivity a 

irection dependent quantity, in order to match a given direction- 

ndependent diffusivity constant D: 

 L ( D, δθ ) = { 
D 
δθ

, 1D 

4 D 

πδθ
2 , 2D 

9 D 

πδθ
3 , 3D 

(16) 

We now show that the new formulation is consistent with clas- 

ical isotropic diffusion for the 2D case. Similar proofs can be car- 

ied out for the 1D and 3D cases as well. 

In [60] , the calibration of k in PD diffusion with spherical hori- 

ons is carried out by finding k such that the classical flux ( q classic )

nd the peridynamics flux ( q Peri ) are equal for a linear concentra- 

ion (constant flux) profile. Below, we follow similar steps to show 

hat Eq. (16) is a valid calibration of k for PD diffusion equation 

ith arbitrary (non-spherical) horizon. 

For homogeneous isotropic diffusion the classical flux is given 

y: 

 classic = − D ∇C = −D 

(
∂C 

∂x 
e i + 

∂C 

∂y 
e j 

)
(17) 

here ∇ denotes the gradient operator, and e i and e j are the unit 

ectors in x and y Cartesian directions. According to [60] , PD flux 

an be defined by: 

 peri = − ∫ 
H 

+ 
x 

k 
C 
(
ˆ x , t 

)
−C ( x , t ) ∣∣ ˆ x − x 

∣∣ e ˆ x d V ˆ x (18) 

here H 
+ 
x is the part of the horizon with C( ̂  x , t ) > C( x , t ) , and e ˆ x 

s the unit vector along the bond ˆ x − x . 

We consider a linear profile for C( x , t ) , and an arbitrary-shape 

orizon for the PD integral (see Fig. 5 ). 

By projecting the linear concentration gradient into the Carte- 

ian coordinates as shown in the Fig. 5 , the PD flux can be ex-

ressed as: 

 peri = −e i 

π
2 ∫ 

− π
2 

δθ∫ 
0 

k 
C 
(
ˆ x , t 

)
−C ( x , t ) ∣∣ ˆ x − x 

∣∣ co s 2 θ r d r d θ − e j 
π
∫ 
0 

δθ∫ 
0 

k 
C 
(
ˆ x , t 

)
−C∣∣ ˆ y − y
7 
 ) 
si n 2 θ r d r d θ

(19) 

We substitute k , with the formula given by Eq.(16): 

 peri = −e i 

π
2 ∫ 

− π
2 

δθ∫ 
0 

4 D 

πδ2 
θ

C 
(
ˆ x , t 

)
−C ( x , t ) ∣∣ ˆ x − x 

∣∣ co s 2 θ r d r d θ − e j 
π
∫ 
0 

δθ∫ 
0 

4 D 

πδ2 
θ

C 
(

(20) 

Given that C( x , t ) profile is linear, one can write: 

 peri = −D 

∂C 

∂x 
e i 

π
2 ∫ 

− π
2 

δθ∫ 
0 

4 

πδ2 
θ

co s 2 θ r d r d θ − D 

∂C 

∂y 
e j 

π
∫ 
0 

δθ∫ 
0 

4 

πδ2 
θ

si n 2 θ r d r

(21) 

As shown above, using the proposed direction dependent 

icro-diffusivity in Eq. (16) recovers the classical flux for isotropic 

iffusion in 2D. This formulation works for any horizon shape. The 

lliptical horizon in Fig. 5 , is just an example for demonstration. 

Note that the non-spherical horizon in this study does not lead 

o anisotropic behavior as it may in other studies (e.g., [61] ). The 

eason is that k θ
L 
here is calibrated for an isotropic classical model. 

rom a physical point of view, the direction dependent micro- 

iffusivity in Eq. (16) has a lower value in directions where δθ is 

arger, and a higher value in directions where δθ is smaller. This 

eads to a balanced transport in all directions (at the continuum 

evel), and isotropy is maintained. 

Now we derive the direction-dependent micro-dissolvability 

 
θ
diss 

in Eq. (15) for a non-spherical horizon. Assume PD diffusion 

ith a spherical horizon of radius δref . Given Eqs.(6) and (16), one 

an write k θ
L 

= k L ( 
δref 
δθ

) n where n = 1 , 2 , 3 for 1D, 2D,and 3D, re-

pectively. This means that one can use a k that is calibrated for 

he spherical horizon with δ = δref , in a model with non-spherical 

orizon, by multiplying the flow density in Eq. (1) by ( 
δref 
δθ

) n . This 

mplies that we can write: 

 
θ
diss = k diss 

(
δref 
δθ

)n 

(22) 

here k diss is a micro-dissolvability calibrated for a spherical hori- 

on with the radius δref (see Section 2.2.3 for calibration of k diss ). 
Note that Eq. (6) , and consequently Eqs. (16) and (22) , are de-

ived for the particular kernel used in the PD integral in Eq. (1) .

f the PD diffusion equation uses another kernel (e.g. see [ 58 , 62 ]),

ne needs to modify all derivations accordingly. 

For the crevice corrosion simulation presented in the next sec- 

ion, we use an elliptical horizon with the long axis aligned with 

he crevice length direction, and the short axis along the crevice 

ap direction. This will allow us to choose coarse grid spacing in 

he crevice length direction and dense grid spacing in the crevice 

ap direction. 
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. Model validation 

Here we validate the PD crevice corrosion model described in 

ection 3 against the experimental results shown in [42] . 

.1. Brief description of experimental setup 

In an experiment reported in [42] , two washers were held to- 

ether using a nut and bolt fastener (see Fig. 6 (a)). The washers, 

olt, and nut were all made of Nickel alloy 625. The bolted wash- 

rs were immersed in ASTMartificial ocean water at room temper- 

ture, and potentiostatic tests were carried out at 200 mV (vs SCE). 

he experimental study focused on the crevice corrosion propaga- 

ion between the washers [42] . 

.2. Model input data and the calibration of concentration-dependent 

 diss 

The input data for our PD model of crevice corrosion are dis- 

ussed next. The major elements ( > 1 wt%) of alloy 625 are Ni, Cr,

e, Mo, and Nb, resulting in Ni2 + , Cr3 + , Fe2 + , Mo3 + , and Nb5 +
ations during corrosion. According to [42] , the corresponding salts 

hat precipitate when saturation occurs are NiCl2, CrCl3, FeCl2, 

oCl3, and [(0.5)Nb2O5 + (5)HCl]. As noted earlier, our simplified, 

inimalistic model uses a single variable C to collectively repre- 

ent the concentration of all alloy’s elements in the solid phase 

nd the corresponding dissolved cations in the liquid phase (elec- 

rolyte). Molar concentration of the pristine metal can be approx- 

mated by dividing the alloy’s mass density over its molar mass: 

 solid = 140 M. Saturation concentration of the alloy in the elec- 

rolyte used here is reported to be C sat = 5 . 6 M [26] . The diffusion

oefficient of metal ions in the electrolyte used in the experiment 

s D = 720 μm 
2 / s [42] . To find the concentration-dependent k diss 

ormula for this metal-electrolyte system, one first needs to de- 

ermine the anodic current density as a function of metal ions’ 

oncentration. To this aim, we follow the procedure described in 

ection 3 . From published polarization curves carried out at differ- 

nt pH levels [26] , we read the current density values associated 

ith different pH values at E = 200 mV (SCE). Using Matlab’s curve 

tting toolbox, we fit an exponential function to these data points. 

ig. 7 shows the experimental data points read from [26] and the 

tted function. 

The fitted function gives i ( A / c m 
2 ) as a function of pH: 

og ( i ) = 1 . 151 exp ( −723 pH ) − 7 . 647 (23) 

Note that the current density varies along the interface, de- 

ending on the local pH value at the interface. In absence of spe- 

ific interfacial pH values for the crevice, for simplicity, the pH val- 

es we used here to find the relationship between the anodic cur- 

ent density and pH, at an arbitrary point along the crevice, are 

hose shown in the polarization curves in [26] , measured in the 

ulk, for an open surface [63] . Such values should not differ too 

uch from the interfacial pH values for the open surface case. 

The experimental data points in Fig. 7 , imply that the activa- 

ion of the passive sites occurs at low pH values. Given the limited 

umber of data points (only five), the fitted exponential function 

s a reasonable interpolation that allows one to continuously deter- 

ine the corrosion rate across a wide range of pH values. Current 

ensities as low as 10 -7.5 A/cm 
2 (close to passivation current densi- 

ies) at high pH, and higher current densities (10 -7 to 10 -4 A/cm 
2 ) 

t lower pH values are all captured by this function. 

In the same study [26] , pH is provided in terms of metal ions

oncentration from electrochemical and phenomenological rela- 

ionships between species. Fitting a function to such data points 

rovides pH as a function of C(M) (see Fig. 8 ): 

H = 7 . 405 exp ( −0 . 08036 C ) − 6 . 498 (24) 
8 
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Fig 7. Anodic current density in logarithmic scale in terms of pH value at 200 mV (SCE). Data points are collected from polarization curves given in [26] . 

Fig 8. The pH values in terms of dissolved metal concentration (from [26] ), and the fitted exponential function given in Eq. (24) . 
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here C is in mol/m 
3 . Substituting pH in Eq. (23) with the function 

n Eq. (24) , we find: 

 ( C ) = 10 1 . 151 exp { −723 [ 7 . 405 exp ( −0 . 08036 C ) −6 . 498 ] } −3 . 647 (25) 

here i is in A / m 
2 . 

As discussed in the procedure explain in Section 2.2.3 , we cal- 

brate k diss to i by using a trial simulation of a uniform corrosion 

hat assumes a trial micro-dissolvability. The trial simulation us- 

ng a spherical horizon with δ = 4 μm and uniform grid spac- 

ng �x = �y = 1 μm with k trial 
diss 

= 0.04 μm 
−1 results in i trial = 
9 
 . 22 × 10 4 A / m 
2 . Using Eq. (14) gives: 

 diss ( x S , x L , t ) = { 
(
1 . 8 × 10 −6 

)
× 10 1 . 151 exp { −723 [ 7 . 405 exp ( −0 . 08036 C

0 

(26) 

Note that in this example we used the pH-dependent polariza- 

ion curves and the pH-concentration relationships because they 

ere available to us from literature. One can use (or propose) any 

ther experimental/analytical method that provides a reasonable 

elationship between anodic current density and metal ions con- 
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Fig. 9. Geometry of the 2D computational model, with the initial and boundary conditions. Note the different scales used in the horizontal and vertical directions. 
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entration to construct the concentration-dependent current den- 

ity. For example, if data on corrosion rate in terms of chloride 

oncentration is available, one can use the principle of electroneu- 

rality to approximate the corresponding metal ions concentration 

at a given chloride concentration) and find i (C) . 

.3. Computational model setup 

We use a 2D peridynamic model of transverse cross-section of 

he washers to simulate the crevice corrosion in the system de- 

cribed in [42] (see Fig. 6 ). The crevice length is the radial distance

rom the inner hole to the outer edge of the washers, which is 

.27 cm . The experimental study [42] reports that “the values of 

revice gap varied between 20 μm near the crevice tip, to 50 μm 

ear the crevice mouth.”(see page 99 of [42] ). No measurements 

re reported for the gap at the very end of the crevice. It is reason-

ble to assume that the gap at the tip of the crevice is effectively

arrower than the measured 20 μm near the tip. For these reasons 

e consider the following geometry for the computational model 

f the crevice: a wedge-shape crevice between the washers, with 

he length of 1.27 cm and the effective gap size of 50 μm at the 

outh, and 10 μm at the tip. A similar geometry was considered 

n [26] . Note that the wedge shape of the gap is expected since the

ashers are under compression in their center by the bolt. 

We use the symmetry of the geometry (washers are identical) 

o define the computational domain (see Fig. 6 ): a washer and 

he half of the wedge crevice with dimensions shown in Fig. 9 . 

ig. 6 shows how the 2D domain is chosen from the actual 3D ge-

metry, and Fig. 9 also gives the initial and boundary conditions 

sed. Note that across the symmetry line the flux is zero. 

For the boundary conditions, we set C = 0 for a δ-thick layer 
t the crevice mouth to represent the connection to the bulk di- 

ute electrolyte. The thickness is required because of the special 

ay that nonlocal boundary conditions are defined in PD problems. 

etails on nonlocal boundary conditions are available in [ 64 , 65 ]. 

he rest of the boundaries (including the symmetry line) are free 

oundaries and the no-flux conditions is naturally satisfied. 

Knowing that corrosion in passive alloys starts from distributed 

etastable pits [ 54 , 56 ], it is reasonable to assume that it is more

ikely for metastable pits to become stable near the end of the 
10 
revice due to the increased acidity and accumulation of ions. Note 

hat our model, at this stage, does not include the initiation stage. 

ur focus is on the propagation phase, this is why we assume, at 

he start of the simulation, a highly concentrated region near the 

revice’s end, which is likely to occur during the initiation phase 

or this particular problem. If needed, these initial conditions can 

e adjusted as needed for other geometries/setups. The corrosion 

odel, however, remains the same. 

Therefore, we impose the following initial conditions (see 

ig. 9 ): C = C solid over the washer region and C = 0 over the elec-

rolyte region, except for a small area of width 500 μm at the 

revice end where we impose C = 0 . 99 C sat . The nearly saturated 

lectrolyte near the end causes a local spike in current density ac- 

ording to Eq. (26) near the closed end. The accumulated ions at 

he end acts as corrosion initiation at the tip of the crevice which 

ould occur from stabilization of metastable pits near the end, or 

icro galvanic dissolution of or around metallic inclusions on the 

urface. The particular size of 500 μm is selected here because we 

ound that this is approximately the minimum size that can trigger 

he self-propagating crevice corrosion process. The 500 μm value 

as found by trying several different widths from 100 to 10 0 0 μm . 

sing values smaller than 500 μm , caused the metal-ion concen- 

ration to diffuse out quickly before the accumulation was able to 

ustain the self-accelerating cycle illustrated in Fig. 4 . 

As noticed from the dimensions shown in Fig. 9 , the crevice 

ength is two orders of magnitude larger than the gap. We use the 

D formulation from Section 4 with an elliptical horizon so that 

rid spacing along the length can be selected to be 25 times larger 

han the spacing in the gap direction. We choose the elliptical hori- 

on with δ0 = 100 μm and δπ/ 2 = 4 μm (subscripts are the values 

or the polar angle θ ) along the major and minor axes, respectively, 

nd set grid spacings �x = 25 μm and �y = 1 μm to discretize the 

omain. A measure of grid density inside the horizon for PD with 

pherical horizon and uniform grid spacing is the m -factor defined 

y / �x . Note that in our case, the m -factor is direction-dependent,

ut given the choices shown above, for the horizontal and vertical 

irections, they are: δ0 / �x = δ π
2 
/ �y = 4 . δref and �x in the cali-

ration simulation are taken to be 4 μm and 1 μm , respectively. 
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a
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Note that k i j in the Backward Euler scheme ( Eq. (9) ), is obtained 

rom Eq. (26) with C n +1 . This leads to a nonlinear system of equa- 

ions in terms of C n +1 . We use a modified Polak-Ribiere nonlinear 

onjugate Gradient method [66] to solve the nonlinear system at 

ach time step. The total corrosion time to be simulated was 72 

ours. We used a time step of �t = 5 s . 

.4. Simulation results and discussion 

Fig. 10 shows the PD simulation results in several snapshots in 

omparison with the corresponding experimental observations (at 

ame times and using the same geometrical scales). The experi- 

entally obtained graphs (left column, taken from [42] ) for the 

orrosion profiles at different times were obtained by Optical Pro- 

lometry, scanning the depth along a radial line on the washer sur- 

ace [42] . The PD simulation results (right column) monitor nodal 

amage and the metal ion concentration in the crevice. The PD 

napshots use the same length scales as the ones employed for 

he experimental results from [42] . The window frame drawn on 

op of the first simulation snapshot is the corresponding window 

sed for the experimental results shown in the left column. The PD 

imulation results are also provided in Video 1 (see Supplementary 

aterials). 

The complex evolution of corrosion damage is predicted very 

ell by the PD model. Damage starts at the closed end and moves 

owards the mouth as time passes, affecting only a superficial layer 

f material. Progression of the active site toward the mouth stops 

fter about 30 h. Dissolution then localizes at a critical distance 

rom the mouth, being controlled, autonomously, by the diffusion 

onditions near the crevice mouth, where dilute electrolyte en- 

orces conditions that are well-approximated by the boundary con- 

ition we imposed in the model at that end (see Fig. 9 ). This rela-

ive spatial stagnation of the active site leads to deep carving into 

he washer near the crevice mouth. This observation is consistent 

ith other studies on crevice corrosion in Nickel alloy 625 wash- 

rs [67–69] . It is interesting to observe that the model also cor- 

ectly captures the higher slope of the left wall of the deep trench 

ompared to that of the right wall, which is easily observed in the 

xperimental results reproduced in Fig. 10 (see bottom three fig- 

res). The reason for this particular feature can be easily under- 

tood when watching the movie in Supplementary Materials: even 

fter localization of the active site, a slow drift to the left (towards 

he crevice mouth) is still present, which leaves behind the less 

brupt (lower-slope) right trench wall. 

The PD model presented here helps us explain the underly- 

ng mechanism in crevice corrosion. According to the simulation 

esults, the accumulated ions at the closed end locally increase 

he current density, which produces more dissolved metal ions; 

he closed end quickly saturates locally, due to the slow diffusion 

ate along the almost one-dimensional (narrow and long) path to- 

ards the crevice mouth; the current density peak starts to travel 

o towards the mouth, along with the location in the electrolyte 

etween the saturated and the dilute regions, where the concen- 

ration is high enough (to cause a large current) to lead to dis- 

olution but smaller than C sat ; as the solution saturates, the solid 

oes not passivate but saturation induces diffusion controlled cor- 

osion with a significantly lower diffusion/dissolution rate; corro- 

ion damage slows down in the vertical direction, into the washer; 

s the current peak location keeps moving towards the mouth, it 

eaches a location at a critical distance from the mouth where the 

iffusion rate is high enough to prevent further saturation (as the 

horter distance to the dilute electrolyte results in a higher dif- 

usion flux), and the dissolution and diffusion rates become bal- 

nced; when this process reaches semi-steady state transport, the 

eak current density location with high C < C sat slows its transla- 

ion to the left, it somewhat stabilizes, causing a deep attack in 
11 
hat particular region. Note that all this complex behavior is ob- 

ained autonomously by the PD model that only uses a simple 

oncentration-dependent k diss . The PD crevice corrosion model in- 

roduced here is the first computational model to validate experi- 

ental results on crevice corrosion damage evolution with such a 

igh level of details. 

As seen from the results in Fig. 10 , the deep trenches carved 

n the crevice corrosion process can serve as initiation points for 

racks in SCC. Given its ability to simulate fracture in all its com- 

lexity [ 36 , 52 ], peridynamics is uniquely positioned to simulate 

CC by simply coupling the PD corrosion damage model to a PD 

racture model as done in, for example, [38] , where pit-to-crack 

ransition in a turbine steel was accurately predicted. 

We note that the model introduced here is not only capable 

f qualitatively matching experimental results, but also quantita- 

ively. As seen from Fig. 10 , the evolution of the corrosion dam- 

ge front and the depth of the local attack found by the PD model 

re very similar to those from experiments. Please note that the 

anels with the experimental data are showing the corrosion front 

or different washers used in distinct tests. Some small differences 

etween the simulation results and the experiments are in terms 

f surface roughness at the main damage site. This can be at- 

ributed to the boundary condition imposed in the model ( C = 0 is 

et at a crevice mouth), which is not going to be exactly satisfied 

n the experiment, due to convection, etc. Moreover, the presence 

f microstructural heterogeneities in the metal were not consid- 

red in the current PD model may also play a role. These, how- 

ver, could be added by using explicit representation of grain and 

rain boundaries (e.g. [32] ). To reduce the likely high computa- 

ional cost of such a model, an alternative would be to incorpo- 

ate microstructural influences using the ideas from the interme- 

iate homogenization (IH) PD modeling [ 70 , 71 ]. Another small dif- 

erence between the simulation and the experiment is the location 

f the deep attack (critical distance). Note that the experiments in 

42] , in addition to the variability between different washers used 

n distinct tests, show a considerable degree of variability for this 

ritical distance along different radial directions of the same washer 

n the same experiment (see Figure. 70 in [42] ). There are several 

easons for this variability, including imperfections in the shape of 

he washers, the pressure between them, slight asymmetries, etc. 

n the other hand, the model used here has many simplifications 

nd assumptions, including using a two-dimensional approxima- 

ion for simulating the actual 3D crevice problem. While a 3D PD 

imulation can be attempted, an axisymmetric PD corrosion for- 

ulation could offer results similar to those of a 3D simulation at 

 fraction of the cost. This is planned for the future. 

As noted earlier, one can study the influence of various envi- 

onmental conditions on the damage profile by choosing the ap- 

ropriate functions that describe the corrosion rate as a function 

f C. In this study, i (C) depended on two functions: 1) i ( pH ) taken

rom polarization curves, and 2) pH (C) obtained from electrochem- 

cal relationships. Because of these dependencies, having a differ- 

nt concentration of chloride in the bulk, for example, changes the 

unction pH (C) (see [26] ), which, in turn, changes the i (C) func- 

ion. Since damage evolution is driven by this function, we can 

tudy the influence of the bulk concentration of chloride on the 

amage evolution/profile. A detailed study of these effects is, how- 

ver, left for the future. 

. Conclusions 

A new peridynamic (PD) model for crevice corrosion dam- 

ge was introduced and validated against experimental results 

rom the published literature. We reduced the self-accelerating 

nodic dissolution kinetics in crevice corrosion to a metal-ion 

oncentration-dependent current density relationship. This rela- 
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Fig. 10. Comparison of experimental results (left column, from [42] ; note that each panel is from distinct washers coming from distinct experiments) and PD simulation 

results for crevice corrosion. The time and length scales for simulation and experiments are identical. The colors in the metal region (see Fig. 9 ) show the evolution of the 

nodal damage index, while those in the electrolyte region (see Fig. 9 ) indicate the metal ion concentration in the crevice. 
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ionship defines the local micro-dissolvability for interfacial PD 

ransport bonds that carry anodic dissolution micro-fluxes. To be 

ble to compute efficiently problems defined over domains with 

xtreme aspect ratios, discretizations with similar aspect ratios are 

esired, but they were not possible in the standard PD formula- 
12 
ion. To solve this problem, we presented a generalized version of 

he PD formulation that allows horizons with arbitrary shapes. In 

urn, discretizations with highly different grid spacings in differ- 

nt directions are now possible. This plays a crucial role in effi- 

iently simulating crevice corrosion, since crevices are often long 
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ut very narrow (with differences of two-three orders of mag- 

itude between their effective length and gap). The model was 

alidated against an experiment from literature on crevice cor- 

osion between two washers of nickel alloy 625. We found the 

oncentration-dependent current density from experimental polar- 

zation curves and analytical/empirical relationships. A PD model 

ith the simple concentration-dependent dissolution formulation 

s able to predict the kinetics of anodic dissolution and damage 

volution inside the crevice in great detail. This also demonstrates 

hat it is sufficient to consider the two factors: concentration- 

ependent dissolution, and diffusion-driven transport of dissolved 

etal ions, to explain the evolution of crevice corrosion. 
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