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Stacking Fault Energy (SFE) is an intrinsic alloy property that governs much of the plastic deformation
mechanisms observed in fcc alloys. While SFE has been recognized for many years as a key intrinsic me-
chanical property, its inference via experimental observations or prediction using, for example, computa-
tionally intensive first-principles methods is challenging. This difficulty precludes the explicit use of SFE
as an alloy design parameter. In this work, we combine DFT calculations (with necessary configurational
averaging), machine-learning (ML) and physics-based models to predict the SFE in the fcc CoCrFeMnNiV-
Al high-entropy alloy space. The best-performing ML model is capable of accurately predicting the SFE
of arbitrary compositions within this 7-element system. This efficient model along with a recently devel-
oped model to estimate intrinsic strength of fcc HEAs is used to explore the strength-SFE Pareto front,
predicting new-candidate alloys with particularly interesting mechanical behavior.

© 2021 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

1. Introduction

High Entropy Alloys (HEAs) differ from their conventional coun-
terparts in that they tend to be located within the center of the
composition space [1]. Of the thousands of HEAs investigated thus
far, many exhibit properties comparable to those of conventional
alloys. Some HEAs, however, do exhibit properties that are su-
perior to their simpler counterparts, including high strength and
high ductility [2,3], improved fatigue resistance [4,5], high fracture
toughness [6], and high thermal stability. Moreover, the composi-
tional (and microstructural) complexity of HEAs can be leveraged
to design alloys capable of defeating performance trade-offs cur-
rently limiting many conventional alloys.

In fcc alloys, for example, low SFE tends to increase the ten-
dency for an alloy to undergo deformation twinning, increasing
the dislocation storage capacity, strain hardening rate, and plastic-
ity - i.e,, TWinning Induced Plasticity(TWIP) [7,8]. Further lower-
ing of the SFE can promote the fcc-hcp phase transition, resulting
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in enhanced plasticity through the Transformation Induced Plastic-
ity (TRIP) effect [9]. While SFE is not the only intrinsic property
controlling plasticity mechanisms in fcc crystals [10], its value is
highly correlated with the onset of TRIP, TWIP or slip-dominated
plasticity [11].

The concept of tuning SFE to control the plastic deforma-
tion mechanisms in fcc HEAs has been investigated before. Lu
et al. [12], for example, investigated an FesoMn3yCoq9Cryg alloy
and showed that, upon deformation, the alloy underwent so-
called a bidirectional TRIP effect. They attributed this behavior
to the unusually low value of the SFE of ~ 6.5 r% Zaddach
et al. [13] synthesized a series of alloys belonging to the CoCr-
FeMnNi system and determined their SFE by combining DFT cal-
culations and microstrain measurements (via XRD), finding that Ni
was positively correlated with a high SFE. Liu et al. [9] investi-
gated the FepgCoxNigg_xCrypMnyg system and found that increas-
ing Co led to a decrease in SFE, which in turn increased the ten-
dency of the alloys to undergo TWIP and TRIP. They also found
that the drop in SFE with the addition of Co was highly corre-
lated with the (predicted) decrease in the Gibbs free energy dif-
ference between fcc and hcp, AGfe~heP, This is consistent with
recent work [14] that shows that Co-rich variants of CoCrFeNiMn
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underwent TWIP and TRIP-assisted deformation as a result of their
lower SFE. Liu et al. [15] inferred the SFE of several alloys within
the CoCrFeMnNi system using the weak-beam dark-field (WBDF)
technique [16] and found a significant dependence of SFE on the Ni
content, with lower values of SFEs promoting an increased density
of deformation twins, resulting in better mechanical properties.

Computationally, Huang et al. [17] investigated the SFE of
CoCrFeMnNi HEA using DFT calculations, de-convoluting chemical,
magnetic, and strain effects. They predicted an SFE of ~20 % The
most significant contributor to the SFE was determined to be the
chemical composition.

Zhao et al. [18] investigated the SFE and the Generalized Stack-
ing Fault Energy Surface (GSFES) for alloys in the CoCrFeMnNi
and CoCrFeNiPd systems. They predicted the SFE of these alloys in
two ways. The SFE was estimated directly from the GSFES, which
was obtained by shearing a special quasirandom structure (SQS) of
given alloy chemistry. They also predicted the SFE by using the Ax-
ial Next-Nearest-Neighbor Interaction (ANNNI) model [19], which
connects the SFE to the lattice energies of a given alloy in the fcc,
hcp and dhep structures. Overall, they found good agreement be-
tween the two approaches to estimating SFE.

Kivy et al. [20] calculated the GSFES in CoCrFeNi alloys as well
as the influence of micro-alloying elements via DFT calculations.
Using the theory of Tadmor and Bernstein [21], they further in-
vestigated the twinnability of those alloys and found that Mn, Cu
and Al increased the tendency for dislocation-mediated slip and
martensitic transformation, while Ti and Mo promoted dislocation
glide and mechanical twinning. Ding et al. [22] demonstrated the-
oretically that chemistry alone does not determine SFE, as the lat-
ter potentially can be tuned by controlling the short-range order
(SRO). Similar to Liu et al. [9], they found that SFE was highly cor-
related to the competition for stability between fcc and hcp con-
figurations. Similarly, Ikeda et al. [23] found that local fluctuations
in the chemistry surrounding intrinsic stacking faults resulted in
significant variance in SFE.

Zhang et al. [24] investigated the SFE of CoCrNi and CoCrFeNi
alloys using DFT calculations of SQS with intrinsic faults. In their
work, they report that both alloys have negative SFE, indicating
that hcp configurations are more stable than fcc ones. Notably, they
found significant variance in their results—SFE varied from —77 to
-18 :]’—% in CrNiCo—depending on the local composition of the al-
loy around the intrinsic stacking fault (ISF). This points to the signif-
icant challenges of using small cell approximates to random solutions
to compute highly local properties. We note, however, that the neg-
ative SFE of CoCrNi calculated by Zhang et al. is in conflict with
experimental measurements [25] that report a low, but positive
SFE of ~ 20 1% Ding et al. [22] have sought to resolve this dis-
crepancy by invoking the effect of SRO. Indeed, they predicted a
strong influence of SRO on the SFE in the CoCrNi system. Without
invoking SRO, Zhao et al. [18] showed how the SFE of CoCrNi went
from negative to positive at higher temperatures as a result of the
switch (due to entropic contributions) in the relative stability of
hcp- and fcc-like atomic configurations. Overall, experiments and
predictions tend to diverge whenever SFE is predicted to be nega-
tive. A possible resolution to this tension between experiments and
simulations has been put forward by Suna et al. [26]. They argued
that the experimental inference of SFE is ultimately tied to models
that are themselves biased towards positive SFEs. This bias renders
these experimental techniques unable to interpret alloys with un-
derlying negative SFEs.

Experimental determination of SFE is extremely challeng-
ing [27] and this may explain the sparseness in the experimental
literature on SFEs of HEAs. To date, the vast majority of experimen-
tal studies have focused on a very small number of compositions
around the ‘Cantor’ CoCrFeMnNi system [22,28-31]. Even on the
computational front, however, most approaches to predicting SFE
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Fig. 1. Alloy design framework employed in the current work. An initially vast
composition set is narrowed to a few candidate alloys by applying constraints on
CALPHAD-predicted properties and other properties like strength and SFE. The com-
putational barrier of computing SFE is overcome by training Machine-learning mod-
els from a smaller set of DFT-calculated data.

in FCC HEAs center around the effects of chemical modification to
the Cantor alloy group [20,23,24,32,33] without explicitly consider-
ing a wider chemical space.

Given the sparsity of the (experimental or computational) data
available, it is not surprising that there are not many examples of
ML-based approaches to the prediction of SFEs in HEAs. An ex-
ception is the work by Arora et al. [34], who recently demon-
strated a framework to predict the SFE of Ni-Fe, Fe-Cr, and Ni-
Cr binary alloys. They trained ML models against a wide range of
atomic arrangements set up through classical molecular dynam-
ics simulations. The ML models were trained against specific sets
of atomic pair interactions (bonds). Such models were then used
to predict the SFE in higher-order (i.e., ternary) systems. The data
used by Arora et al. to train their models, however, were produced
by atomistic simulations driven by classical potentials, and there is
a possibility that such calculations would not agree with ab initio-
based predictions. We note, however, that ML approaches have
been used before to predict SFEs, albeit in other alloy systems. For
example, Chaudhary et al. [19] developed a classifier for the SFEs
in austenitic steels. More recently, Wang and Xiong [35] combined
CALPHAD-based models and ML to predict the SFE in austenitic
steels. Clearly, it is possible to develop predictive models for this
important intrinsic alloy property. However, a major challenge is
to produce sufficient high-quality data to develop such models.

In this work, we put forward an approach to explore and exploit
the SFE landscape in FCC HEAs. Specifically, as a major issue, we
address the sparcity in the current knowledge involving the im-
pact of chemistry on SFE through a highly integrated framework
that incorporates CALPHAD-based alloy analysis, DFT predictions of
SFE in a finite number of alloys, and ML models capable of pre-
dicting the SFE over the entire CoCrFeMnNiV-Al FCC HEA space.
Fig. 1 illustrates how this framework has been applied in the cur-
rent work. An initial sampling of 1,000,000 compositions from the
CoCrFeMnNiV-Al space was filtered to just those compositions that
were predicted to be FCC at 1073 K. ° Even this set of compositions
is too large to be completely simulated with DFT. Therefore, a small
subset of the space was selected through advanced experimental
design approaches. The SFE of the selected alloys was computed
using DFT methods and ML models were then generated, which
could also be validated using independent DFT estimates based on
SF-defected supercell with suitable configurational averages. These
models were then combined with a recently developed model for
the intrinsic strength in compositionally complex FCC alloys [36] to
explore a much larger alloy space, uncovering a small subset of al-
loys that are predicted to overcome the strength-ductility trade-off
through the exploitation of additional plasticity mechanisms that
result from low SFEs. These alloys are located on the Pareto front
of the strength-(target SFE) multi-objective space.
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2. CALPHAD sampling

Before training an SFE model, sample compositions were drawn
from the CoCrFeMnNiVAl space, which contains the Cantor system
from which many common fcc HEAs originate, as well as V and Al,
which provide potential benefits in high-temperature applications
and precipitate strengthening, respectively. The sampling process
was initiated by generating 1,000,000 uniform random samples
from the CoCrFeMnNiVAI composition space. From these sampled
compositions, only those with less than 10 at.% aluminum were
kept, leaving 467,228 samples remaining. CALculation of PHase Di-
agrams (CALPHAD) modeling [37] was then used to predict the
phase stability in each composition, using Thermo-Calc’s TCHEA3
[38,39] database. Of the 467,228 compositions tested, only 36,294
- less than 10% - were predicted to be single-phase fcc at 1073 K. °.
The temperature of 1073 K Backspace ° was selected as the target
for analysis as we assumed that if an alloy is single-phase fcc at
this temperature, it will likely remain so until melting. Tempera-
tures above Backspace® could be used to solution-anneal such al-
loys. Thus, we assumed that the population of alloys that met this
phase stability constraint could be amenable for further optimiza-
tion by tuning their SFE and intrinsic strength via chemistry.

From the 36,294 remaining alloys, an additional subset was se-
lected to identify alloys that are suitable for high-temperature ap-
plications and additive manufacturing, as a potential manufactur-
ing route for fcc-HEA components [40,41]. First, equilibrium so-
lidification simulations were performed for each of the fcc sam-
ples to determine which compositions have a solidus temperature
greater than 1600 K (20,541 samples) and a solidification range
smaller than 100 K (35,680 samples). Smaller solidification ranges
have been shown to reduce the risk of hot cracking during additive
manufacturing by minimizing the opportunity for liquid to pene-
trate solidified dendrites [42,43]. The 20,147 compositions that met
both criteria were further investigated with more time-consuming
Scheil solidification simulations [44]|—the underlying assumption of
Scheil analysis is the lack of diffusion in the solid phase, making it
compatible with far-from-equilibrium solidification processes, such
as those prevalent during additive manufacturing [45]. Of the al-
loys tested, 6935 samples had a solidification range below 100 K,
while 5590 samples had a solidus temperature above 1600 K, while
5379 samples satisfied both criteria.

Of the 5379 compositions determined to be suitable for high-
temperature applications - less than 1.5% of the total HEA space
explored, 398 were chosen for further analysis. Their SFE was cal-
culated using DFT calculations, as described in Section 3. While
the initial 398 compositions represent alloys suitable for high-
temperature applications, an additional 100 alloys were selected
so the SFE model could be trained for all fcc alloys in the system.
These additional alloys were selected by performing a k-medoids
clustering (k = 100) on the 36,294-5379 = 30,915 fcc samples that
did not meet the solidification conditions. K-medoids clustering is
similar to k-means in that it distributes cluster centroids across the
space to minimize intra-cluster variance, but different in that clus-
ter centroids, or medoids, must be data points themselves. As such,
k-medoids clustering can be used to generate representative sub-
sets of a larger dataset. We note that k-medoids clustering is used
as a space-filling technique, with each medoid being representa-
tive of a subset of the chemical space. Selecting alloys at random,
on the other hand, would not guarantee a representative sampling
of the space, particularly under sparse sampling conditions [46,47].
SFEs were also calculated for these samples to obtain a broader set
of data throughout all fcc alloys in the composition space. In total,
SFE values were calculated for 498 compositions in the CoCrFeMn-
NiVAI space. Using this re-sampling scheme it was possible to ob-
tain a more representative sample of the fcc HEA space, while still
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focusing our model over what we considered was the feasible per-
formance region.

Fig. 2 visualizes the CALPHAD-predicted properties in the
CoCrFeMnNiV-Al system. The plots shown in Fig. 2 were created
via t-distributed stochastic neighbor embedding (t-SNE), a dimen-
sionality reduction technique that can embed the 7-dimensional
composition space into just two dimensions. In short, data points
that are close to one another in the high-dimensional space should
be close in the reduced space, but the conclusions drawn from the
embedding should be treated with caution due to the stochastic
nature of the process. Fig. 2a shows the t-SNE embedding of the
entire composition space. Note that compositions with majority el-
ements (>50 at.%) are grouped with like compositions and sepa-
rated from other majority elements, resulting in a near-hexagonal
distribution (there are only six possible majority elements as Al
content was kept below 10 at.%). In general, the (maximum pos-
sible) configurational entropy of compositions near the center of
this hexagon is higher than the entropy of compositions near the
edges.

The equilibrium mole fraction of fcc at 1073 K, ° as predicted
using computational thermodynamics (e.g., CALPHAD methods) for
467,228 compositions, can be seen in Fig. 2b. Unsurprisingly, trends
show a strong tendency to form fcc in compositions rich in Ni and
Co, as well as, to a lesser degree, Mn and Fe. In contrast, fcc is less
likely to form in V- and Cr-rich portions of the composition space.
These tendencies are in agreement with the equilibrium crystal
structures of the pure elements. Equilibrium solidification proper-
ties were calculated for the 36,294 compositions predicted to be
single-phase fcc and can be seen in Fig. 2¢ and d. The solidus tem-
peratures of most compositions are consistently above 1600 K, ex-
cept for Mn-rich compositions which are about 200 K lower. Simi-
larly, solidification ranges are mostly below 100 K, except for some
compositions with high Mn contents. Both of these observations
can be explained by Mn’s lower melting temperature (1246 K) in
comparison to Fe, Ni, and Co (1583 K, 1455 K, and 1495 K, re-
spectively). The Scheil solidification behavior was calculated for the
20,147 compositions with equilibrium solidus temperatures greater
than 1600 K and solidification ranges lower than 100 K and are vi-
sualized in Fig. 2e and f. There is a general trend for the solidus
temperature to be lower and the solidification range to be higher
as compositions move away from Fe, Ni, and Co. This can be ex-
plained by the similarity of the melting temperatures of those el-
ements and the difference in melting temperatures introduced by
the other potential alloying elements: Mn and Al with lower melt-
ing temperatures and V and Co with higher.

Even considering the uncertainties and likely inaccuracies of
the thermodynamic database used, it is evident from the analy-
sis above that the feasible HEA space, at least in the case of the fcc
“Cantor + VAI” region considered here, is very small relative to the
entire HEA space. This result runs counter to the conventional im-
plicit assumption as to the vastness of the HEA space but is in line
with what is known from other metal alloy systems: feasible alloys
tend to be located in very narrow composition ranges. Given the
considerable challenge in exploring the HEA space, though, such
“filtering” of the feasible space is necessary.

3. Density-functional theory calculations: stacking fault energy

Having selected a group of alloys that belonged to the feasible
region in the Cantor + V-Al space, their SFE was calculated as de-
scribed here. A stacking fault can be simply understood as the pla-
nar defect inserted in the -A-B-C-A-B-C-A- stacking sequence in a
face-centered cubic (fcc) crystal to -A-B-C|A-B-A-B|C-A-. Then, the
SFE corresponds to the energy difference between a crystal with
a stacking fault and the perfect fcc stacking sequence. There are
a number of approaches based on DFT methods that can be used
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Fig. 2. CALPHAD-predicted properties visualized across the CoCrFeMnNiV-Al composition space in two dimensions with t-distributed stochastic neighbor embedding (t-
SNE): a) the initial CALPHAD sampling of the restricted composition space (< 10 at.% Al) where compositions are color-coordinated based on majority element (> 50 at.%)
and color represents configuration entropy (Scons) for compositions without a majority element; b) the calculated equilibrium phase fraction of fcc at 1073 K (or 800 °C).
Backspace°Backspace equilibrium predicted c) solidus temperature and d) solidification range; and Scheil simulated e) solidus temperature and f) solidification range. The
numbers to the left of the figure represent the number of alloys that satisfied each successive constraint.

to calculate the SFE of crystals [27]. One of the most common ap-
proaches is to simply shear a crystal along the (111) plane in order
to calculate the GSFE, which corresponds to the ‘energy landscape’
seen by the crystal as it is being sheared. While implementation
of such calculation is relatively straightforward, the calculation of
SFE for alloys with arbitrary compositions is very challenging. Al-
loy disorder in finite crystals (under periodic boundary conditions)
can be simulated using SQSsBackspace [48] or equivalent rapid op-
timization using Super-Cell Random APproximates [49]. A major
challenge associated with the use of SQS-type methods is that it
is very difficult to design periodic supercells with arbitrary alloy
compositions. Even when done, it comes at the cost of generating
large supercells that are extremely costly to simulate within DFT.
Even when supercells of the target chemistry are designed, how-
ever, explicit shearing of small SQSs have already been shown to
result in significant variance in the computed SFE due to the very
strong dependence of the energetics of a given crystal on the local
chemical composition along the stacking fault plane [23].

To avoid this roadblock, we used instead the axial next-nearest-
neighbor Ising (ANNNI) model [50,51] to calculate the SFE of se-
lected alloys, as in Fig. 3. In the ANNNI model with pairwise
(Ising) interactions, the stacking sequence can be modeled as a
one-dimensional crystal, whose energetics are governed by pair
interactions of extended ranges. After mapping the stacking se-
quence along directions normal to the (111) plane in face-centered-
cubic (fcc; ...A:B:C:A...), hexagonal closed-packed (hcp; ...A:
B:A:B...), and double hexagonal closed-packed (dhcp; ...A:B:
A :C...)crystals, the (intrinsic) SFE can be computed using the an-
alytic energy-difference expression:

Vlls\ll-‘\ml = (Ehcp + 2Eqnep — 3Efcc)/As (1)

where A is the stacking fault area along the (111) fcc plane. Calcu-
lated from DFT, Epcp, Egpcp, and Ej . correspond to the total energy-
per-atom in each crystal structure with a configurational aver-
age over atomic configurations The total energy in ANNNI model
SFE expression (Eq. (1)) was calculated directly using the DFT-
based electronic-structure Green’s function method (DFT-KKR-CPA)
for disordered alloys [52-57]| that averages over the infinite set of
environments within a single-site approximation for a given struc-
ture (e.g., fcc, hep, or dhep) during the DFT charge self-consistency.
We used spin-polarized setting in all our calculations due to pres-

(a) (©)

FCC - .WA:B:C...
(b)

HCP-...A:B... DHCP-...A:B:A:.C...

Fig. 3. a) Primitive cells of fcc (.. A:B:C...), hcp (.. A:B..), and dhcp(... A:B:A:C...)
unit cells used for total energy calculations to estimate stacking-fault energy in the
ANNNI model.

ence of magnetic elements (Fe, Co, Cr, Ni, Mn) in HEAs. (This is in
contrast to an SQS that has a single configuration in a finite cell).
In addition, providing an independent validation, the DFT-KKR-CPA
can also address any defected crystal structure. So, similar to that
for elemental metals, a direct SFE estimate is

ylgi-‘rea = (ESF - Efcc)/As (2)

where configurational averaging is performed for 1-atom fcc and
an 11-atom intrinsic SF cell (i.e., 11 (111)-layers), rather than 2-
atom hcp and 4-atom dhcp for an ANNI model estimate.

The KKR-CPA Green'’s function technique is a fully variational,
exact DFT method, unlike historical tight-binding versions, and
it can be extended beyond single-site average, if needed, using
a cluster generalization of the CPA [58]. The KKR-CPA has been
used to explore quantitatively numerous phenomena in chemi-
cally complex Backspacesolid-solutions, including quantum critical
points [59], vacancy-mediated phase selection [60], and SFE varia-
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tion in martensitic transformations in multi-principal-element al-
loys [61,62]. In brief, the KKR-CPA permits the structural defect
to be added to the crystal structure and then concomitantly with
the DFT charge self-consistency an average is performed simulta-
neously over all configurations - not just for one selected configu-
ration as in SQS supercell methods. When modeling alloy disorder,
the KKR-CPA approach is better than the DFT + SQS technique be-
cause the former can account for arbitrary chemical compositions
in a self-consistent manner, whereas the composition resolution
in SQS-based random alloy is limited by the size of the supercell
used.

The Perdew-Burke-Ernzerhof (PBE) exchange-correlation func-
tional was included through 1ibXC libraries [63,64]. The
Monkhorst-Pack k-point method was used for the Brillouin zone
(BZ) integration [65]. K-meshes of 18 x 18 x 18, 18 x 18 x 6, and
18 x 18 x 6 dimensions were used to calculate the properties of
the fcc, hep, and dhcp phases. The Birch-Murnaghan equation of
state was employed to fit the energy-volume of fcc, hcp, and dhcp
phases to determine their equilibrium lattice constants [66]. The
ideal c/a ratio in the hcp phase was used in all calculations—this
simplification can be relaxed by minimizing the crystal energies
of hcp cells with respect to c/a ratio, but this would significantly
increase the cost of the computational workflow with only a mini-
mum gain in accuracy. Such an accuracy gain would be eclipsed by
the uncertaity in the resulting ML models.

Validation of SFE. To validate DFT-predicted SFEs, we calcu-
lated the SFE of some metals and alloys for which the SFE
has been determined experimentally, such as Al, Ni, austenitic
steel, and Fe-Mn-Co-Cr-based HEAs. In the case of elemen-
tal solids Ni and Al, the DFT-predicted SFE are 130 r‘:—% and

136 r% respectively, in good agreement with experimental val-

ues of Al (120-130 2} [67,68]) and Ni (125 2 [69]). The SFE
for FeyoMnygCo1oCryg solid-solution alloy has been estimated as
17 +4 n% [61,70], in good agreement with our predicted ANNI

model (Eq. (1)) value of 22.2 n% and our direct SFE (Eq. (2) valida-

tion) value of 22.3 ﬂ% Ausenitic steels in the Fe-Mn-AI-Si system
have been investigated extensively, with a number of experimen-
tal determinations of their SFE [19]. Here, we focused on the Fe-
24.7Mn-2.66A1-2.92Si alloy for which Pierce et al. measured a SFE
of 16 +4 mrrl‘]‘—%]/m2 [71]. Similarly for equiatomic NiCoCr, ANNNI

estimated SFE (20.7 r% from Eq. (1) was found in good agree-
ment with direct DFT SFE (18.5 [r:—% from Eq. (2)) and experiments

(22+5 %) [25]. From this limited comparison, we estimate that
the discrepancy between our DFT-predicted SFEs and what is mea-
sured experimentally — noting again that only positive SFEs can be
inferred experimentally - is within ~ 4 n%

ANNI-based SFE prediction Fig. 4a shows the calculated SFE of
the 498 compositions chosen to represent fcc-forming alloys in the
CoCrFeMnNiVAI composition space. Fig. 4b-e display the same SFE
values against each of the four elements that appear as a majority
in at least one of the fcc compositions. SFE exhibits a positive cor-
relation with Mn and Ni, while the correlation is negative in the
case of Fe or Co. The two strongest composition correlations are
associated with Ni and Co. As discussed in the introduction, these
results are supported by the work of Zaddach et al. [13] in the case
of Ni and Liu et al. [9] in the case of Co; both relationships can be
largely explained by each element’s tendency to form fcc (Ni) or
hcp (Co). Fig. 4f plots SFE against the (maximum possible) config-
urational entropy of each composition (Seonr = — > i X; Inx;). Un-
surprisingly, no significant trend can be observed as there is no
plausible connection between compositional complexity (indicated
by this maximum configurational entropy) and SFE. Note that the
tendency of SFE to be less extreme (not too positive or too neg-
ative) as configurational entropy increases is simply the result of
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the cancellation of effects as the negative or positive contributions
by Ni, Co or other constituents interfere with each other.

3.1. Electronic origin of low and high SFE

As mentioned above, the SFE is a crucial quantity that links
macroscopic mechanical properties such as twinning induced plas-
ticity (TWIP) or transformation induced plasticity (TRIP) to atomic
configurations in a crystal. Therefore, it would be interesting to un-
derstand the electronic-structure origin of high or low SFEs in ran-
domly disordered HEAs. We plot the total density of states (DOS)
for fcc/hcp HEA compositions in Fig. 5 selected from three extreme
SFE zones, i.e., high (+30 n’%), zero (0 n’%), and low (—30 rr:—%). The
DFT-KKR-CPA results provide an ab initio description of disorder ef-
fects on the underlying configurationally-averaged electronic struc-
ture that directly relates to change in planar fault energy, i.e., SFE.
Both structure and number of electronic states at the Fermi en-
ergy Er have been discussed in previous work [72] relating them to
structural as well energy stability. When talking about electronic-
structure, the presence of a pseudo gap (a valley near Ef in density
of states) is an indication for structural as well as chemical stability
of an alloy [72]. This stability can in turn originate from multiple
electronic mechanisms, such as resonance among d-states of al-
loying elements, charge transfer, and/or electronic state hybridiza-
tion [73,74].

Hume-Rothery, based on empirical reasons, suggested that al-
loys with smaller conduction band width should have higher sta-
bility, as a narrower width suggests higher filling, therefore, in-
creased stability [75]. However, this should be seen together with
idea of a pseudo-gap in the DOS, since even for filled conduction
bands, metastability can arise if the DOS has a peak at Eg [72].
While scanning total DOS with high (+30 ;‘%) to zero (0 rﬁ%) to
low (=30 mﬂg) SFE, we also observe that the width of the conduc-
tion band of fcc phase in Fig. 5 slowly increases for positive-to-
zero SFE and it doubles for negative (low) SFE. For example, the
total DOS in Fig. 5a and b in the case of the high SFE (+30 n“:%) al-
loy shows an increased disorder-induced broadening in fcc relative
to hcp due to an increased charge sharing among the states near
Fermi energy (Er) in fcc. Our charge analysis further suggests that
Fe/MnCr/V/Al in the fcc phase lose electrons (e~ ~ 0.0015) com-
pared to hcp, whereas the Co in fcc phase gains charge (~ —0.0124
e~) compared to hcp (Ni remains almost neutral because of its
filled d-state).

This analysis also agrees well with the stability of all three
phases where the formation energy difference of the fcc phase,
when compared to hcp phase, goes positive, i.e., AE%:;‘CP =
—1 mRy, 0.02 mRy, +10 mRy. Eberhart et al. found that DOS struc-
ture at Er is also related to mechanical behavior, e.g., higher self-
diffusion for higher DOS at Er was found to lower creep and sug-
gested to enhance ductility of disorder alloys [76]. Furthermore,
Collings et al. showed that if Er collides with a pseudo-gap, it in-
creases stiffness in lattice (due to d-state band-filling) and this im-
proves the elastic moduli [77]. For multi-principal element alloys,
we show that the electronic structure (density of states) also re-
lates with the planar-defect energy of fcc alloys.

4. Machine-learning models for SFE

Even though the ANNNI-based approach in Section 3 used to
calculate the SFE is less expensive than an explicit calculation of
the GSFE, calculating this quantity for the ~5000 alloys deemed
feasible in Section 2 would have been computationally costly.
Moreover, relying on explicit calculation of SFE (using any DFT-
based approach) would have precluded us from exploring wide re-
gions of the chemical space. To facilitate the use of SFE as an alloy
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the signature of low/zero/high SFE through change in structure of electronic-states at Er.

design parameter, we thus proceeded to generate machine-learning
(ML) models capable of connecting alloy chemistry to SFEs.

4.1. Featurization

Two distinct feature sets could be used to train models of SFE:
one based purely on the elemental composition of the alloys and
another selected from material properties estimated from those of
the pure elements. Using composition as a feature set is a natu-
ral analogy to the DFT calculations, as composition was the only
varied input when calculating SFE. Composition is also likely to be
used to query surrogate models in an alloy design scheme, as new
compositions are tested for targeted SFEs. However, using mate-
rial properties as features has several advantages over using com-
position directly. Firstly, SFE might be more correlated with cer-
tain intrinsic properties than with composition, meaning that fea-
tures based on properties might lead to more accurate models. Ab-
stracting features to elemental properties also enables the model
to potentially predict SFEs for compositions outside the original
CoCrFeMnNiVAIl composition space. While extrapolating to compo-
sitions far outside the training space might be inaccurate, accurate
predictions might still be possible for alloys that contain only small
amounts of elements that were not included in the training data.
Lastly, models based on material properties could provide some in-
sight on the underlying relationships between basic intrinsic mate-

rial properties and SFE. For these reasons, property-based features
were selected to train the surrogate models.

The process of selecting material properties as model features
began with determining 17 elemental material properties that can
be easily estimated for arbitrary compositions as a function of pure
element properties and are likely correlated with SFE. These ele-
mental properties include various simple atomic, electronic, struc-
tural, and elastic properties as well as properties more specifi-
cally tied to SFE.Backspace SF. Basic atomic properties include the
atomic weight, the density, the atomic planar density, metallic ra-
dius, melting point, specific heat, and the total number of elec-
trons. Other electronic properties like the number of valence elec-
trons, ionization energy, Pauling and Allen electronegativies were
also considered as well as structural properties like the shear mod-
ulus and elastic constants (Cy1, Co, C’). Lastly, the total energy dif-
ference (i.e. lattice stability) between the HCP and FCC structures
(Ehep-fecy was considered, given the importance of this phase tran-
sition to stacking fault formation. Pure element values of Ehcp-fec
were obtained from Wang et al. [78], who employed DFT (using
VASP with PAW-GGA potential), as well as the Scientific Group
Thermodata Europe (SGTE) [79] which used CALPHAD methods to
estimate the lattice stability between hcp and fcc phases.

The initial set of 17 pure element properties were mapped into
features by computing the compositionally-weighted mean (avg)
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and variance (var) for each property:

n

1
n
YiXii5

Pavg = XiP, (3)

1 n
n
Zi:l X i=1

where x; is the composition of element i in an n-component alloy
and P is the value of the arbitrary property P for the pure element
i. Subsets of the resulting 34 features were used to train each of
the surrogate models, as described below.

xi (P - Pavg)zv (4)

Pvar =

4.2. Machine learning: GPR and SVR

4.2.1. Model descriptions

Surrogate models of the DFT-calculated SFEs were created us-
ing a variety of regression modeling techniques. Each technique
employs machine-learning so that surrogate models would be fast
to evaluate, but also reasonably accurate over a broad 7-element
composition space with only about 500 training points.

The first technique employed is Gaussian Process Regression
(GPR). One advantage of this technique is that it generally interpo-
lates between, and is fit exactly to, the training points. This behav-
ior is desired in surrogate modeling as the high fidelity model—
DFT in this case—can be treated as ground truth and trusted to
not possess aleatoric uncertainty. Furthermore, Gaussian process
models produce an uncertainty estimate that scales with distance
from the training points—i.e. the largest uncertainty in the predic-
tions corresponds to regions in the design space furthest from the
sampled points—, enabling uncertainty quantification in future design
endeavors that employ the surrogate model. Such predicted uncer-
tainty can also be used to construct experiment utility functions
in closed-loop Bayesian Optimization (BO) schemes for materials
discovery and optimization [80-83]. Three kernels were tried and
compared to arrive at a best model: Radial Basis Function (RBF),
Matérn, and Rational Quadratic. The Matern kernel is a generaliza-
tion of RBF with an additional parameter to vary function smooth-
ness. The Rational Quadratic kernel is another derivative of RBF
and combines an infinite sum of RBF kernels via a scale mixture
parameter. Both of these kernels are less prone to sample bias than
RBF as they are less smooth and can adjust smoothness in over-
sampled areas of the space.

In addition, Support Vector Regression (SVR) was used to train
models given its own unique benefits. While Gaussian Processes
use all training data in the final model, Support Vector models use
only a subset of training data-i.e. support vectors—in the ultimate
regression model. This makes SVR models more memory-efficient
and less susceptible to sampling biases in the training data. How-
ever, uncertainty quantification is less straightforward with such
models. Three kernels were also tried and compared to arrive at a
best SVR: Radial Basis Function (RBF), polynomial, and linear.

4.2.2. Feature selection

A set of 34 property-based features were downselected to re-
duce the dimensionality of the input space. This feature selection
process began by rescaling each feature from O to 1. Then, the Mu-
tual Information (I) [84] was calculated between the DFT-predicted
SFE and each feature. Unlike the Pearson correlation coefficient,
mutual information can capture relationships between variables
beyond those that are strictly linear. Features were then ranked in
descending order of I. Features with the highest I had the strongest
correlation with SFE and were thus most likely to be informative
to an SFE model. The pairwise correlation coefficients of all 34 fea-
tures were also calculated to identify potential redundancies. The
final feature set was obtained by first using k-medoids clustering
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Fig. 6. Matrices displaying pairwise (a) Pearson correlation coefficients and (b) mu-
tual information between the six selected model features and SFE.

[85] to identify 200 compositions that were evenly spread across
the training set. The 34 property-based features at these compo-
sitions were then sorted by descending I with SFE. Features were
then chosen by descending I, as long as they did not have an ab-
solute correlation coefficient higher than 0.5 with an already chosen
feature.

With this process, the chosen features were ensured to have
strong correlation with SFE, while also remaining marginally inde-
pendent from each other. In contrast, feature selection based exclu-
sively on rank-ordering mutual information scores would have re-
sulted in a poorly predictive model as its effective dimensionality
would have been significantly reduced. The final six chosen fea-
tures were the specific heat average (cp,avg), the variance in Pauling
and Allen electronegativities (Xpauling,var a0d Xallen,var)> the average

CALPHAD-predicted lattice stability (E;‘é#Ef;cvg) the average elastic
constant in the 11 direction (Ciq avg) and the average atomic mass
(Matomic, avg)- Fig. 6 shows the pairwise correlation and mutual in-
formation matrices with the chosen features and SFE. The aver-
age specific heat (cpavg) and variance in Pauling electronegativity
(XPauling,var) Doth have correlation coefficients higher than 0.5 with
SFE and have the highest MI values with SFE. The selected fea-
tures are also more independent than required by the selection
process, as no feature pair within the selected subset has a cor-
relation higher than 0.5
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4.2.3. Model training and validation

Before training any model, SFE values were scaled by the over-
all minimum and maximum values of the training set so that the
scaled values ranged between O and 1. Property-based features
were also rescaled, while composition features naturally fall within
the desired range.

The (lack of) diversity in the training set was of particular con-
cern when training the machine-learning surrogates due to the im-
balanced spread of training points in the composition space. The
imbalance arises because a large majority of the training points
(398 compositions) came from those fcc alloys that satisfied the
solidification conditions relevant to high temperature (HT) appli-
cations (about 15% of all fcc alloys). The remaining 100 composi-
tions were taken from the roughly 85% of fcc alloys that did not
meet HT constraints. Such an imbalanced training set could nega-
tively affect the accuracy of the models in the undersampled re-
gions. To address the issue, k-medoids clustering was applied to
the selected feature space, over the entirety of the fcc alloy space, to
choose more representative subsets, irrespective of the number of
alloys belonging to each class (HT vs. non-HT fcc alloys). The num-
ber of medoids chosen (i.e., the value of k) was varied to determine
which subset size produced the best model.

Models were validated by computing two sets of error met-
rics: a test error and a cross-validated (CV) error. The test set er-
ror was computed by testing the trained model on all data points
not used for training (i.e., those not chosen to be medoids). The
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also tested against data points that were not chosen as medoids (Test Data).

cross-validated error was calculated by performing 10-fold cross-
validation on the training set (i.e. the chosen medoids). Total errors
were calculated on the combined test and cross-validated resid-
uals. Hyperparameters for the Support Vector models were op-
timized with a single independent cross-validated Bayesian opti-
mization. Because the k-medoids algorithm and the models them-
selves rely on stochastic initializations, the training process for all
models was repeated ten times with different random seeds.

For all cases, the models with the highest total R? at the value
of k (i.e. size of training set) with the highest average total R? were
chosen to be the best models for each technique. Of the three ker-
nels tested for GPRs, the Matérn kernel produced the most con-
sistent results and the best model with a Total R? of 0.939 at a
training size of 320 medoids. The Rational Quadratic Kernel pro-
duced similar results with a best Total R? of 0.927 at a training
size of also 320 medoids. However, the accuracy of the RBF ker-
nel reduced with sample size and produced a best Total R? of only
0.863 at a training size of 180 medoids. The susceptibility of the
GPR trained with the RBF kernel to sample bias is likely due to
its smoothness , and this is discussed further in Appendix C. In
contrast, the RBF kernel exhibited the best overall accuracy for the
SVRs with a Total R? of 0.926 at a training size of 400 medoids.
This was significantly better than the polynomial and linear ker-
nels with best Total R%’s of 0.874 and 0.615, respectively. The SVR
with the RBF kernel was less susceptible than the GPR counterpart
to sample bias because SVRs seek to keep the residuals of all train-
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ing data below a specified threshold, which reduces the tendency
to sacrifice residuals on the minority of data for improved perfor-
mance on the majority.

Fig. 7 displays the coefficient of determination, R%, of the
trained Gaussian Process Regressors (Matérn kernel) and Support
Vector Regressors (RBF kernel) as a function of the number of
medoids or data points in the training set for all ten random runs.
Fig. 7 also depicts the uncertainty due to random seeding (i.e. the
random selection of training data via k-medoids) via 95% confi-
dence intervals. Note that the uncertainty is much higher with a
smaller number of medoids. The uncertainty in the both models
reduces to be very small as the number of medoids increases to
the maximum.

Fig. 8 displays the predictions of SFE against their actual values
for the best GPR and SVR. The best GPR used the (Matérn kernel)
and was trained with 320 medoids: 222 from the 398 HT com-
positions and 98 from the 100 non-HT fcc compositions. Mean-
while, the best SVR used the RBF kernel and was trained with
400 medoids: 300 of the 398 HT compositions and all 100 of the
other fcc compositions. Both the GPR and SVR achieved similar
Root Mean Square Errors (RMSEs) of 22.6 and 24.8 rrn"—% respectively.

4.3. Machine learning: SISSO

While the models developed in Section 4.2 are useful to nav-
igate the chemistry-SFE space in fcc alloys, it may also be useful
to generate models that are easier to evaluate and disseminate. To
address this issue, the Sure Independence Screening and Sparsifying
Operator (SISSO) [86] technique was used. In short, SISSO provides
the means to generate vast feature spaces derived from primary
features by combining features with predefined operators. Opti-
mal feature subsets are selected by Sure Independent Screening
[87], together with sparse operators such as Least-Absolute Shrink-
age and Selection Operator (LASSO) [88] and lp-norm regularized
minimization. SISSO thus allows the generation of analytical mod-
els that are potentially more interpretable and communicable than
traditional machine-learning models. Moreover, such models can

also be used to extract information on feature importance or re-
lationships between features.

For the SISSO model, we used as primary features all 34 ele-
mental properties and instead of applying feature selection as in
the previous models, a feature space construction using the oper-
ator set: [+, — =1 %2,3,9% In"1 ] which is applied two times
recursively, and resulted in a space with a final size of 391,743 fea-
tures.

Four iterations were implemented, for each one, Sure Indepen-
dence Screening (SIS) selected a subspace of 100, this selected fea-
ture subspace is cumulative and grows in steps of 100 each itera-
tion. SIS finds the more correlated features to the SFE value at the
first iteration, and to the residual of the previously chosen model.
At every subspace step, using RMSE as the error metric, the best
model is found by the Sparsifying Operator (lp-norm regularized
minimization) which returns an analytical linear equation of re-
spective dimension (1D, 2D, 3D, 4D). The analytical model obtained
from a SISSO implementation in all the training data is shown in
Egs. (5) and (6), it achieves a coefficient of determination in the
test data of 0.76 and 0.73, both of which are lower than the GPR
and SVR models. Nevertheless, the accessibility of these equations
represents an easier approach to quickly estimate the SFE for an al-
loy of arbitrary composition, within the CoCrFeMnNiVAI chemical
space. These models appear to be consistent along all SFE calcu-
lated values. Error is comparable in the average SFE values as well
as in the lower and upper boundaries for the training set. However,
error in prediction has a slight positive correlation with Fe con-
tent (0.35), and a negative one with Ni (—0.29) in comparison to
the rest of the concentrations: Mn (0.05), Co (-0.02), Cr (0.00), V
(0.14) and Al (—0.17). The features building this descriptor have sig-
nificance for the estimation of SFE. Feature consistency is studied
by analyzing 10 different analytical models from the 10-fold cross-
validation—each model fit is done with different training sets ini-
tialized randomly. The frequency with which the original features
are present in a coordinate of all dimensions up to 4D descriptors
is shown in Fig. 9.
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Fig. 10. The SISSO trained (a) 3D, and (b) 4D descriptors were used to train and
test the medoid chosen dataset.

As shown in Fig. 10 the 3D descriptor has a lower test error
than that of the 4D descriptor, and while the error in the training
set is higher than the higher-dimensional descriptors, the overall
coefficient of determination is higher for the 3D descriptor. While
this may indicate overfitting at a higher dimension (more complex)
model, a further 10-fold cross-validation indicates that the 4D de-
scriptors are performing better than the 3D ones on the medoid-
chosen training set. That rises confidence in the final 4D descrip-
tor for compositions further away from the clustering the chosen
medoids.

SISSO returns the highest correlated feature to SFE as the first
dimension, and from Fig. 9, we show that this descriptor is al-
ways one including VECyqar, VECayg and Iy yqr. This may indicate that
while valance electrons are an important property for elastic prop-
erties, as it has been proven before [89,90], this property can be
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of more significance when damped by an energetic value such as
the ionization energy. This analysis can be done for the rest of the
coordinates in all the descriptors, while they are presented as in-
dividual features, their real value is brought by the combination of
primary features they are in. At higher dimensions, the frequency
of appearance of these features lowers and features such as the
average of heat capacities, and the Pauling and Allen electronega-
tivities variances appear in both the SISSO model and the feature
selection, in addition to some features not chosen previously like
the lattice stability calculated by DFT, and the elastic constant C’.
= —3.155 x 103 + 1.463 x 10211 ngCf, g
~2.972 x 1072 (Ci1 aug — Crvvar) (Epgiy )

hep-f
+3.110 x 101Cl//arEséggi:yg(XAllen.avg XPauling,avg)

YisF
(5)

Yiss =4.777 x 10° + —1.609 x 10? (I avg + I1.var) Cp tug

+7.336 x 10411_11;arXPuuling,var;0A var (6)
+2.041 x 107 (Clyg + Cr2.var) (E‘;;g,fggg)
+1.552 x 10° (XAllen,aug XPauling, avg)EpA‘E)vfglc,gpA var

While we did not use the models represented in either
Egs. (5) and (6) in our exploration of the fcc HEA design space,
as mentioned above, such an analytical expression is quite con-
venient for implementation in other alloy design tools. Moreover,
the physical features detected by the SISSO fitting process as being
important can potentially be used to guide further exploration of
the underlying physics controlling SFE in this alloy class. Satisfac-
torily, both SISSO and traditional ML regression models agree that
the (extrapolated) lattice stability (or free energy difference) be-
tween fcc and hcp structures should be important in determining
the SFE. At the same time, electronic effects (such as VEC) should
be important in accounting for subtle alloying effects on SFE.

5. Overcoming the strength-ductility trade-off through SFE
engineering

The primary advantage of a faster surrogate model is the oppor-
tunity afforded to the design process itself. Such fast models allow
one to expand the number of evaluated designs by several orders
of magnitude. If the models are fast enough, predictions—reliable
up to the precision of these fast models—can be made from a
dense sampling of the entire design space. In the current work, for
example, 36,294 compositions have been identified as fcc at 1073
K ° and represent such a dense sampling. Although DFT methods
were used to calculate the SFE of only 498 of these compositions,
the regression models trained on this data can be used to predict
the SFE of the remaining compositions and evaluate their value as
potential designs. A prevailing theme among the current state-of-
the-art in HEA design is the maximization of both strength and
ductility. These quantities are complex properties that depend on
a variety of mechanisms at multiple scales, but both can be ap-
proximated by more achievable metrics.

As discussed above, the SFE (y4sp) can be used to predict, or at
least infer, the likely deformation mechanisms and therefore con-
tributors to the ductility of an fcc alloy. An SFE value of around
20 mj has been shown to be the most likely to produce favor-
able deformatlon mechanisms like TRIP and TWIP [19]. This SFE
value has also been estimated in HEAs that exhibit TWIP/TRIP be-
havior [91,92]. The closer alloys are to this target value, the more
likely they are to activate additional plasticity mechanisms and in-
crease their ductility, potentially overcoming the strength-ductility
trade-off. While SFE plays a role in the plastic deformation mech-
anisms of a given alloy, its baseline resistance to deformation is
ultimately controlled by its intrinsic strength. The investigation of
the strength-ductility trade-off would then require the additional
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Fig. 11. (a) Alloys plotted in a multi-objective space between solid-solution strength (Eq. (7)) and the distance to an SFE target of 20 “1'1‘—% (logarithmic axis) for alloys
simulated with DFT. (b-c) The same objective space as predicted by the best support vector regressor for (b) high temperature alloys that satisfied the Scheil conditions in
Fig. 2 and (c) all alloys predicted to be FCC at 1073 K. °. Non-dominated points on the Pareto frontier are highlighted in each plot.

use of a fast-acting model capable of predicting the strength of a
given alloy as a function of composition.

Recently, Oh et al. introduced a model for the solid-solution
strengthening in fcc HEAs and verified its accuracy for the Can-
tor alloy and related systems [36]. Their model assumes that the
intrinsic strength in fcc transition metal HEAs depends on hetero-
geneous internal "pressure” fields ultimately associated to the het-
erogeneous charge transfer between dissimilar constituents in the
alloy. While the analysis of such charge transfer contribution to
strength would require highly sophisticated quantum mechanical
calculations based on DFT, Oh et al. found that they could corre-
late the heterogeneous local charge transfer with the variance in
the electronegativity of the alloy constituents. As shown in Eq. (7),
the modeled strength [MPa] depends only on the composition-
weighted variance in Allen electronegativity, which is trivial to cal-
culate for an arbitrary composition and was (incidentally already
included in the surrogate model training as a property-based fea-
ture.

Oss = 429:?’)(Allen, var T 84 [MP&] (7)

Although strength and ductility are commonly contradictory
properties in complex alloys, solid-solution strength and SFE can
be used to visualize this trade-off and identify alloys that push the
boundaries of the state-of-the-art intrinsic strength and ductility.
In this case, we use the distance from SFE 20 ™ as the surrogate
for the plasticity-enhancing twinning deformation mechanism. We
would like to note that other SFE targets could potentially be used,
depending on the desired plastic deformation mechanism. Since
our trained model(s) are capable of predicting SFEs over the en-
tire range (from negative to positive values), possible targets in-
clude TWIP, TRIP, TWIP/TRIP deformation mechanisms. We note
that even the micro-faulting mechanism due to negative intrinsic
SFE recently reported by Wei and Tasan [93] can potentially be a
target for our multi-objective optimization.

The trade-off surface of a multi-objective design problem is
known as a Pareto frontier. Points along this frontier are referred
to as non-dominated, meaning that no other point offers improve-
ment in at least one direction/objective. Fig. 11a shows the calcu-
lated SFE (in reference to a target of 20 rrn“—%) plotted against the
solid-solution strength, using the model by Oh et al. of the orig-
inal 498 compositions simulated via DFT. The lower right surface
of this plot represents the Pareto frontier of the most promising
alloys: those nearest the desired SFE and with the highest pre-
dicted strength. Eleven compositions in the original dataset are
non-dominated, meaning no other composition has both a higher
strength and an SFE closer to the target. Of these, four have a ma-
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jority constituent element (three Ni and one Cr) and eight have Ni
concentrations greater than 40 at.%.

To expand the Pareto frontier of potential alloys, the best sup-
port vector regressor that was trained on the 498 DFT calculations
was used to predict the SFE of the 5739 alloys suitable for high
temperature applications (i.e. those that satisfied the Scheil con-
straints in Fig. 2). The predicted SFE (in reference to the target)
and solid solution strength are visualized in Fig. 11b. Of these po-
tential high temperature alloys, 235 are not dominated by the orig-
inal DFT model, meaning the SVR model of SFE was able to identify
over 200 alloys that are more likely to push the boundaries of the
known property space. Furthermore, the SVR model was applied to
all 36,294 alloys predicted to be FCC at 1073 K, °© which provides
a thorough representation of the FCC region in the CoCrFeMnNiV-
Al space. Fig. 11c visualizes the strength-ductility property space
for this set. By using the SVR on this expanded set, an additional
2089 alloys were discovered that are not dominated by the origi-
nal DFT data. The new Pareto front consists of 22 non-dominated
compositions. As shown in Fig. 11c, the predicted strength of this
new expanded front is 100 MPa higher than the original front in
regions close to the target SFE. The compositions on or near this
front represent candidate alloys that are most likely to produce the
desired deformation mechanisms, increasing their ductility, while
also exhibiting high intrinsic strength. A list of such alloys, as well
as some predicted properties can be found in the appendix.

Table 1 lists the ten compositions with the highest predicted
solid solution strength (Eq. (7)) and predicted SFEs between 15 and
25 rrn"—% in the high-temperature set (solidus temperature greater
than 1600 K and solidification range below 100 K). These alloys
and other alloys in the updated Pareto frontier are a significant re-
sult as these new potential targets for further investigation consti-
tute true predictions resulting from the combination of two rea-
sonably accurate fast-acting models. Moreover, these alloys corre-
spond to compositions that already pass a number of stringent but
reasonable performance constraints that are ultimately unavoid-
able if one is interested in the design of optimal and feasible fcc
HEAs. While the present analysis has been limited to a very nar-
row target for the value of SFE (20 %), we would like to point out
that a similar analysis could be carried out to identify alloys with
SFEs arbitrarily close to any other value, from negative to positive,
in turn corresponding to different potential dominant plastic de-
formation mechanisms. Identification of such alloys could enable a
more efficient exploration of the fcc HEA space. More importantly,
designing alloys with a specific SFE that also have a reasonable
probability of being synthesizable could enable a more systematic
study of the 'plastic deformation landscape’ in fcc HEAs.
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Table 1
Sample of compositions suggested for further investigation.
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Co[at%] Crlat%] Felat%] Mn[at%] Nilat%] V[at%] Al[at%] Sen:  Predicted oss [MPa]  Predicted yise [m]/m?]
8.7% 0.0% 24.0% 0.2% 51.2% 13.2% 2.7% 128 592 241
17.5% 9.1% 16.5% 0.5% 45.0% 9.7% 1.6% 1.50 572 18.1
20.3% 27.3% 3.0% 0.5% 43.4% 4.2% 1.2% 136 567 18.6
12.4% 1.7% 23.7% 0.7% 48.3% 11.6% 1.5% 137 567 20.8
26.4% 18.6% 2.7% 0.3% 41.9% 4.7% 5.4% 144 567 24.8
16.4% 8.8% 19.0% 0.4% 43.4% 8.9% 3.2% 1.53 566 21.0
8.8% 0.5% 19.5% 0.1% 58.7% 11.9% 0.4% 1.16 566 224
16.1% 4.9% 22.3% 0.2% 42.9% 9.7% 3.9% 1.50 565 16.7
22.7% 18.0% 4.6% 0.2% 46.2% 5.5% 2.8% 142 562 17.0
14.7% 1.5% 21.4% 0.4% 48.5% 10.4% 3.2% 139 561 24.0

6. Summary and Conclusions

The SFE is an intrinsic alloy feature that is tightly coupled to the
mode of plastic deformation of fcc alloys. It is by activating plastic
deformation mechanisms in addition to slip that it is possible to
overcome the strength-ductility trade-off that constrains the per-
formance space in structural materials. Here we focused on devel-
oping tools for a more systematic investigation of the composition
dependence of the SFE in fcc high-entropy alloys (HEAs), with the
major theme being “design for specific plastic deformation mech-
anisms”. A major obstacle to the use of SFE in alloy performance
optimization is that its estimation is exceedingly computationally
costly in most theoretical approaches. Estimating SFE using experi-
mental means is even more challenging, and in some cases limited
by the bias in the models ultimately used to interpret experiments
and infer the value for this intrinsic material property. The lack of
accurate means to estimate SFE of arbitrary compositions implies
that this very important alloying indicator is mostly used to ratio-
nalize the observed behavior of alloys under mechanical deforma-
tion, rather than as a ‘design metric’ amenable to optimization.

In this work, we seek to bridge the existing gap in the sci-
entific community focused on HEA development by investigat-
ing the dependence of chemistry on the intrinsic SFE in the
fcc CoCrFeMnNiV-Al HEA space. Given the vast chemical space,
we filtered much of the available space by first carrying out a
CALPHAD-based exhaustive search, focused on identifying feasible
regions in this six-dimensional space corresponding to alloys with
some probability of being synthesizable and with reasonable phase
stability characteristics. We then employed reliable first-principles
DFT-based estimates of SFE within the axial next-nearest-neighbor
Ising (ANNNI) formalism, and confirmed these estimates by direct
SFE calculations. This approach provides accurate predictions for
SFE (as compared with scarce experimental inferences) without the
considerable uncertainty involved in explicit calculations of the GS-
FES. The DFT-estimated SFEs constitute, to the best of our knowl-
edge, the largest dataset for SFE in fcc HEAs. From this dataset, we
developed an accurate and easy to evaluate machine-learning (ML)
models, including a fully analytical expression for SFE as a function
of alloy features developed through the SISSO framework.

These ML models in materials science are not useful without
the opportunity to deploy them to optimize a materials (design)
space. We thus proceeded to combine the SFE models with equally
easy-to-deploy physics-based models for intrinsic strength to ex-
plore the Pareto front of the strength-ductility trade-off. Our anal-
ysis shows that the deployment of models for SFE and for strength
resulted in candidate alloys about 100 MPa stronger than what
could have been inferred by simply focusing on alloys investi-
gated explicitly through DFT methods, illustrating the usefulness
of the ML-assisted approach. The examination of the Pareto front
also shows that there is no strong correlation between strength
and SFE. This finding is significant as it implies that it is po-
tentially possible to design feasible fcc HEAs with specific intrin-
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sic strength levels and dominant plastic deformation mechanisms.
This approach also provides more freedom in the design of fcc
HEAs with additional performance requirements, other than those
considered here.
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DFT-calculated stacking fault energies for 498 compositions and
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Appendix A. Visualization of top property-based features
Fig. 12 displays the property-based features with the high-

est mutual information with SFE. Most of the top perform-
ing features have positive correlations. Note that the outlying
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Fig. 12. The ten property-based features with the highest mutual information (I) with stacking fault energy plotted against stacking fault energy. Above each plot is the

corresponding mutual information and Pearson correlation coefficient (p) between the

datapoint in the atomic mass plot is the equiatomic composi-
tion (CO]4A3CI'14A3F€]43MII14A3Ni14A3V]4A3Al14A3 [at.%]) because it has
higher aluminum content than any other datapoint.

Appendix B. Exploration of alternative feature spaces

While the 34 property-based features that were originally se-
lected cover a wide range of physical phenomena, the potential
set of material properties is much larger. Wang et al. [94] have
presented a method for quickly generating so-called Composition-
Based Feature Vectors (CBFVs) from large databases of material
properties. To compare the performance of other property-based
features, Wang et al.’s approach to generating CBFVs was used
to generate 44 stoichiometrically averaged properties from the
Oliynyk [95] and from the Magpie [96] feature sets.

respective feature and stacking fault energy.

The same feature selection process employed to down-select
the original 34 features was performed for the new set of 66 fea-
tures. By sorting features by descending mutual information with
SFE and ensuring selected features had pairwise correlations less
than 0.5 with each other, a final set of four descriptive yet inde-
pendent features were chosen. The four selected features were the
average covalent radius and average specific heat from the Oliynyk
dataset and the average magnetic moment and average number
of valence electrons from the Magpie dataset. Pairwise mutual in-
formation and correlation matrices for the selected features are
shown in Fig. 13. Two of these properties were considered in the
original feature set: specific heat and the number of valence elec-
trons. The average specific heat was also selected in the original
process and had the highest observed mutual information with SFE
(Fig. 12). We note that while not selected for the GPRs or SVRs, the
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Fig. 13. Matrices displaying pairwise (a) Pearson correlation coefficients and (b) mutual information between the four features selected from the Magpie [96] and Oliynyk

[95] datasets and stacking fault energy.
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Fig. 14. (a) Coefficient of Determination (R?) of each trained Gaussian process model (Matérn kernel) versus the number of medoids selected for training (k). (b) Predicted
versus actual stacking fault energy for the best Gaussian process regressors. Predicted values for the training data were obtained via cross-validation (CV Data). The model

was also tested against data points that were not chosen as medoids (Test Data).

number of valence electrons was used as a feature in many of the
single-term SISSO models, as seen in Fig. 9.

The four chosen features were used to train Gaussian process
regressors (Matérn kernel) in a similar procedure to the one in
which the original feature set was used. The accuracy of the GPRs
as a function of training set size and a parity plot for the best GPR
are shown in Fig. 14a and b, respectively. The new GPRs generally
have lower accuracies than those trained on the original feature
set. Also Fig. 14a shows a slight decrease in accuracy as the train-
ing set size reaches a maximum, unlike the models in Fig. 7a. The
best model trained on the new feature set (Fig. 14b) was trained
with 280 data points and has a Total R? of 0.808 compared to
a Total R? of 0.939 for the original best GPR (Fig. 8a). The gen-
eral difference in performance between the feature sets can be ex-
plained by the exclusion of properties that are particularly predic-
tive of SFE, like the energy differences between hcp and fcc lat-
tices, or stochiometric property variances, which are often inde-
pendent from stochiometric property averages.

RBF Kernel

GPR, Property-based Features

Matérn Kernel

GPR, Property-based Features

Appendix C. Influence of kernel choice on regressor accuracy

Fig. 15 displays the results of GPRs trained with Radial Basis
Function (RRF) kernels, Matérn kernels, and Rational Quadratic ker-
nels. The RBF models exhibits significantly worse performance than
either of the other kernels. The accuracy of the GPRs with RBF
kernels reached a maximum near 200 medoids, but then the to-
tal R decreased to below 0.6 as the size of the training set in-
creases. This decrease is largely due to poor predictions on the
cross-validated set, which arise from the bias in the training data.
As the training set grows to contain most of the calculated data,
the GPRs become overfit to the HT compositions during cross-
validation. This overfitting results in poor prediction of the other
fcc data in the training set, but performance on the test set, which
contains mostly HT data, remains high.

The RBF kernel performs worse because it generates smoother
functions that are more prone to sample bias. The Matérn ker-
nel overcomes sample bias by varying the smoothness with an
additional parameter. Similarly, the Rational Quadratic kernel also
avoids the influence of sample bias by combing RBF kernels of var-
ious scales. Caution should be used when fitting smooth functions

Rational Quadratic Kernel

GPR, Property-based Features

(¢]
~—

>

Pone el T il

2

Coefficient of Determination, R*

Coefficient of Determination, R*

2

Coefficient of Determination, R*
P

=3

! -e- vV ! -e- CV
0.2 021 & -e- Test 021 4 -~ Test
--+- Total --+- Total
0.0 0.0 0.0
0 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
Number of Medoids, & Number of Medoids, & Number of Medoids, &
b) RBF Kernel d) Matérn Kernel f) Rational Quadratic Kernel
GPR, Property-based Features GPR, Property-based Features GPR, Property-based Features
Best Model: 180 Medoids, Seed = 85 Best Model: 320 Medoids, Seed = 345 Best Model: 320 Medoids, Seed = (28
1.0{ Total RMSE (Norm.) = 0.043 00,9 1.04 Total RMSE (Norm.) = 0.029 & 1.0{ Total RMSE (Norm.) = 0.031 e
CV R? = 0.841 el CV R? = 0.937 o oinS VR = 0.922 2™

0.5 Test 2 =0.889 081 Test B* =094 Al 0.8] Test B*=0.939 reatd

) Total R? = 0.863 ’ Total R? = 0.939 e : Total R* = 0.927 o
206 806 806
3 £ - g g
2 1] g
& 04 . Lo4 Jx . £o4

-~ ° : o o " °
’ S 0.2 o ; o
0216 70, o CVData : o CVData P2, o CVData
e o  Test Data P o  Test Data o o  Test Data
0.0{ - 001 ¢ 0.0{ -

0.4 0.6
Actual

0.8 1.0 0.2

Fig. 15. Coefficient of determination for ten random runs as a function of training size as well as predicted

0.4
Actual

0.6 0.8 1.0 0.2 0.4 0.6

Actual

0.8 1.0

versus actual data for Gaussian Processor Regressors (GPRs)

trained with (a & b) RBF kernels, (¢ & d) Matérn kernels, (e & f) Rational Quadratic kernels.

14



TZ. Khan, T. Kirk, G. Vazquez et al.

RBF Kernel

SVR, Property-based Features

V]
~—

Polynomial Kernel

SVR, Property-based Features

Acta Materialia 224 (2022) 117472

Linear Kernel

o
—

SVR, Property-based Features

— Emgma——9
o i eSS o o
& S e e g * o &
g 0.8 / g 0.8 c:; 0.8 ..,
g gy
o6 06 N Eo6 e +
L T ————
5 0.4 5 0.4 ’.' 5 0.4
5 i SV 5 | -V 5 DY)
& : & ¢ &
3 0271 ¢ --+- Test 3 0.2 i -+- Test 3 0.2 -—- Test
i
© --- Total © H --+- Total © --+- Total
0.0 - 0.0 : 0.0
0 100 200 300 400 500 100 200 300 400 500 0 100 200 300 400 500
Number of Medoids, & Number of Medoids, & Number of Medoids, &
b RBF Kernel d Polynomial Kernel f Linear Kernel
) SVR, Property-based Features ) SVR, Property-based Features ) SVR, Property-based Features
Best Model: 400 Medoids, Seed = 28 Best Model: 360 Medoids, Seed = 95 Best Model: 180 Medoids, Seed = (628
° ° 1.0{ Total RMSE (Norm.) = 0.072
Lo -’ 1.0{ Total RMSE (Norm.) = 0.041 L CV R — 0.567
ol CV R = 0.873 o 085 Tt B 06T
0.8 . ses 0] Test R =0.863 et 081 Total 72 = 0615
- Total R? = 0.874 ®, =015
0.6 ° 3 ° 806 b
3 Zos ¢ s
S 04 o 5 ° 5
& L £04 So4
0.2 Pt 0.2 Peg e
//" e CVData " e (VData o2 7 e CVData
007 - o  Test Data 004 -~ o Test Data /”’ o  Test Data
° ° 004 -
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Actual Actual Actual

Fig. 16. Coefficient of determination for ten random runs as a function of training size as well as predicted versus actual data for Support Vector Regressors (SVRs) trained

with (a & b) RBF kernels, (c & d) Polynomial kernels, (e & f) Linear kernels.

to potentially biased sample sets. Such functions can be overfit in
oversampled areas if hyperparameter objectives consider aggregate
error metrics that neglect large residuals in a minority of samples.

Fig. 16 displays the results of SVRs trained with Radial Basis
Function (RRF) kernels, polynomial kernels, and linear kernels. The
RBF kernel showed the best performance while the polynomial
kernel was slightly worse and the linear was significantly worse.
Unlike the GPR with the RBF kernel, none of the SVRs seemed sus-
ceptible to sample bias (i.e. no decrease in accruacy as the training
size increased). SVRs ensure the residuals of all samples are below
a uniform threshold, which seems to help mitigate sample bias in
the training set. The decreased performance of the polynomial and
linear kernels can likely be attributed to the inability of simpler
models to capture complexity in the response.
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