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a b s t r a c t 

Heat and mass transfer in the shallow subsurface and in the vicinity of buried heat sources has been of- 

ten studied based on rather simplifying assumptions, such as the Equilibrium Phase Change (EPC), disre- 

garding film flow, and adsorptive soil-water characteristics. In this study, a fully coupled non-isothermal 

multiphase flow model is developed that utilizes the Non-equilibrium Phase Change (NEPC) approach. 

First, the performance of the EPC and NEPC approaches is assessed and validated against the in-field ex- 

perimental data. The second and main objective of this study is to analyze the thermo-hydraulic response 

of granular soil close to a buried horizontal heat source (e.g., electrical cables) for one year under real 

meteorological conditions. Numerical results indicate that the NEPC model has higher robustness in pre- 

dicting the volumetric water content in the soil close to the soil-atmospheric boundary. However, NEPC 

and EPC approaches estimate the same temperature variations in the soil. In the case of precipitation (e.g., 

rainfall), the NEPC model predicts higher degrees of saturation in deeper soil in which the infiltrated wa- 

ter reaches 150 cm below the surface, while, in the EPC model, the infiltrated water barely reaches the 

100 cm depth. The increase in moisture content close to the heat source facilitates the heat transfer in 

the medium and thus results in a 40% to 50% reduction in soil temperature close to the heat source. An 

accurate prediction of the soil moisture content in the medium is needed to evaluate the performance 

and thermal capacity of buried electrical cables. Furthermore, the heating/cooling cycles contribute to 

gradually drying the soil in the vicinity of the heater until the hydraulically equilibrated condition is 

attained. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

The evaluation of heat and mass transfer close to the soil- 

tmosphere boundary has been the subject of many numerical 

nd experimental studies over the past years in the geotechni- 

al and geoenvironmental engineering designs [1–5] . In the shal- 

ow subsurface, evaporation and precipitation are the most impor- 

ant factors in water resources management as they directly affect 

he thermal fluctuations and moisture migration through soils [6] . 

herefore, many numerical simulations have been conducted to as- 

ess non-isothermal hydrological cycles in global and local scales 

7] . The evaporation rate is governed by the atmospheric demand 

r the soil’s hydraulic state depending on the water availability 

lose to the evaporative boundary [8] . The evaporation rate is tra- 

itionally calculated from the balance of thermal energy and fluid 

ass at the soil-atmosphere boundary. When enough liquid water 
∗ Corresponding author. 
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s supplied to this boundary, the evaporation process is fast and in- 

ense, and depends mostly on the atmospheric condition. After the 

esaturation of the top layer of the soil and the disruption of the 

iquid conductivity from the drying front to the soil surface, the 

oisture transfers through vapor diffusion which drastically re- 

uces the evaporation rate [9] . In the field conditions, precipitation 

lays a major role in the evaporation process as it can recharge the 

ater storage in the top layer of soils. Furthermore, water infiltra- 

ion into the soil, ponding, and runoff affect the evaporation from 

he soil surface, ground water recharge, and mechanical slope sta- 

ility [ 10 , 11 ]. 

Many advancements have been achieved in recent years to 

uantify the evaporation process from the soil’s surface to under- 

tand the interaction of energy and mass balances at the soil- 

tmospheric boundary and the internal heat and mass transfer 

hrough the soil [12–15] . Additionally, many numerical studies 

ave been conducted based on the assumption of Equilibrium 

hase Change (EPC) which are inspired by the pioneer work of 

hilip and De Vries [16] . However, this assumption has been re- 

axed by using the Non-equilibrium Phase Change (NEPC) approach 

https://doi.org/10.1016/j.ijheatmasstransfer.2021.122120
http://www.ScienceDirect.com
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n recent years based on experimental observations [17–20] . The 

EPC approach has shown promising results when utilized to sim- 

late laboratory-scale experiments [ 21 , 22 ], extreme heating due to 

ildfires [ 23 , 24 ], and the evaporation from bare-soils [ 19 , 25-27 ]. 

Moreover, soil hydraulic properties such as the Soil-water Re- 

ention Characteristics (SWRC) and the Hydraulic Conductivity 

unction (HCF), and soils’ thermal properties such as the Ther- 

al Conductivity Function (TCF) are key features in the numerical 

odeling to couple heat, liquid, and vapor flow as they are non- 

inearly depend on the temperature and the degree of saturation 

 20 , 28 , 29 ]. In particular, past studies have discussed the fact that

he hydraulic behavior of soils in the wet condition (high and in- 

ermediate liquid saturation) is affected by capillary force, while in 

he dry condition, it is dominated by adsorptive forces where the 

iquid transport is controlled by film flow [ 30 , 31 ]. Therefore, clas-

ical SWRC and HCF models such as van Genuchten (VG) [32] and 

an Genuchten-Mualem (VGM) [33] have been extended to cap- 

ure the full range of saturation. Recently, these extended mod- 

ls have been successfully implemented in a few numerical frame- 

orks [26] . 

The utilization of heat exchanger geothermal piles, the soil- 

orehole thermal energy storage (SBTES), and buried electrical ca- 

les have been growing in the past years [34–38] . To understand 

he performance of the aforementioned energy geo-structures, the 

hermo-hydraulic (TH) and thermo-hydro-mechanical (THM) re- 

ponses of the surrounding soils must be carefully evaluated [39–

2] . Therefore, much effort has been devoted to simulating the 

eat and mass exchange across the soil-atmospheric boundary. 

owever, most research on the coupled non-isothermal multi- 

hase flow in the presence of buried horizontal or vertical heat 

ources in the vadose zone are based on simplified assumptions 

43–46] . The unsaturated thermal conductivity of soils directly in- 

uences the heat dissipation from the heat source in the soil me- 

ia. The decrease in water content lowers the thermal conductivity 

f the medium and thus, the temperature cannot propagate eas- 

ly through the soil and accumulates in the vicinity of the heater 

hich leads to locally intense drying of the soil. This phenomenon 

s not favorable for buried high voltage electrical cables as it may 

efect the insulation around the cable [47] , nor for horizontal and 

ertical heat exchanger tubes as it may reduce the energy effi- 

iency of the geothermal heat exchangers such as passive geother- 

al energy systems that transfer heat from the buildings to the 

round [48–51] . The critical temperature that electrical cables can 

ithstand has been the subject of many studies; however, most 

f them considered simplifying assumptions and performed decou- 

led TH models in their thermal simulations [47] . In addition, since 

lectrical cables are buried in the shallow subsurface, meteorolog- 

cal conditions (evaporation and precipitation) can drastically af- 

ect the thermal and hydraulic conditions of the soils surrounding 

hese cables. However, to the authors’ knowledge, only a few stud- 

es have considered the effect of the soil-atmospheric boundary on 

he thermo-hydraulic responses of the soils surrounding embedded 

eat sources under the real meteorological condition [43] . 

In this study, the long-term (one year) non-isothermal multi- 

hase flow is analyzed in the vicinity of a buried heat source (e.g., 

lectrical high voltage cable) in unsaturated soil by utilizing the 

EPC model while considering the water infiltration from either 

ainfall or irrigation. In the next section, major components of the 

hermo-hydraulic model are presented. Then, the numerical model 

s validated against the temperature and the volumetric moisture 

ontent measured in a field- condition. The difference in NEPC and 

PC approaches are also discussed by comparing the numerical re- 

ults with experimental observations. Next, the validated model is 

sed to simulate heat and moisture transport around a shallow 

orizontal heat source subjected to heating and heating/cooling 

hermal loadings while the soil is subjected to both the evapora- 
2 
ion and the precipitation from the soil-atmospheric boundary. The 

resent research aims to answer the following questions: 

1- What is the difference between EPC and NEPC approaches in 

thermo-hydraulic processes in natural in-field soils when sub- 

jected to the environmental evaporative demand and precipita- 

tion? 

2- What are the advantages of the NEPC approach in evaluating 

the moisture and temperature distributions close to a buried 

horizontal heat source? 

3- What is the impact of soil-atmospheric boundary condition on 

heat and mass transfer induced by the buried horizontal heat 

source in shallow subsurface? 

. The Description of Theoretical Model 

Here, the non-isothermal multiphase flow is composed of the 

iquid (water) advection, gas (vapor and dried air) diffusion, and 

eat flow in convection and diffusion forms at the macroscale. 

he phase change is assumed to only occur between liquid wa- 

er and water vapor (i.e., evaporation/condensation). Furthermore, 

he phase change is governed by the first-order macroscopic rate of 

inetic mass transfer in porous media to consider non-equilibrium 

hase change. Local thermal equilibrium assumption is considered 

hich means soil, liquid, and gas possess the same temperature in 

 certain location. For simplicity, the gas pressure is assumed to 

e constant and equal to the atmospheric pressure ( = 1 bar). The 

athematical equations are defined in a three-dimensional Carte- 

ian coordinate system as follows [52] : 

.1. Balance Equations 

alance of Liquid Water : ρl 

∂ θl 
∂ p l 

∂ p l 
∂t 

+ ∇ . q l = − ˙ m (1) 

alance of Water Vapor : 
∂ ( θg ρv ) 

∂t 
+ ∇ . ( −D v ∇ ρv ) = ˙ m (2) 

alance of Energy : ( ρC ) m 

∂T 

∂t 
+ ∇ . ( q l C l T − λm ∇T ) = −L v ˙ m (3) 

The primary variables in Equations (1) , (2) , and (3) are liquid 

ressure ( p l [Pa]), vapor density ( ρv [kg/m 
3 ]), and temperature ( T 

K]), respectively. In Equation (1) , ρ l (kg/m 
3 ) is the density of liq- 

id. In Equations (1) and (2) , θ l = nS l and θ g = nS g (m 
3 /m 

3 )

re volumetric contents of liquid and gas, respectively. Further, n 

m 
3 /m 

3 ) is the porosity of medium; S l and S g (m 
3 /m 

3 ) are liquid

nd gas saturation degrees, respectively. ψ (Pa) is the matric suc- 

ion, and is defined as: ψ = – p l by considering the force equilib- 

ium between fluid phases. Moreover, ∂ θ l / ∂ ψ = - ∂ θ g / ∂ ψ (1/Pa)

s the moisture capacity and can be obtained from the SWRC con- 

titutive relation. ˙ m (kg/m 
3 /s) is the rate of NEPC; positive and 

egative signs indicate condensation and evaporation, respectively. 

In Equation (1) and (3) , q l (kg/m 
2 /s) is Darcy’s liquid advective 

ux. In Equation (2) , D v = = τθ g D v 
0 (m 

2 /s) is the effective diffusiv-

ty ( τ (-) is the tortuosity, and D v 
0 (m 

2 /s) is the binary diffusion

oefficient of vapor). In Equation (3) , ρm (kg/m 
3 ), C m (J/kg/K), and 

m (W/m 
2 /K) are the effective density, specific heat capacity, and 

hermal conductivity of the medium, respectively. Effective proper- 

ies of the medium are calculated based on the volume-averaged 

oncept. C l is the specific heat capacity of the liquid phase, and L v 
J/kg) is the latent heat of vaporization. 

.2. Hydraulic Constitutive Equations 

The two important hydraulic constitutive relations are pre- 

ented below: 
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.2.1. Soil-water Retention Characteristics (SWRC) 

In this study, non-isothermal Lu’s SWRC model [53] is incorpo- 

ated to analyze the non-isothermal multiphase flow. This SWRC 

odel takes the capillary and adsorptive regimes into account. The 

dsorptive ( θ a ) and capillary ( θ c ) volumetric liquid contents are 

efined in the following equations: 

l ( ψ ) = θa ( ψ ) + θc ( ψ ) (4a) 

a ( ψ ) = θa, max ( T ) 

{ 

1 −
[ 

exp 

(
ψ − ψ max 

ψ 

)M 

] } 

(4b) 

c ( ψ ) = 

1 

2 

[
1 − erf 

(
ψ − ψ cav √ 

2 σcav 

)]
[ n − θa ( ψ ) ] 

[
1 + | αψ ( T ) | n VG ]−m VG 

(4c) 

Where, θ a, max is the temperature-dependent maximum adsorp- 

ion capacity and is defined as [54] : θ a , max ( T ) = θ a , max ( T ref )[1- c ( T -

 ref )]. T ref (K) is the reference temperature, and c (-) is a fitting 

arameter. In Equation 4(b), ψ max (Pa) is the highest suction at 

hich the volumetric liquid content reaches zero, and M (-) is the 

dsorption strength and depends on soil’s type and adsorption ca- 

acity (0 < M < 1). In Equation 4(c), erf() is the error function; ψ cav 

Pa) is the mean cavitation suction and σ cav (Pa) is the standard 

eviation and it is equal to 0.4 ψ cav in this study. Moreover, α
1/Pa), n VG , and m VG = 1-1/ n VG are VG model parameters. ψ( T ) is

efined as [55] : ψ( T ) = [ σ ( T ref )/ σ ( T )] ψ( T re f ). Where, σ (Pa/m) is

he surface tension. 

.2.2. Darcy’s Law 

Liquid flow is governed by Darcy’s law [Equation 5(a)] which 

s an empirical fluid flow model and traditionally considered in 

any numerical studies [ 52 , 56 ]. Please note that non-Darcy flow 

s based on the fact that at sufficiently high velocity there exists 

 non-linear relationship between flow rate and pressure [57] . In 

his study, special attention is given to the unsaturated hydraulic 

onductivity of the porous medium. The significance of film flow 

n the unsaturated flow condition has been discussed in previ- 

us studies [58] . Here, the permeability is comprised of the capil- 

ary ( k int k rl [m 
2 ]), and film flow ( k film 

[m 
2 ]) which is adopted from

hang [59] . k int [m 
2 ] is the intrinsic permeability of the soil, and

 rl (-) is the relative permeability. 

 l = −ρl κunsat 

μl 

∇ ( p l + ρl gz ) (5a) 

unsat = κint κrl + κ f ilm 
(5b) 

rl = 

{ 

1 − ( αψ ) 
n VG −1 

[
1 + ( αψ ) 

n VG 
] 1 

n VG 
−1 

} 2 

[
1 + ( αψ ) 

n VG 
] n VG −1 

2 n VG 

(5c) 

 f ilm 
= f ( 1 − n ) 

√ 

2 d g π
2 
(
ε ε 0 
2 σ

)1 . 5 
(
k b T 

z i a 

)3 (
1 + 

d g ψ 

2 σ

)−1 . 5 

(5d) 

Where, μl (Pa.s) is the dynamic viscosity of the liquid, and g 

m/s 2 ) is the acceleration of gravity. In Equation 5(c) k rl is gov- 

rned by the Mualem-van Genuchten relative permeability model 

nd directly depends on the matric suction [60] . In Equation 5(d) 

film flow equation), f is the dimensionless correction factor, where 

 = 1 represents smooth uniform spherical grains. Moreover, d g (m) 

s the effective grain diameter, ε= 78.54 is the dimensionless rel- 

tive permittivity of water, ε0 = 8.85 × 10 −12 (C 2 /J/m) is the per- 

ittivity of free space, k b = 1.381 × 10 −23 (J/K) is the Boltzmann 

onstant, z i = 1 is the ionic charge, and a = 1.602 × 10 −19 (C) is the

lectron charge. 
3 
.2.3. Non-equilibrium Phase Change 

The mass phase change rate in the NEPC approach can be ex- 

ressed as [61] : 

˙  = a lg κlg ( ρv ,eq − ρv ) (6a) 

v ,eq = ρv ,sat RH = ρv ,sat exp 

[
ψ M w 

RT ρl 

]
(6b) 

In Equation 6(a), a lg (1/m) is the volume-normalized liquid-gas 

nterfacial area, κ lg (m/s) is the mass transfer rate coefficient, and 

v,eq (kg/m 
3 ) is the equilibrium vapor density. The equilibrium va- 

or density is defined in Equation 6(b) where RH (-) is the relative 

umidity governed by Kelvin’s law. Moreover, R (Pa.m 
3 /K/mol) is 

he universal gas constant, M w (kg/mol) is the molecular weight of 

iquid, and ρv,sat (kg/m 
3 ) is the temperature-dependent saturated 

apor density. 

Different mass phase change rates have been proposed in the 

iterature for NEPC models [21] . In this study, a mass phase change 

ate based on the first-order macroscopic rate of kinetic mass 

ransfer is considered: 

˙  = θl K v ap ( ρv ,eq − ρv ) (7) 

Where, K vap (1/s) is the inverse of the time that is needed for 

he multiphase system to reach chemical equilibrium, and by in- 

reasing K vap , the multiphase system reaches the equilibrium con- 

ition faster. Several efforts have been made in the literature to 

alculate K vap [ 18 , 62 ]. It has been shown that K vap is the func-

ion of volume-normalized liquid-gas interfacial area, pore gas vol- 

me, and vapor diffusivity [21] . The volumetric liquid content is 

ncluded in Equation (7) to demonstrate the effect of the liquid 

ass per unit volume of the soil per time on the phase change 

ate. The preliminary results developed in this study confirm that 

dopting Equation (7) as the NEPC model provides accurate results 

espite its simplicity in which only one parameter ( K vap ) needs 

o be calibrated. However, it is to be noted that more advanced 

odels can be used instead of Equation (7) , such as the Hertz- 

nudsen-Schrage (HKS) model which requires multiple parameters 

o be calibrated [63–65] . 

.2.4. Equilibrium Phase Change 

The classical EPC model has been also utilized by many re- 

earchers to model the multiphase flow in the shallow subsur- 

ace soil [ 66 , 67 ]. To better express the difference of NEPC and EPC

pproaches, the results of both NEPC and EPC models are com- 

ared in the subsequent section where the developed numerical 

odel of non-isothermal multiphase flow is validated with respect 

o the experimental in-field data. In the EPC approach for porous 

edium, the phase change is assumed to be instantaneous; there- 

ore, it is a time-independent process. An advantage of this ap- 

roach is that vapor density is equal to the equilibrium vapor den- 

ity (i.e., ρv = ρv,eq ) and is not solved independently. Hence, the 

atric suction and temperature are the only independent variables 

hat need to be solved. By combining Equations (1) and (2) , the 

alance equations for the EPC approach are as follows: 

iquid Water + Water Vapor : ρl 

∂ θl 
∂ p l 

∂ p l 
∂t 

+ ∇ . ( q l − D v ∇ ρv ,eq ) = 0 

(8a) 

alance of Energy : ( ρC ) m 

∂T 

∂t 
+ ∇ . ( q l C l T − λm ∇T ) 

= −L v 

[ 

∂ 
(
θg ρv , eq 

)
∂t 

+ ∇ . 
(
−D v ∇ ρv , eq 

)] 

(8b) 

In equation 8(a), the temporal variation of equilibrium vapor 

ensity can be calculated from Equation 6(b); however, it is neg- 
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igible in comparison to temporal variations of matric suction, and 

ence, it is disregarded. Moreover, the bracket in the right-hand 

ide of Equation 8(b) presents the temporal and spatial variations 

f equilibrium vapor density to account for the latent heat of va- 

orization as it is frequently considered in the EPC approach [68] . 

.2.5. Soil-atmosphere Boundary Condition 

The complex heat, liquid, and vapor transport across the soil- 

tmosphere boundary are presented in this section for both EPC 

nd NEPC approaches. 

.2.6. Liquid and Vapor Flow 

Vapor flux, E (kg/m 
2 /s), and liquid flux (e.g., precipitation), P 

kg/m 
2 /s), from the soil-atmosphere boundary can be evaluated 

rom Equations 9(a) and (b), respectively. 

 = 

{
ρl P a p l < 0 

ρl R ( H a − H ) p l ≥ 0 
( ψ > 0 ) 
( ψ = 0 ) 

(9a) 

 = 

1 

r v 

[
ρv − ( ρv ,eq ) a 

]
(9b) 

Equation 9(a) is a mixed boundary condition that has been 

sed in many studies and numerical software such as Hydrus-1D 

 69 , 70 ]. P a (m/s) is the rate of precipitation from meteorological

ata, R (1/s) is the external resistance. Moreover, H a (m) is the hy- 

raulic head of the liquid water accumulate on the top of the soil- 

tmosphere boundary, and H = p l / ρ l / g (m) is the hydraulic head

t the surface. When the soil’s surface is in unsaturated condition, 

he liquid flux ( ρ l P a ) is triggered. However, when the soil’s sur- 

ace becomes saturated (or when reaches the infiltration capacity 

f the soil), either ponding or runoff may occur depending on H a 

m). H a = 0 represents the no ponding condition, which is assumed 

or the current model. 

In Equation 9(b), ρv (kg/m 
3 ) is the vapor density at the surface 

f the soil and ( ρv,eq ) a (kg/m 
3 ) is the equilibrium vapor density 

f air, at a reference height, z ref (m), and r v (s/m) is the equiva-

ent aerodynamic resistant coefficient to the mass transfer, which 

erves as a sole vapor mass transfer coefficient. r v is defined as fol- 

ows [ 71 , 72 ]: 

 v = 

1 

κ2 υ

(
log 

z re f 

z 0 

)2 

( 1 + δ) 
ν

(10a) 

= 5 g 

(
z re f − d 

)
( T − T a ) 

T a υ2 
(10b) 

= 

{
−2 δ < 0 

−0 . 75 δ > 0 
(10c) 

Where, υ (m/s) and T a (K) are the wind speed and air tempera- 

ure recorded at the local station at the z ref (m) height. Moreover, δ
-) is the atmospheric stability factor, κ= 0.41 (-) is the von Karman 

onstant, z 0 (m) is the surface roughness, and d (m) is a constant 

arameter which is equal to zero for bare soils. Equation 10(a) has 

n exact solution for atmospheric stable conditions and an approx- 

mate value with reasonable accuracy for unstable conditions [71] . 

.2.7. Energy Balance Equation (EBE) 

Heat exchange across the soil-atmosphere boundary is often 

ormulated as [68] : 

 = R n − H − L v E (11a) 

 n = R ns + R nl 

= ( 1 − αalb ) S n + ε s σs 

{[(
1 − 0 . 84 c f 

)
ε a + 0 . 84 c f 

]
T a 

4 − T 4 
}
(11b) 
4 
 = 

C v 

r H 
( T − T a ) (11c) 

In Equation 11(a), G, R n , and H (W/m 
2 ) are the surface, net 

olar radiation, and sensible heat fluxes, respectively, and L v E is 

he latent heat of evaporation from the top boundary. It is to be 

oted that the positive sign shows the incoming flux towards the 

oil surface and the negative sign represents the outgoing flux. In 

quation 11(b), net radiation is decomposed to the net shortwave 

 R ns ) and the net longwave ( R nl ) radiations. S n (W/m 
2 ) is the in-

oming solar radiation obtained from meteorological data. αalb , εs 

re the surface albedo and soil surface emissivity, respectively, and 

s = 5.67 × 10 −8 (W/m 
2 /K 4 ) is the Stefan-Boltzmann constant. Fur- 

her, [(1 - 0.84 c f ) εa + 0.84 c f ] is the atmospheric emissivity for

loudy sky, and c f is the could factor [73] . The calculations of αalb ,

 s , ε a , and c f are given in Appendix A . In Equation 11(c), C v ( = 1200

/m 
3 /K) is the volumetric heat capacity of the air, and r H ( = r v ) is

he aerodynamic resistance to the heat transfer. 

The hydro-thermal coupled interactions in the shallow sub- 

urface and in the vicinity of a horizontal heat source are 

chematically presented in Fig. 1 . Few centimeters below the 

oil-atmospheric boundary are highly affected by the atmospheric 

vaporative demand [26] . Precipitation may reach the deeper lay- 

rs of the soil depending on the precipitation rate and soil’s infil- 

ration capacity. Close to the heat source, water evaporates around 

he heater, and the vapor transports to a further distance from 

he heater due to temperature and suction gradients wherein con- 

enses to liquid water, and then the liquid water transports back 

o the heater through the thermally induced advection flow. More- 

ver, the heat transfers in the forms of conduction, convection, and 

atent heat. As the soil gets dryer around the heat source, the ther- 

al conductivity of the soil gets reduced and, because of the lower 

ater or vapor contents, heat conduction through the solid grains 

ecomes the main heat transfer mechanism [47] . Different scenar- 

os of non-isothermal multiphase flow in the shallow subsurface 

nd close to a heat source are quantitively analyzed in the follow- 

ng sections. 

It is to be noted that all the temperature-dependent and 

aturation-dependent parameters used in Equations (1) to (11) are 

xpressed in Table 1 . The rest of the temperature-dependent pa- 

ameters are calculated from the formulations provided by the 

nternational Association for the Properties of Water and Steam 

IAPWS 2007) [74] . 

.3. Hydraulic and Thermal Properties of the Soil 

In this section, the results obtained from the developed model 

re compared with the field test observations at a site near the 

niversity of California Agricultural Experimental Station in River- 

ide, CA [75] . According to Mohanty, Shouse and van Genuchten 

75] , the spatio-temporal variations of water content and tempera- 

ure were measured using TDR probes and thermocouples, respec- 

ively, at two orthogonal transects, comprising 49 regularly spaced 

1.0 m) sites. The measurements were obtained while the soil was 

ubjected to artificial irrigation with a sprinkler system at different 

ours. The location of the field test is considered as an arid climate 

ith large temperature fluctuation during a day, where the site of 

he study was flat and contains soil with a surface roughness of 

 0 = 1 cm with no vegetation. The soil for this experiment was 

haracterized as Arlington fine sandy loam (coarse-loamy, mixed, 

hermic Haplic Durixeralf) with an 8.8% clay fraction [68] . 

The accuracy of the calibrated NEPC model is investigated with 

espect to the measured temporal fluctuations of volumetric liquid 

ater content and temperature at the 2, 7, and 12 cm below the 

oil surface. Then the results obtained from the NEPC model are 
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Fig. 1. A schematic overview of hydro-thermal processes in the shallow subsurface subjected to the environmental demand and in the vicinity of a horizontal heat source 

Table 1 

Dependent parameters used in non-isothermal multiphase flow equations 

Parameter Equation 

Liquid Density [70] ρl = 1 − 7 . 37 × 10 −6 ( T − 4 ) 2 + 3 . 79 × 10 −8 ( T − 4 ) 3 

Saturated Vapor density [68] ρv ,sat = 0 . 001 T −1 exp ( 31 . 37 − 6014 . 79 T −1 − 0 . 00792 T ) 

Binary Vapor Diffusion Coefficient [68] D 0 v = 2 . 92 × 10 −5 ( T / 273 . 15 ) 2 

Tortuosity [71] τ = n −2 θ7 / 3 
g 

Surface Tension [52] σ = 0.1177-0.0001535 T 

Latent Heat of Vaporization [72] L v = 2 . 501 × 10 6 − 2369 . 2( T + 273 . 15 ) 

Thermal Conductivity of the medium [ 68 , 73 ] λm = 
k l θl λl + k g θg λg + k s ( 1 −n ) λs 

k l θl + k g θg + k s ( 1 −n ) 

Table 2 

Hydraulic properties of Arlington fine sandy loam and the sandy loam from [ 54 , 75 ] 

Soil n (m 
3 /m 

3 ) θ a , max (m 
3 /m 

3 ) K s (cm/d) n VG (-) α (1/m) c (-) ψ cav (MPa) ψ max (MPa) M (-) f (-) d g 
∗ (mm) 

Arlington fine sandy loam 0.445 0.011 34.2 1.38 2.77 0.015 150 1000 0.35 50 0.02 

Sandy loam 0.43 0.007 2.54 1.51 1.32 N/A ∗∗ 150 1000 0.35 64 0.015 
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ompared with the EPC model to highlight the difference in these 

wo approaches. The meteorological data is obtained from the Cal- 

fornia Irrigation Management Information System (CIMIS) website 

 https://cimis.water.ca.gov/ ) from November 24 th to December 5 th , 

995. The reference height is equal to z ref = 1.5 m. 

First, the hydraulic and thermal responses of Arlington sandy 

oam are evaluated according to the data gathered from the lit- 

rature [ 68 , 72 , 75 ]. For the sake of comparison, and to analyze

he performance of the SWRC model, and HCF used in this study 

 Equation 5b ) at higher matric suctions, the hydraulic data for a 

imilar sandy loam is also considered in this study. All the param- 

ters that are utilized to evaluate the SWRC and the HCF for both 

f these soils are presented in Table 2 . The experimental data for 

rlington fine sandy loam soil ( Fig. 2 a) are borrowed from Saito, 

im ̊unek and Mohanty [68] and the results for sandy loam soil 

 Fig. 2 b, c, and d) are obtained from Pachepsky, Shcherbakov, Var- 

llyay and Rajkai [76] . 

By referring to the data presented in Table 2 and implementing 

hem in Equations 4(a)-(c) and 5(b)-(d), the SWRC and the HCF are 

llustrated in Figs. 2 (a)-(d). Lu’s and VG models are also compared 

n Figs. 2 (a) and (b) for the two similar soils. As it can be seen,

WRC and HCF analytical models capture the experimental data 

ith good accuracy. In addition, as can be seen in Figs. 2 (c) and

d), the contribution of film flow in the overall hydraulic conduc- 
5 
ivity of the two soils is significant in matric suction values higher 

han 0.1 MPa. 

The temperature- and saturation-dependent thermal conductiv- 

ty of Arlington fine sandy loam is shown in Fig. 3 for different 

emperature levels. The detailed calculation of the thermal conduc- 

ivity is discussed in Appendix B . 

.4. Validation of the Non-isothermal Multiphase Model 

Two series of experimental data (two sites) are selected based 

n the original experiment that was conducted by Mohanty, 

house and van Genuchten [75] . The duration of the experiment 

as from 24 th November (Day of the Year [DOY] 328) to 5 th De- 

ember (DOY 339) in which irrigation was done on DOY 334 and 

35. Because of the heterogeneity in the hydraulic properties of 

rlington fine sandy loam for these sites, the porosity, and satu- 

ated hydraulic conductivity, are different for the two selected sites 

nd these values for site 2 are, respectively, n = 0.416 m 
3 /m 

3 , and

 s = 31.31 cm/d. However, other parameters for site 2 are also ac- 

ording to Table 2 (site 1). Please note the complete experimental 

esults for site 1 and site 2 are, respectively, borrowed from Saito, 

im ̊unek and Mohanty [68] , and Sviercoski, Efendiev and Mohanty 

72] . 

https://cimis.water.ca.gov/
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Fig. 2. The comparison of Lu (2016) and VG water retention curve models and capillary and film hydraulic conductivities used in this study with the experimental data for 

Arlington fine sandy loam and sandy loam 

Fig. 3. The variability of thermal conductivity of the soil at different temperature 

and volumetric water content 
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1D simulations for the EPC and NEPC models are performed 

sing COMSOL Multiphysics v5.3a where the length of the model 

domain of the simulation) is 50 cm. The initial volumetric liquid 

ontent and the temperature of the domain are chosen based on 

he first experimental data points at different depths for each site. 

t is to be noted that the matric suction is back-calculated from the 

nitial volumetric liquid content through the SWRC model. More- 

ver, the initial vapor density for the NEPC model is considered to 

e equal to the equilibrium vapor density. For the bottom bound- 

ry, thermal insulation and no-flow conditions are considered. For 

he soil-atmospheric boundary in NEPC approach, the boundary 

iquid flux [Equation 9(a)], the vapor flux [Equation 9(b)], and the 
6 
eat flux [Equation 11(a)] are considered for the liquid mass bal- 

nce [Equation (1)] , the vapor mass balance [Equation (2)] , and the 

nergy balance [Equation (3)] , respectively. For the EPC approach, 

oundary liquid and vapor fluxes [Equations 9(a) and (b)] are both 

mposed on the fluid mass balance [Equation 8(a)], and boundary 

eat flux is used for the energy balance in Equation 8(b). The me- 

eorological data for evaluating the components of boundary liquid, 

apor, and heat fluxes are presented in Appendix C . In addition, the 

recipitation rate for both sites is: P s = 10.98 cm/d and is triggered 

or an hour on DOY 334. 

Figs. 4 and 5 depict the variations of volumetric liquid content 

nd temperature, respectively, obtained from the numerical model 

nd experimental test at different depths for sites 1 and 2. The 

olumetric liquid content data at 2 cm is used to calibrate the in- 

erse of equilibrium time which was found to be: K vap = 0.2 1/s. In

eneral, if the evaporation rate from the soil or the fluctuation of 

oisture content and temperature in few centimeters close to the 

tmospheric boundary is known, the initially recorded data can 

e utilized to evaluate K vap . Fig. 4 demonstrates that the differ- 

nce between the results of EPC and NEPC approaches are quite 

ronounced for the liquid content fluctuations for both sites very 

lose to the soil surface (e.g., at depth 2 cm below the surface) 

r after the irrigation at deeper depths (e.g., at the depth of 2 cm 

nd 7 cm). However, there is no difference between these model- 

ng approaches for 7 and 12 cm depths for the first six and a half

ays (before the irrigation). The EPC approach yields very strong 

nd fast evaporation from the beginning of the experiment while 

he evaporation process in the NEPC model is smooth and is con- 

rolled by the rate of kinetic mass transfer in Equation (7) . This 

bservation has been stated by other researchers such as Smits, Ci- 

an, Sakaki and Illangasekare [19] who compared the experimen- 

al evaporation rate from bare soil with the EPC and NEPC ap- 
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Fig. 4. The comparison of simulation (EPC vs. NEPC) and experimental results: Variations of volumetric liquid content at different depths for two different sites 

Fig. 5. The comparison of simulation (EPC vs. NEPC) and experimental results: Variations of temperature at different depths for two different sites 
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roaches. Please note, parameters such as the soil resistivity co- 

fficient and the vapor enhancement factor are frequently incorpo- 

ated in EPC and NEPC models [ 7 , 19 ]. The soil resistivity controls

he rapid evaporation rate by decreasing the mass transfer coeffi- 

ient in Equation 9(b). Additionally, the vapor enhancement factor 

s considered in the Fick’s law of diffusion to increase the effective 
7 
iffusivity, and consequently, the vapor transfer through the soil. 

owever, these parameters are somewhat empirical and their va- 

idity has been questioned in previous studies [77] . Therefore, they 

re not included in the EPC and NEPC models that are presented 

n this study. The NEPC model only uses K vap which can be evalu- 

ted experimentally and is constant for different initial saturation. 
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s mentioned earlier, according to the experimental result of vol- 

metric liquid content at the depth of 2 cm, K vap is calibrated to 

e 0.2 1/s. It is to be noted that, increasing the value of K vap , mim-

cs the equilibrium phase change condition. In particular, for K vap 
10 0 0 in this study, the modeling results for both EPC and NEPC 

pproaches coincide (not shown here). 

Fig. 5 shows the comparison of the soil temperatures at differ- 

nt depths measured in the field with the numerical results. As it 

an be seen in Fig. 5 the temperature dynamics of the soil are cap-

ured well with both the NEPC and EPC models at different depths 

or both sites which confirm the validity of the heat transfer model 

hat is considered in this analysis. However, there are some dis- 

repancies in the EPC and NEPC results at the maximum or mini- 

um temperatures. This might be due to the fact that the EPC and 

EPC models have a different heat source for vaporization (Please 

ee the right-hand side of Equations (3) and 8(b) for the NEPC and 

PC models, respectively). 

All the components of the NEPC model have been evaluated and 

erified with the experimental observations. In the next section, 

he developed NEPC model is used to analyze the hydro-thermal 

esponses of the unsaturated soil subjected to natural precipitation 

nd evaporative demand at the soil surface while a horizontal heat 

ource is buried in the shallow depth. 

.5. The Non-isothermal Multiphase in the Vicinity of a Horizontal 

eat Source 

.5.1. The Description of the Symmetric 2D Model 

The simulation of heat, vapor, and liquid flow in the vicinity of 

 horizontal heat source is considered here by utilizing the NEPC 

pproach which is calibrated and validated against field test obser- 

ations. The same location (Riverside, CA) and the same soil (Ar- 

ington fine sandy loam) are chosen as presented in the previous 

ection which is subjected to a natural meteorological condition 

or a period of one year from September 30 th , 2019 to Septem- 

er 30 th , 2020. The atmospheric conditions including solar radia- 

ion, wind speed, relative humidity, temperature, and precipitation 

uring the aforementioned one year are illustrated in Appendix C . 

he hydraulic data for Arlington fine sandy loam is also the same 

s the one presented in Table 2 . The preliminary models confirm 

hat the one-year modeling is adequate for the heat and mass flow 

aused by the evaporation and precipitation from the top bound- 

ry transfer deeper into the soil. In addition, a heat source with a 

adius of D p = 1.5 cm is considered at z = -1.5 m below the soil’s

urface. The radius of the heat source and the buried depth are 

hosen based on the buried electrical cables [45] . Moreover, due to 

he symmetrical geometry in the longitudinal direction (e.g., plain 

train condition along the heat source), a 2D domain is selected to 

valuate the heat and mass flow in vertical and horizontal direc- 

ions. In addition, due to symmetry, only a half of the domain is 

odeled as shown in Fig. 6 (a) to reduce the computational cost. 

he left side of the domain in Fig. 6 is the symmetric boundary. 

The top boundary condition is governed by Equations 

(a), 9(b), and 11(a) for the liquid, vapor, and heat trans- 

ort, respectively. Furthermore, the flow of heat, and va- 

or is prevented from the right and bottom boundaries: i.e., 

 ∇ T ) z = -10 = ( ∇ T ) x = 10 = ( ∇ ρv ) z = -10 = ( ∇ ρv ) x = 10 = 0. The pore

ressure for the bottom boundary is at the hydrostatic pressure 

nd the liquid flow is disregarded on the right boundary: i.e., 

 p l ) z = -10 = < hydrostatic pressure > and ( ∇p l ) x = 10 = 0. Two ther-

al scenarios are imposed on the heat source. The first scenario 

onsists of the only heating period in which a 20 W thermal 

ower is turned on after 30 days and stays turned on thereafter. 

n the second scenario, periodic heating and cooling cycles are 

onsidered in which a 20 W thermal power is turned on after 30 

ays and stays on for 5 days (heating period) and then is turned 
8 
ff for the next 5 days (cooling or relaxation period). This cycle is 

aintained until the end of the simulation. 

The domain is a 10 × 10 m square which is large enough to 

inimize the effect of bottom and right thermal and hydraulic 

oundaries on the area of interest around the heat source. The fi- 

ite element discretization is done using quadratic elements with 

ery fine mesh close to the soil-atmospheric boundary (top bound- 

ry) and the heat source boundary (the half-circle located on the 

eft boundary). The total number of elements is 6166 after mesh 

ensitivity analysis. The initial temperature of the ground is con- 

idered 20.5 °C, and the initial matric suction is hydrostatic. The 

nitial thermal and hydraulic conditions are obtained by perform- 

ng a steady-state simulation (please see Fig. 6 (b)). In addition, the 

nitial vapor density is equal to its equilibrium value. Furthermore, 

he precipitation during the selected one year is also included in 

ig. 6 (c) which is imposed on the top boundary. 

The main simulation is carried on, first, by analyzing the tem- 

erature and liquid content variations at different depths with- 

ut considering the heat source (e.g., when the heat source is 

urned off). Then, the two scenarios of thermal heating and heat- 

ng/cooling are applied. To better illustrate the effect of soil- 

tmospheric boundary condition on the thermo-hydraulic response 

f the soil in the presence of a heat source, two additional bound- 

ry conditions at the soil-atmospheric boundary are also taken into 

ccount and included when presenting the results. 

. Results and Discussion 

Figs. 7 and 8 depict the temperature and volumetric liquid con- 

ent fluctuations, respectively, for one year while the heater is 

urned off. To better compare the performance of the NEPC and 

PC models, the simulation results obtained from the EPC approach 

re also included in Figs. 7 and 8 . Further, the green circles in

ig. 7 (b) are the experimental data obtained from the CIMIS web- 

ite in which the soil’s temperature is measured at the depth of 15 

m. The overall temperature variations obtained from the simula- 

ions are in reasonable agreement with the experimental observa- 

ions. It is evident from Figs. 7 (a) and (b) that, hourly fluctuations 

f the temperature at z = -2 cm and z = -15 cm are highly influ-

nced by the atmospheric demand, whereas, as shown in Figs. 7 (d) 

nd (e), the rapid thermal changes in the atmospheric condition 

annot swiftly disturb the temperature in deeper layers in soil (e.g., 

t the depth of 100 cm, or 150 cm). However, even for z = -1.5 m,

oil temperature fluctuates with changes in atmospheric tempera- 

ure, and the maximum and minimum changes in the temperature 

re �T ≈ + 4.4 and -5.2 °C for this particular time interval. As it 

as also evident from Fig. 5 , the soil temperature obtained from 

he EPC approach also follows the same trend as obtained from 

he NEPC approach. 

Variations of volumetric liquid content obtained from both 

EPC and EPC models at different depths within one year before 

nd after the precipitation are presented in Fig. 8 . For the NEPC ap-

roach, Figs. 8 (a) and (b) indicate that the evaporation and precip- 

tation have an instant impact on the volumetric liquid content at 

he very shallow soil layers (e.g., at the depth of 2 cm and 15 cm).

n particular, after the relatively heavier precipitation on the 163 rd 

ay [please see Fig. 6 (c)], the maximum volumetric liquid content 

s reached at z = -2 cm which is very close to the porosity of the

oil (i.e., complete saturation). Moreover, Figs. 8 (c)-(d) show that 

efore the infiltration of excess liquid water from the precipitation 

o the lower depths, the evaporation from the soil surface does not 

lter the hydraulic response of the deeper soil layers. Nonetheless, 

he precipitation has a major impact on the saturation of the top 

ouple of meters of the soil in the long term. As an example, at 

he z = -150 cm, the maximum change in the volumetric liquid 

ontent is �θ ≈ 0.15 m 
3 /m 

3 and it happens when the precipi- 
l 
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Fig. 6. (a) The schematic representation of the finite element discretization of the 2D domain, (b) thermo-hydraulic initial and boundary conditions, and (c) the precipitation 

obtain from meteorological data 

Fig. 7. Variations of temperature at different depths for one year where x ∈ [0,10], and the heater is tuned off: (a) z = -2 cm, (b) z = -15 cm, and (c) z = -50 cm, (d) z = -100 

cm, and (e) z = -150 cm below the soil-atmospheric boundary 

9 
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Fig. 8. Variations of volumetric liquid content at different depths for one year where x ∈ [0,10], and the heater is tuned off: (a) z = -2 cm, (b) z = -15 cm, and (c) z = -50 

cm, (d) z = -100 cm, and (e) z = -150 cm below the soil-atmospheric boundary 
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ation reaches this depth. In other words, about a 143% increase 

s observed in the liquid content with respect to its initial value 

hich occurs on the 222 nd day (almost two months after the prior 

recipitation event). The delay time in the infiltration depends on 

he soil’s type, hydraulic conductivity, and the degree of saturation 

hich dictate how fast water can flow through the soil medium. 

In contrast to the NEPC model, the results obtained by the EPC 

pproach show different behavior in the fluctuations of volumet- 

ic liquid content at different depths. The evaporation rate pre- 

icted by the EPC approach tends to be stronger than the NEPC 

pproach. As it can be seen in Fig. 8 (a), before the first precipi-

ation event on the 48 th day, the soil at 2 cm below the ground

urface dries out faster in the EPC approach. The rapid-drying pro- 

ess is more evident after each precipitation event where the vol- 

metric liquid content decreases much faster than the results ob- 

ained by the NEPC approach. The rapid-drying process in the EPC 

odel happens because precipitation increases the volumetric wa- 

er content and therefore, the evaporation is in its full potential 

ue to a higher degree of saturation (e.g., more water availabil- 

ty for evaporation in the soil). Moreover, Figs. 8 (b)-(e) demon- 

trate that before the first precipitation event, there is no differ- 

nce between EPC and NEPC results for deeper soil layers as was 

lso interpreted from the results in Fig. 4 . However, it is interest- 

ng to note that after the precipitation, model predictions of EPC 

nd NEPC approaches are largely different. This happens because 

he EPC model predicts fast and strong evaporation in the top few 

entimeters of the soil, and thus less water is available to infiltrate 

nto the deeper layers. As a result, the EPC model shows no volu- 

etric water change at z = -150 cm. 

The results in Figs. 7 and 8 emphasize that the soil-atmospheric 

ondition (evaporation and precipitation) in an arid area, such as 

he location chosen for this study, can significantly change the 

ydro-thermal conditions of both shallow subsurface soil (a few 

entimeters below the ground) and deeper soil layers. Therefore, 
10 
t is necessary to accurately model the liquid, vapor, and heat 

ow across the soil-atmospheric boundary in an arid and semi- 

rid area. On the other hand, the results of the EPC approach 

how different impacts on the moisture fluctuations at both shal- 

ow and deeper soil layers. The difference in the equilibrium and 

on-equilibrium phase change is illustrated in Fig. 9 in terms of 

he latent heat source. The right-hand sides of Equations (3) and 

(b) are the latent heat sources for NEPC and EPC approaches, 

espectively. In Figs. 9 (a) and (b), the latent heat source of the 

op 10 cm of the soil is shown at a specific time of the day for

very two months, where the positive and negative values show 

he condensation and evaporation, respectively. It is important to 

ote that the evaporation and condensation close to the soil sur- 

ace are rapidly changing due to fluctuations in atmospheric de- 

and. However, in Fig. 9 the changes of latent heat are shown 

nly at a few time steps to compare the fundamental difference 

n EPC and NEPC approaches. The results in Fig. 9 (a) state that 

nly evaporation (negative latent heat source) occurs during the 

elected time steps in this figure. Please note, condensation occurs 

t different time steps which has not been shown in Fig. 9 (a). It

s interesting to note that, initially, the evaporation zone is wider 

nd reaches z = -5 cm. After two months and when the resatu- 

ation of the top layer happens, the evaporation zone is closer to 

he ground. However, at later time steps because of the higher wa- 

er availability (due to precipitation) in deeper layers of the soil, 

he magnitude and zone of evaporation gradually increase. How- 

ver, after 12 months the total evaporation decreases due to lower 

ater availability close to the soil surface while the evaporation 

one increases because water infiltrates deeper into the ground. 

n the other hand, as it can be seen in Fig. 9 (b), the phase change

rocess obtained from the EPC approach is different. Initially, the 

vaporation is intense and largely close to the surface with a small 

mount of condensation in the deeper layers. In later times, con- 

ensation is evident in a wider layer beneath the soil-atmospheric 
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Fig. 9. Variations of latent heat source along the vertical distance below the soil-atmospheric boundary in the case where the heater is turned off: (a) NEPC, and (b) EPC 

Fig. 10. Variations of (a) temperature, and (b) volumetric liquid content at different radial distances ( x = D p , 2 D p , 4 D p , and 8 D p ) away from the heat source in the case of 

heating [ z = - 150 cm] (solid lines: the top boundary is subjected to the evaporation and precipitation. Dashed lines: The precipitation is disregarded) 
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oundary, where in deeper layers evaporation takes place in a nar- 

ower region. The different behavior of evaporation/condensation 

n EPC and NEPC approaches directly affect the moisture distribu- 

ion predicted by each model (please see Fig. 8 ). Therefore, previ- 

us observations by Smits, Cihan, Sakaki and Illangasekare [19] and 

i, Vanderborght and Smits [20] can be completed which empha- 

ize the importance of the NEPC approach over the EPC model. 

he concluding remark is that the NEPC model not only leads to 

apture the liquid, vapor, and heat flow in very shallow subsur- 

ace soil (e.g., within a few centimeters depth) but also is needed 

o accurately model the long-term moisture content variations in 

eeper soil layers when the soil surface is subjected to irrigation 

nd/or precipitation. Therefore, in the next section, only the NEPC 

pproach is utilized to analyze the thermo-hydraulic response of 

he porous medium close to an embedded heat source. 

In the following, the focus is on the thermo-hydraulic process 

n the soil surrounding the horizontal heat source while the soil 

urface is subjected to both evaporation and precipitation. Figs. 10 

nd 11 compare the evolution of temperature and volumetric liq- 

id content with time for different soil surface boundary condi- 

ions (e.g., no precipitation and no heat and mass flow bound- 

ry) at four points close to the heat source. As mentioned be- 

ore, the heating phase starts after 30 days and stays turned on 

or the entire time at 20 W. The dashed lines in Figs. 10 (a) and

b) show the results when no precipitation is allowed from the 

oil-atmospheric boundary: i.e., ( ∇p l ) z = 0 = 0. The dashed lines in 

ig. 11 show the results when neither heat transfer nor evapo- 
11 
ation/precipitation is allowed from the soil-atmospheric bound- 

ry: i.e., ( ∇ T ) z = 0 = ( ∇ ρv ) z = 0 = ( ∇ p l ) z = 0 = 0. However, in both

igs. 10 and 11 solid lines present the base model in which the 

oil surface is subjected to both precipitation and heat flow (con- 

idering atmospheric demand). 

The strongly coupled interactions between the thermal and hy- 

raulic responses of the soil are evident in Fig. 10 . In Fig. 10 (a),

he gradual increase in the temperature at different points close to 

he heat source can be observed until a drastic drop in the tem- 

erature occurs after about 200 days. The temperature at x = D p is 

educed by about 40%. The decrease in the temperature is directly 

orrelated with the jump in the volumetric liquid content shown 

n Fig. 10 (b). This coupled behavior can be interpreted through 

nalysis of the saturation-dependent thermal conductivity which 

s used in this study. The heater, while turned on, is drying the 

urrounding soil which in turn decreases the thermal conductivity 

as displayed in Fig. 3 ). Therefore, for the low thermal conductivity 

f the soil medium, the ability to conduct heat to a further dis- 

ance is reduced. Consequently, the heat accumulates in the soil 

lose to the heater. After the sudden resaturation, due to the infil- 

rated liquid water, the thermal conductivity rapidly increases and 

acilitates the heat conduction. Hence, the accumulated heat is re- 

eased and flows to further distances. After the decrease in temper- 

ture, the results in Fig. 10 (a) show the second increase in temper- 

ture which, again, is directly due to the gradual decrease in the 

olumetric liquid content due to heat-induced drying close to the 

eater. These observations mark the importance of the saturation- 
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Fig. 11. Variations of (a) temperature, and (b) volumetric liquid content at different radial distances ( x = D p , 2 D p , 4 D p , and 8 D p ) away from the heat source in the case of 

heating [ z = -150 cm] (solid lines: the top boundary is subjected to the evaporation and precipitation. Dashed lines: heat, vapor, and liquid flow is ignored from the top 

boundary) 
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ependency of thermal conductivity to analyze the non-isothermal 

ultiphase flow in soil. 

Figs. 10 (a) and (b) demonstrate slightly higher temperature and 

ower volumetric liquid content for the case of no precipitating af- 

er the heater is turned on. In this case and in the absence of liq-

id resaturation, the evaporation which is triggered by the heater 

ries out the surrounding soil and the thermal conductivity of the 

oil medium is gradually decreased. Comparably, the same situa- 

ion happens close to the heat source. However, in the case of pre- 

ipitation, when the shallow depths of the soil are infiltrated by 

he liquid water, the thermal conductivity is recovered, and conse- 

uently, facilities the heat flow. In conclusion, the overall conduc- 

ive heat flux, in case of no precipitation, is lower than the case 

here precipitation takes place which results in higher tempera- 

ure for soils close to the heater. This situation is even more pro- 

ounced in a case where no heat, vapor, and liquid flow is allowed 

rom the top surface (because of the thermal insulation from the 

op boundary the heat accumulates close to the heater) [ Figs. 11 (a)

nd (b)]. In this case (no flow condition at the top surface), the 

eater is the only thermal load that desaturates the surrounding 

oil, and at the same time, the thermal conductivity is decreased 

hich leads to lower conductive heat flux in the medium and 

igher temperature close to the heat source. After 200 days, the 

esaturation and the steady increase in temperature are continued 

nd proceeded to further locations away from the heat source in 

ase of no precipitation and/or no-flow conditions. The results in 

igs. 10 and 11 emphasize the significance of the soil-atmospheric 

oundary to accurately predict the heat and fluid flow even on the 

eeper soil layers when dealing with an internal heat source (e.g., 

uried electrical cables). 

Variations of heat and volumetric liquid content (for every two 

onths) are shown in Fig. 12 along the horizontal distance away 

rom the heat source for two cases of heat and mass flow from the 

oil-atmospheric boundary (base analysis) and no-flow conditions 

no heat nor liquid flow). By comparing the results in Figs. 12 (a) 

nd (b), it is evident that the dynamic atmospheric condition not 

nly affects the magnitude of temperature evolution emitted from 

he heat source but also has a notable impact on the thermal influ- 

nce zone in the vicinity of the heater. In Fig. 12 (a), the tempera-

ure rises to x = 3 m in the horizontal direction after 2 months 

one month after the heater is turned on) and reaches x = 4.5 

 after 8 months regardless of the maximum temperature drop 

which occurs close to the heat source) due to resaturation. It is 

o be noted that the negative temperature variations ( �T max ≈ -5 

C) at farther zones after 6 months are the result of cooling effects 

rom the atmospheric demand. On the other hand, in the case of 
12 
isregarding the atmospheric demand (i.e., a no-flow condition in 

ig. 12 b), the thermal influence zone progressively increases from 

 = 3 m after 2 months to x = 9 m after 12 months while the

aximum temperature is also increasing monotonically. 

Figs. 12 (c) and (d) illustrate the dry-out zone in the vicinity of 

he heat source. The sharp decrease in the volumetric liquid con- 

ent takes place after 2 months as shown in Fig. 12 (c), and the dry-

ut zone is intensified up to 6 months due to the higher temper- 

ture built-up. However, the disturbance in the volumetric liquid 

ontent is limited to x = 0.5 m from the beginning of the heating 

hase. When resaturation occurs, the heat source cannot dry out 

he soil as strongly as in the case of low saturation which is due 

o the facilitated heat transfer and, consequently, lower tempera- 

ure built-up close to the heat source. However, in Fig. 12 (d) since 

o resaturation occurs in case of no-flow condition from the soil’s 

urface, the dry-out zone is continuously intensified. Therefore, it 

an be concluded that the coupled interactions between thermal 

nd hydraulic processes in the soil are crucial to identify the zones 

here sharp reduction in moisture content happens to accurately 

esign the buried electrical cables and horizontal heat exchanger 

ubes [44] . 

Figs. 13 (a) and (b) present the variations of temperature and 

olumetric liquid content in the top 3 meters (-3 m ≤ z ≤ 0 m). 

imilar results are evident as were shown in the previous fig- 

re but in the case of vertical distance. In the top 1.5 meters in 

ig. 13 (a), which is the vertical distance between the heat source 

nd the soil-atmospheric boundary, the evolution of temperature 

s strongly affected by both atmospheric demand and the heater. 

his observation is rational as it has already been established from 

ig. 7 (c) that highly dynamic heating/cooling phases imposed by 

he atmospheric condition can reach at least a couple of meters be- 

ow the soil’s surface and change the temperature field in the soil. 

n contrast, the moisture content variations, due to evaporation 

nd condensation forced by the atmospheric condition, can only 

e seen for the top few centimeters of the soil. The water infiltra- 

ion due to precipitation, however, can reach to few meters below 

he ground which is also evident from Fig. 13 (b). For example, af- 

er 12 months the water reaches down to about z = -3 m (1.5 m

elow the heat source). Long-term and time-dependent monitor- 

ng and simulation of heat and fluid flow with respect to the at- 

ospheric demand are of paramount importance which should be 

arefully taken into account in the modeling and design of buried 

eat sources. 

The effect of heating/cooling cycles from a buried heat source 

n the thermo-hydraulic response of the soil is discussed in Figs. 

4 and 15 . The heating/cooling cycles are started after 30 days for 
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Fig. 12. Variations of temperature [(a) and (b)] and volumetric liquid content [(c) and (d)] with respect to the radial distance away from the heat source ( z = -150 cm) for 

every two months: For (a) and (c), the top boundary is subjected to the evaporation and precipitation. For (b) and (d), heat, vapor, and liquid flow are prevented from the 

top boundary [( θ l0 ) z = -1.5 m = 0.107 m 
3 /m 

3 ] – All results are shown for heating phase 

Fig. 13. Variations of (a) temperature and (b) volumetric liquid content with respect to the vertical distance away from the heat source ( x = D p ) for every two months – All 

results are shown for heating phase 
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very 10 days in which the first 5 days are the heating period at 20

 and the subsequent 5 days are the cooling (relaxation) period in 

hich the heater is turned off. Figs. 14 (a)-(d) present the wave-like 

hermal fluctuations at different points close to the heat source for 

wo cases of considering atmospheric demand and no-flow con- 

itions. In the case of the no-flow condition, heating/cooling cy- 

les lead to a gradually higher temperature especially close to the 
13 
eat source. The amplitude of the cycles is smaller at points fur- 

her from the heat source. In the case where atmospheric demand 

s imposed, except for the temperature at x = D p and 2 D p , there

s a gradual decrease in the temperature dynamic before the re- 

aturation event at 200 days. It is evident that the sudden drop in 

he temperature due to the increase in the degree of saturation is 

ot as strong as the case where the constant heating phase was 
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Fig. 14. Variations of temperature at different radial distance away from the heat source [ z = -150 cm] during heating/cooling periods: (a) x = D p , (b) 2 D p , (c) 4 D p , and (d) 

8 D p (solid lines: The top boundary is subjected to the evaporation and precipitation. Dashed lines: heat, vapor, and liquid flow is ignored from the top boundary) 

Fig. 15. Variations of volumetric liquid content at different radial distance away from the heat source [ z = -150 cm] during heating/cooling periods: (a) x = D p , (b) 2 D p , 

(c) 4 D p , and (d) 8 D p (solid lines: The top boundary is subjected to the evaporation and precipitation. Dashed lines: heat, vapor, and liquid flow is ignored from the top 

boundary) 

14 
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onsidered [ Fig. 10 (a)]. Moreover, the higher degree of saturation 

eads to lower, but still notable, heating/cooling cycles’ amplitude 

n which the temperature is progressively increased. 

Figs. 15 (a)-(d) demonstrate the volumetric liquid content fluc- 

uations in the vicinity of the heat source at different points. The 

ocal drying/wetting cycles are directly influenced by the heat- 

ng/cooling cycles. In Fig. 15 (a) and for the case of the no-flow con-

ition, despite the fact that constant heating/cooling is applied, the 

rying/wetting cycles are not completely reversible, and a moder- 

te drying exists until a steady drying/wetting cycle is reached af- 

er 300 days. The same statement can be made for Fig. 15 (b); how-

ver, the steady-state drying/wetting cycles are reached at a later 

ime with a slower pace at x = 2 D p . In Figs. 15 (c) and (d), gradual

rying is also observed but with a much weaker rate. It should be 

oted that the deviation of the results of no-flow condition from 

he case in which the atmospheric demand is considered occurs af- 

er 3, 4, 5, and 6 cycles for x = D p , 2 D p , 4 D p , and 8 D p , respectively.

n Figs. 15 (a)-(d), after 200 days when resaturation happens, the 

mplitude of drying/wetting cycles is significantly smaller regard- 

ess of the distance to the heater. The comparison of this obser- 

ation with fluctuation in temperature after resaturation illustrates 

he fact that in a higher degree of saturation the heating/cooling 

ycles result in lower temperature ranges (lower amplitude), and 

onsequently, have a lesser phase change effect on moisture dy- 

amics. 

. Conclusion 

The non-isothermal multiphase flow, when soil is subjected to 

xternal (i.e., atmospheric demand) and an internal heat source 

e.g., electrical cables), is of paramount importance to understand- 

ng the thermo-hydraulic response of soils. In this study, the non- 

quilibrium phase change model (NEPC) is utilized to simulate 

eat, liquid, and vapor transport in shallow subsurface soil when 

 horizontal heat source is presented. The developed model in this 

tudy is compared and validated with the experimental observa- 

ion and the classical equilibrium phase change (EPC) model. In the 

ain study, the non-isothermal multiphase flow is simulated based 

n EPC and NEPC models for one year under real meteorological 

onditions. The EPC and NEPC models simulated somewhat similar 

ariations of temperature due to the atmospheric demand at differ- 

nt depths. However, the NEPC approach predicted large variations 

f moisture content at deeper soil layers due to water infiltration, 

hile the EPC approach provided different results in which the in- 

ltrated water could not reach deeper depths due to strong and 

apid evaporation at the soil surface. Next, the thermo-hydraulic 

esponse of soil surrounding an embedded heat source in the va- 

ose zone was analyzed while considering different thermal load- 

ngs. Thermal conductivity is found to be the major coupling factor 

n the thermo-hydraulic process. The high dependency of hydraulic 

onductivity was shown through the large variations in the degree 

f saturation which was controlled by the infiltration of precipita- 

ion into the soil. The dynamic of atmospheric demand with re- 

pect to the temperature and the precipitation is another signifi- 

ant factor that directly influences the thermo-hydraulic response 

f the soil close to a heater in shallow subsurface soil and should 

e considered carefully. The numerical results demonstrate that the 

ncrease in moisture content (due to precipitation) in few meters 

f the shallow subsurface significantly facilitates the heat trans- 

er in the medium and enhances the heat dissipation away from 

he heat source. Higher heat transfer rate in the medium results in 

bout 40% to 50% reduction in soil temperature close to the heat 

ource. It was also observed that when the soil is initially in low 

aturation condition the drying zone surrounding the heat source 

s more intense, due to the stronger thermally-induced vapor dif- 

usion in soils with lower moisture content. However, in high and 
15 
ntermediate saturation conditions that happen after precipitation 

vents, the drying process around the heater is less pronounced. 

he long-term thermo-hydraulic response of the embedded heat 

ource determines that cyclic heating-cooling thermal loads con- 

ribute to gradually drying the soil by 85%, 75%, and 50% respec- 

ively, at x = D p , 2 D p , 4 D p from the heater when there is no pre-

ipitation. It is worth noting that the theoretical model developed 

n this study can also be extended to incorporate the mechanical 

eformation of soil and account for porosity changes which is im- 

ortant for fine-grain soils such as clays. 
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ppendix A 

According to Bittelli, Campbell and Tomei [73] , the surface 

lbedo and soil’s surface emissivity are formulated as below: 

 

αalb = 0 . 25 θl,top < 0 . 1 
αalb = 0 . 1 θl,top < 0 . 25 

αalb = 0 . 35 − θl,top 0 . 1 ≤ θl,top < 0 . 25 
(A1) 

 s = min 
(
0 . 90 + 0 . 18 θl,top ;1 . 0 

)
(A2) 

Where they both depend on the surface volumetric liquid con- 

ent, θ l,top . Moreover, atmospheric emissivity is defined as: 

 a = 0 . 70 + 5 . 95 × 10 −5 e a exp 

(
1500 

T a 

)
(A3) 

 a = 0 . 611 exp 

[ 
17 . 27 ( T a − 273 . 15 ) 

T a − 35 . 85 

] 
R H a (A4) 

T a (K) is the air temperature. e a (kPa) is the atmospheric vapor 

ressure, and RH a is the relative humidity of the air. The cloud fac- 

or is calculated from the atmospheric transmission coefficient for 

olar radiation, T t : 

 ≤ c f = 2 . 33 − 3 . 33 T t ≤ 1 (A5) 

 t = 

S n 

Q p 
;Q p = 1360 cos θ

[ 
W 

m 
2 

] 
(A6) 
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Table B1 

Dependent parameters for the thermal conductivity of the porous medium [73] ( T 

[ °C]) 

Parameter Equation 

Thermal conductivity of water λl = 0 . 56 + 0 . 0018 T 

Thermal conductivity of air λa = 0 . 0242 + 0 . 0 0 0 07 T 

Saturation vapor pressure p v ,sat = 0 . 611 exp ( 17 . 502 T 
T+240 . 97 

) 

Slope of the saturation vapor pressure function � = 
∂ p v ,sat 

∂T 

Molar density of air 
� 

ρa = 44 . 65 273 . 16 
T+273 . 16 

[ mol 
m 3 

] 

Actual vapor pressure e a = max { 1 − p v ,sat 
p a 

, 0 . 3[ kPa ] } 
∗Estimated based on hydraulic conductivity ( K s ) using Kozeny-Carman model [76] 
∗∗Not Applied 
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 p is the potential daily global solar radiation, and θ is solar ele- 

ation zenith angle which is given by: 

os θ = sin λ sin δ + cos λ cos δ[ 0 . 2618 ( t − t 0 ) ] (A7) 

in δ = 0 . 3985 sin 

[ 
2 π

DOY 

365 
− 1 . 414 + 0 . 03345 sin 

(
6 . 224 + π

DOY 

365 

)]
(A8) 

In Equation (A7) , λ is the latitude, δ is the solar declination, t is 

ime and t 0 is the time of solar noon. DOY represents a day of the

ear. 

ppendix B 

The thermal conductivity function that is used in this study is 

riginally proposed by Philip and De Vries [16] , modified by Camp- 

ell, Jungbauer Jr, Bidlake and Hungerford [78] , and completed 

y Bittelli, Campbell and Tomei [73] . In the thermal conductivity 

quation shown in Table 1 , λg , λs and λl are thermal conductivi- 

ies of gas, solid and liquid, respectively. λs = 4.5 W/m/K is assumed 

n this study. In addition, k g , k s and k l are weighting factors for gas,

olid and liquid, respectively: 

 g = 

1 

3 

⎡ 

⎣ 

2 

1 + 

(
λg 

λ f 
− 1 

)
g a 

+ 

1 

1 + 

(
λg 

λ f 
− 1 

)
g c 

⎤ 

⎦ (B1) 
ig. C1. The meteorological data used to simulate the atmospheric condition for the vali

emperature of the air 

16 
 s = 

1 

3 

⎡ 

⎣ 

2 

1 + 

(
λs 

λ f 
− 1 

)
g a 

+ 

1 

1 + 

(
λs 

λ f 
− 1 

)
g c 

⎤ 

⎦ (B2) 

 l = 

1 

3 

⎡ 

⎣ 

2 

1 + 

(
λl 

λ f 
− 1 

)
g a 

+ 

1 

1 + 

(
λl 

λ f 
− 1 

)
g c 

⎤ 

⎦ (B3) 

In Equations (B1) -( B3 ), g a and g c are shape factors. According to 

73] , g a = 0.088 and g c = 1-2 × g a for mineral soils. Furthermore,

f is the fluid thermal conductivity: 

f = λg + f w ( λl − λg ) (B4) 

here f w is an empirical parameter: 

 ≤ f w = 

1 

1 + 

(
θl 
θ0 

)−q ≤ 1 (B5) 

q = 7 . 25 m y + 2 . 52 
θ0 = 0 . 33 m y + 0 . 078 

(B6) 

The values of 0 and 1 for f w are representing dry and satu- 

ated soil conditions, respectively. m y is the fractional clay content. 

n Equation (B4) , the thermal conductivity of gas, λg , is calculated 

rom: 

g = λa + 

L v � f w 
� 

ρa D 
0 
v 

p a − e a 
(B7) 

p a is the atmospheric pressure ( = 1 bar). Other components of 

quation (B7) , as well as the rest of the parameters that used to 

alculate the thermal conductivity, are presented in Table B1 : 

ppendix C 

The meteorological data which is obtained from the CIMIS web- 

ite for the validation and long-term simulations are presented be- 

ow: 

A) Validation (1D model): 

Fig. C1 

B) Symmetric 2D model (Sep. 2019 – Sep. 2020): 

Fig. C2 
dation model: (a) Solar radiation and wind velocity, and (b) relative humidity and 
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Fig. C2. The meteorological data used to simulate the atmospheric condition for the 2D axisymmetric model: (a) Solar radiation, (b) wind velocity, (c) temperature of the 

air, (d) relative humidity of the air, and (e) Precipitation 
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