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ABSTRACT. We establish the satisfiability threshold for random k-sat for all k > ko, with k¢ an absolute constant. That
is, there exists a limiting density asat(k) such that a random k-sat formula of clause density « is with high probability
satisfiable for @ < @g,y, and unsatisfiable for @ > ag,;. We show that the threshold ag, (k) is given explicitly by the one-
step replica symmetry breaking prediction from statistical physics. The proof develops a new analytic method for moment
calculations on random graphs, mapping a high-dimensional optimization problem to a more tractable problem of analyzing
tree recursions. We believe that our method may apply to a range of random csps in the 1-RSB universality class.

1. INTRODUCTION

A constraint satisfaction problem (csp) consists of variables x, . .., x,, subject to constraints 4y, . . ., a,,. This
general framework encompasses several fundamental problems in computer science, the most classic example being
boolean satisfiability (sat). Other examples include various natural problems in graph combinatorics; such as
(proper) coloring, independent set, and cut or bisection problems. In each of these csps, the variables x; take values
in some fixed alphabet X, and it is of interest to understand properties of the subset soL € X" of valid assignments:
its total size, say, or the maximum value of some objective function.

In many cases, even deciding if SOL is nonempty — which requires, a priori, exhaustive search over X" — is
~np-complete [Kar72], and thus believed to require super-polynomial time in worst-case instances. This worst-case
intractability of csps was one of the early motivations to develop some “average-case” theory for csps. For instance,
one approach [Lev86] is to study the typical runtime of algorithms in a random csp: formally, a sequence (IP"),;>,
where each IP” is a probability measure on csps of n variables; the interest is in asymptotic behaviors as n — oo.

Since their introduction into the computer science literature, random csps have become a subject of interest among
physicists and mathematicians as well, inspired in part by early numerical experiments [CKT91, MSL92] suggesting
phase transition phenomena. On the basis of heuristic analytic methods, physicists predict that they exhibit a rich
array of phenomena. However, the rigorous analysis of random csps poses substantial mathematical difficulties, and
many of the physics predictions remain challenging open problems. This paper considers one of these predictions
which has been especially well-studied, the satisfiability threshold conjecture.

1.1. Main result. The random k-saT model is as follows: variables xq, ..., x,, take values TRUE = + or FALSE =
-. They are subject to constraints 4y, ...,ay where M is a Pois(na) random variable. Conditioned on M, the
constraints are independent. Each constraint is a random disjunctive clause: it is the boolean or of k independent
literals, with each literal sampled uniformly at random from {+x1,-xy,...,+x,,-x,}. The clause is satisfied if at
least one of its k literals evaluates to +. The entire instance is satisfied if every clause is satisfied. This defines a
probability measure P"'* over k-sAT problem instances;' and the sequence (IP"%),>; is what is commonly termed
the random k-sAT model at density «.

A k-sar problem instance is naturally encoded by a bipartite graph & = (V, F, E) where V is the set of variables,
F is the set of clauses, and E is the set of edges. The presence of an edge ¢ = (av) € E indicates that variable v
participates in clause 4. The edge always comes with a sign L, which is + or - depending on whether +x, or -x,
appears in clause a. Thus P"% can be regarded as the law of a random bipartite graph with signed edges. This is a
bipartite analogue of the standard Erdos—Rényi random graph; and for this reason we sometimes refer to this model
as “random Erd6s-Rényi k-sat”
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It has been notoriously challenging to characterize a most basic property of this model: what fraction of randomly
sampled instances are satisfiable? Based on numerical simulations and non-rigorous arguments, it is proposed that
for each fixed k > 2, there is a critical value a g, — depending on k but not on 7 — such that for all € > 0,

lim P"%x~¢(satisfiable) = 1 = lim P"*=*¢(unsatisfiable) .

n—oo0 n—oo

In words, the model has a sharp transition from satisfiable to unsatisfiable, with high probability.” This is known as
the satisfiability threshold conjecture. For k = 2, it is known to be true with threshold ag, = 1 [CR92, Goe92]. It
has been a long-standing open problem to establish a satisfiability threshold for any k > 3. Our main result resolves
this conjecture for large k:

Theorem 1 (main theorem). Fork > ko, random k-sAT has a sharp satisfiability threshold aus, with explicit char-
acterization Qtgyy = ax given by Proposition 1.2 below.

The study of the random k-saT model has seen important contributions by researchers from several different
communities — probability theory, combinatorics, computer science, and statistical physics. In particular, the explicit
characterization ag, = @ emerged from the physics literature [MPZ02, MMZ06], via the so-called “one-step replica
symmetry breaking” (1-rsB) framework. Subsequent works [KMR"07, MRS08] detailed the implications of 1-rsB for
the geometry of the solution space SOL, and the resultant obstacles to locating the threshold. At the same time, a quite
separate challenge posed by this model concerns the fluctuating local geometry of the underlying random (bipartite
Erdos-Rényi) k-sAT graph. This issue has been most notably considered within the probability and computer science
communities [AM02, AP03, CP12, CP16].

The current paper is heavily guided by insights from the aforementioned works. We describe these connections
in the remainder of this introductory section, which is organized as follows. In §1.2 we survey the prior rigorous
literature on random k-saT. We then turn to the statistical physics work on this problem (§1.3), and describe the
general notion of replica symmetry breaking (rsB) (§1.4). In the specific context of random k-saT, we explain (§1.5)
how this manifests as one-step RsB, leading to an explicit threshold prediction (§1.6). Lastly we explain how the
underlying graph geometry poses further challenges, and outline our proof strategy to deal with these issues (§1.7).

1.2. Prior rigorous results. Exact satisfiability thresholds have been rigorously shown in only a few models, in-
cluding k-xor-sat [MRZ03, PS16] and random 1-in-k-saT [ACIMO01]. Also, as we remarked above, it has been proven
for random 2-sat [CR92, Goe92], along with even finer results characterizing the scaling window [BBC*01]. Com-
pared with all these, however, random k-sAT for k > 3 is believed to undergo a very different type of transition, as
we explain below (§1.4).

For random k-sAT, even the existence of ag, was not known for any k > 3. To date, the strongest result that
applies for every k > 2 is Friedgut’s theorem [Fri99]. It states that for each fixed k > 2, there is a sharp threshold
sequence ts,(1) such that for all € > 0,

lim P"*«()=€(satisfiable) = 1 = lim P™%("*€(ynsatisfiable). (1.1)

n—o0o0 n—oo

The theorem does not imply that (1) converges to a unique limit, as the conjecture requires. It also gives no
quantitative information on g (n).

Complementing Friedgut’s theorem, there have been many results giving quantitative bounds on ag,(n), usu-
ally in the limit of large k. An easy calculation of the first moment of assignments gives a fairly accurate upper
bound [FP83]. Truncating the first moment to “locally maximal” solutions gives an even more precise bound

1
lim sup @rgq(11) < 2K In2 — 5(1 +1n2) +er  [KKKS98].

n—oo
In the above and throughout what follows, € denotes any error term that tends to zero as k — oo. This upper
bound is already correct in the second-order term. In contrast, all early lower bounds for the k-saT threshold, which
were generally algorithmic in nature, missed the true threshold by a large multiplicative factor — the current best
algorithmic result [CO09] gives a lower bound of order 2K(In k) / k while the threshold is of order 2.
More recent advances in lower bounding @, have all taken a non-algorithmic route — via the second moment
method, in combination with Friedgut’s theorem. This route, initiated by [AMO02], faces two major challenges in the

2An event occurs with high probability if its probability tends to one in the limit # — oo.
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random k-sat model. In brief, the first concerns the geometry of the solution space soL C {+, -}", while the second
concerns the geometry of the underlying bipartite graph — we explain these further below. Important advances on
the second issue led to a series of improvements in the lower bound:

2k1In2 - 0(1) [AM02] ;
liminf ag(n) > { 25In2— O(k) [AP03]; (1.2)
e 2ln2-3m2+e [CP12].

These works did not address the first issue (the solution space geometry), which was first discussed in the physics
literature. Coja-Oghlan and Panagiotou were the first to address both issues simultaneously: they prove

1
liminf ag(n) > 25 In2 — 5(1 +In2)—er [CP16], (1.3)
n—0o0

matching the upper bound of [KKKS98] up to €k. This gives the best estimate of the k-sat threshold prior to the
current work, which closes the €y gap for large k.

To explain the difficulties in pinning down an exact threshold, we turn next to a survey of the statistical physics
heuristics for this model, leading to the explicit characterization of ag,. Having done this, we can then give a more
detailed account of the earlier advances in rigorous lower bounds, as well as the obstacles that remain. With this
context, we give an overview of our proof approach at the conclusion of this section.

1.3. Statistical physics. Statistical physicists became interested in random csps as examples of spin glasses, which
are models of disordered systems (see e.g. [MP85, MPV87]). Perhaps the most extensively studied such model is the
Sherrington-Kirkpatrick (SK) spin glass [SK75]: let (g;;)i j>1 be an array of i.i.d. gaussian random variables with
mean zero and variance 2/n. The SK spin glass is defined as the probability measure on x € {+,-}" given by

pu(x) = % 1_[ exp{Bgijxix;},
1<i<j<n

where Z is the partition function (normalizing constant). The measure u of course depends on the gjj, so it is a
random measure supported on {+, -}". Parisi conjectured in a series of seminal papers [Par79, Par80a, Par80b, Par83]
that the SK measure has intricate asymptotics, characterized by an infinitely nested hierarchy. Key aspects of this
prediction have been rigorously proved in celebrated works [Gue03, Tal06, Pan13a].

The analogue of the SK measure in random k-SAT is the uniform measure v over the solution space SOL, which
can be regarded as a random measure on {+, -}":

V(x) = % l—[ 1{£ satisﬁes} _ 1{x € soL} (1.4)

) clause a; Z
1<j<M

where in this context Z = [SOL|. In contrast with SK, however, it turns out that k-sat exhibits the most interesting
behavior when the number of constraints scales proportionally to the number of variables — in other words, when
the graph of interactions & is sparse. This is a central distinction from the SK model, where the graph of interactions
is the complete graph on 7 vertices.

An extensive statistical physics literature demonstrates how heuristics for the SK model (and a larger family of
p-spin models) can be adapted to the analysis of sparse random csps such as random k-saT. In one sense, the
sparsity of interactions makes these models more challenging to analyze. In the SK model, because each vertex has a
large number of neighbors, there is a self-averaging effect which is crucial to the analysis. The effect does not occur
on sparse graphs, and this turns out to pose major difficulties in the mathematical study of random k-sAT and other
sparse models. For example, sparse versions of the SK and p-spin models have been studied [Pan13c, Pan14, Pan15],
but remain not nearly as well understood as the complete graph versions (a very incomplete list of references includes,
e.g., [Pan13b, AC15, AC16, ACZ20, JT16, Sub21, Mon19, CPS21]).

In spite of this, random k-sAT is expected to exhibit behaviors which are very similar to those of SK, and in certain
aspects significantly simpler. In particular, while the SK model is described by an infinitely nested hierarchy (co-rsB
or full-rsB), many random csps — k-SAT included — are conjecture to be described by a depth-one hierarchy (1-rsB).
This is central to our understanding of this problem, and we describe this next.
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1.4. Replica symmetry and cavity methods. Let v be a random measure on {+,-}" (such as in (1.4)). For any
function f : ({+,-}")! = R, we let (f), denote the expected value of f if its £ arguments are independent samples

of v: explicitly, .
(o= DL fah O] ).

xl,..xt jst

In the physics terminology, the x/ are replicas of system v. Let R be the overlap (normalized inner product) between
two replicas, R = n7!(x! - x?). The measure v is termed replica symmetric (rs) if this overlap is well-concentrated,
in the sense of

Up = ]E{<R2>v - (<R>v)2} =0,(1). (1.5)

Otherwise v is said to be replica symmetry breaking (rsB). Note that one can rewrite v, as the average, over all
pairs i, j € [n], of the expected correlation between x;xf and x}x}z.,

cors = B{ a1 afa). = G (e

The Rrs condition (1.5) says that the average correlation corr; ; is small. Non-concentration of the overlap (rsB)
indicates the presence of long-range correlations.

If [n] = {1,...,n} is the vertex set of a sparse graph, then most of the contribution to (1.5) comes from vertices
i, j which are far apart in the graph. Thus, in the sparse setting, Rs is regarded by physicists as being equivalent to
correlation decay: if x is a sample from v, then x;, x; are roughly independent if i, j are far apart in the graph. In
other words, in an rs model, the behavior around a vertexi € [n] depends only on its local neighborhood. The commonly
studied sparse random graph models are locally tree-like — for example, the random k-sAT graph converges locally in
law to a certain (multi-type) Galton-Watson tree. It is expected that sparse models in the Rs regime can be accurately
analyzed by a certain set of tree approximations, which generally go under the name of belief propagation (8p),
or replica symmetric cavity methods. In this viewpoint, roughly speaking, the stochastic process on the finite
graph is approximated by a stochastic process on the limiting tree.

We shall not go into many more details on the Rs cavity method, pointing instead to the literature ((MMO09, Ch. 14]
and refs. therein) for details. We only note here that a key step in the method is to compare graphs &, &’ where &’
is € with a random clause 2 € F removed. Let da denote the variables incident to 4 in graph ¥: these variables
are most likely well-separated in &’. Thus, in the Rs (correlation decay) regime, one can treat these variables as
(approximately) independent, with laws depending only on their local neighborhoods in &’. This is a key simplification,
leading to explicit tree recursions which can be analyzed. In rs models this is a powerful analytic tool. It leads further
to an explicit prediction for the free energy of the model, expressed in terms of a fixed point of the tree recursions
— the Rs free energy or Bethe free energy (see [YFW05]). In RsB models, however, it is expected that this method
yields false predictions, as the lack of correlation decay invalidates the independence assumption. We discuss this
next in the context of saT.

1.5. Condensation and one-step replica symmetry breaking. In a broad class of models, it is believed that rRsB
arises due to the formation of clusters, which are loosely defined as dense regions of the measure. Specifically,
for t > 1 integer, t-step replica symmetry breaking (t-rsB) is the special case of RsB in which the overlap R
concentrates on exactly ¢ + 1 values. The way this can occur is that in the cube {+, -}", there is a hierarchy of scales
0¢ > 01 > ... > O; such that there are many clusters of mass 6; nested within each cluster of mass 6;_;. The
maximal scale O refers to the entire space {+,-}". This scenario is often summarized by a depth-f tree, where the
vertices at depth j correspond to the clusters at scale 0;. It was proposed by Parisi (refs. cited above) that the t — oo
limit describes symmetry breaking in the SK model.

By contrast, later works ([MPZ02, KMR"07] and refs. therein) indicated that random k-saT and several other
sparse csps of interest exhibit 1-rRsB, corresponding to a single-depth hierarchy 6y > 0;. In fact, random k-sAT is
believed to have a rich phase diagram (Figure 1) which includes both rs and 1-RsB regimes. As we next describe,
physicists predict a condensation threshold aong € (0, @syt), which marks the onset of 1-rsB.

This conjectural phase diagram was derived [ZK07, MRS08, KMR"07] in the following manner. It starts from
the hypothesis that the model is at most 1-rsB. This means that there is at most one hierarchy of clustering, or
equivalently that clusters are replica symmetric. This means that one can successfully apply rs inference methods,
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(6]

10320 | www.pnas.org/cgi/doi/10.1073/pnas.0703685104 Krzakata et al.
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FIGURE 2. The number of clusters of size roughly exp{ns} concentrates around its mean value exp{nX(s)}. The left panel
shows Z(s) = X(s; @) as a function of s for four different values of «, together with the tangent lines of slope —1. In
increasing order of a, the curves indicate (A) d¢lust < @ < Qconds (B) & = Aeonds (C) Xcond < @& < Agat, and (D) @ = Agat-
The right panel shows curve (c) only and indicates the locations of s and s;.

These assumptions will be made throughout the paper even when not explicitly stated.

Let & denote the space of probability measures on the half-open interval [0, 1) — this means, in particular, that
any p € P gives zero measure to the event {1 = 1}. The interpretation of the measure p can be explained roughly
as follows (it will be formalized in §2.5 below). For an edge ¢ = (av) with literal L,;,, we can consider the law of
Xy “in absence of a4, i.e., ignoring the constraint imposed by clause 4. A random variable 1) sampled from the law u
(hereafter denoted “n) ~ p”) represents the probability “in absence of a” that we have x;, = -Lg,. The randomness of
1 results from the randomness in the neighborhood structure of v.

The above interpretation leads naturally to recursive equations for the random variables 17, which are termed
“survey propagation” equations in the literature (see [MMW07] and references therein). We express this as a mapping
R =R%: P — P as follows. Given y € P, generate an array of i.i.d. samples from i,

n= ((77;}/77;,')1‘,]'21) . (1.8)

Letd*, d™ be Pois(ak /2) random variables, independent of 1 and of one another: d* and d* represent the cardinalities
of dv(+a) and Jdv(-a) respectively, where

Jdv(+a)={bedv\a: Ly =La},
dv(-a)={bedv\a:Lpy =-Loy}.

If b is the i-th clause in dv(+a), the chance “in absence of dv \ b” that x, is forced to equal Ly, is represented by
k-1
+
[ [
j=1

— this corresponds to the chance “in absence of b” that x,, = -Ly,, for every u € db \ v. We define analogously ﬁl' to
refer to the i-th clause in dv(-a). The chance “in absence of a” that none of the clauses in dv(+a) are forcing to x,
(meaning that the value x, = -L;y is permitted) is

d* d* k-1
H+En(1—ﬁj)=ﬁ(1—' r]:']) (1.9)

i=1 i=1 j=1

At
u;

We can define analogously IT~ which corresponds to the chance “in absence of a” that none of the clauses in dv(-a)
are forcing to x,, meaning that the value x, = L,y is permitted. We sometimes write [T* = I1*(d, 17) to emphasize
the dependence of IT* on the random variables d = (d*,d”) and 7 (from (1.8)). Notice that if all the 1’s belong to
[0, 1), then IT* € (0, 1]. The chance “in absence of a” that x, is not forced by dv(+a), but is forced by some clause
in dv(-a), is given by IT"(1 — IT"). However, if X, is simultaneously forced by both dv(+a) and dv(-a), this would
invalidate the configuration, since it means that not all the clauses in dv can be simultaneously satisfied. The chance
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“in absence of a” that x;, is not simultaneously forced by both dv(+a) and dv(-a) is given by IT" + IT- — IT*TI". We
condition on being in a valid configuration simply by taking the ratio of the last two expressions, resulting in
(1 -117)
R{d,n) = .
@0 = o
We define Ry to be the law of R(d, 7). Since IT* € (0, 1], it follows that R(d, 1) € [0, 1), so Ry is indeed also an

element of .

(1.10)

Proposition 1.1 (proved in §4.4: solution of 1-rsB distributional recursion). Fix k, a and let R = R* as above. Let
ut = pl(a) € P (€ > 0) be the sequence of probability measures defined by u° = 6/,, and u* = Ru‘=! forall ¢ > 1.
Fork > ko and apa < a < aypd, this sequence converges weakly as { — oo to a limit p = pu** € P, satisfying
Ru=u.

The following is the formal characterization of the 1-rsB prediction a for the k-sat threshold:

Proposition 1.2 (proved in §10: characterization of 1-rsB threshold prediction). Given k, @, let 1 = u°® be the
fixed point of Proposition 1.1. Let d and 1) be as above, and let 1)’ = (1)j)j>1 another sequence of i.i.d. samples from p
(independent of d, 17). Let

I + 1T - IT'T
(1- H;le 77],)oc(k—l) ’
where [E indicates the expectation over (d,1,1). For k > ko, the function ®@ is well-defined and strictly decreasing on
the interval appg < a < Aypa, With a unique zero ay = a (k).

®(a) = E|In (1.11)

Recall that a cluster means, generally, a dense region of the measure, where for us the measure of interest is
the uniform measure (1.4) over the k-sat solution space SOL C {+,-}". In the regime that we study, with k > k
and apg £ @ < aypg, it turns out that the clusters are well-separated, so that we can simply define a cluster to be
a connected component of SOL. (Two assignments x, x’ € SOL are connected if they differ by a single bit.) With
this definition, the above propositions describe the replica symmetric calculation for the uniform measure on
clusters. Recall from §1.4 that a key step of this calculation is to compute the distribution of a variable incident to
a removed clause. In the above, 17 € [0, 1) represents the probability for such a variable to be frozen to the - value.
The randomness in 7, as described by p, reflects the random structure of the local neighborhood of this variable.

The normalization for the uniform measure on clusters is the total number Q of clusters, and ®(«) is the associated
Bethe free energy. As discussed in §1.4, the measure y should satisfy a tree recursion (the map R of Proposition 1.1),
and @ is expressed in terms of a fixed point for this recursion. The 1-rsB conjecture for random k-SAT says that
clusters are rs and so @(«) correctly predicts the free energy, which would mean that Q concentrates about

exp {n(D(oz)} = exp {n max X(s; oz)}

(with high probability). This explains why a is defined as the root of ®(a).

We emphasize again that the above characterization of a, already appears in the physics literature [MMZ06].
To the best of our knowledge, however, it has not been formally proved to be well-defined. Indeed, the proofs
of Propositions 1.1 and 1.2 are based on a detailed recursive analysis, which we could not extend to all k > 3.
Nevertheless, these propositions do show that a is at least well-defined for k large enough. Having verified this, it
is relatively straightforward to deduce the sharp satisfiability upper bound:

Proposition 1.3 (proved in §4.5: 1-rsB upper bound). Fork > ko, random k-sat at a > a, (k) is with high probability
unsatisfiable.

Proposition 1.3 is proved via previously known bounds [FL03, PT04] for the positive-temperature version of the
k-sAaT model — that is to say, the measure
exp{—PH(x
V() = p{-pH®)}
Z(p)
where H(x) is the number of clauses violated by x. For any f € [0, ), it is proved [PT04] that
E[ln Z(p)]

e < inf Dy (B, C,m) (1.12)
n C,m



8 J. DING, A. SLY, AND N. SUN

where C runs over the space of probability measures over R, m is the 1-rsB “Parisi parameter” which goes over [0, 1],
and the functional @y g is given explicitly in the statement of Theorem 4.30 below. The proof of the bound (1.12)
in [PT04] is based on a certain Hamiltonian interpolation scheme, inspired by related results for the SK spin glass
[GT02, Gue03, FL03].

It remains for us to choose C and m to obtain a good upper bound on (1.12). The 1-rsB heuristic suggests to choose
C in a particular way, such that it is approximately a reparametrization of the measure u (from Proposition 1.1). With
this choice, we show that as soon as @ exceeds ary, we have (see (4.60) below)

, 1
ﬁlglgo D1 gss (ﬁl C, _ﬁl/z) <0.

This will imply there are no satisfying assignments with high probability, yielding Proposition 1.3.

1.7. Sharp lower bound. The main content of this paper is to prove the matching lower bound to Proposition 1.3.
Asnoted in §1.2, all recent satisfiability lower bounds, including our current result, are proved by the second moment
method together with Friedgut’s theorem [Fri99]. We now briefly describe the main obstacles to this method, and
how they are overcome in our analysis. A more extensive discussion is given in §2.1.
As before, let Z be the total number of k-saT solutions, and let [E denote expectation with respect to P = P™¢.
The most basic version of the second moment method would be to prove
(EZ)?

limsup —== < o0

n—oo E[Z?]
The Cauchy-Schwarz inequality then gives
liminf P(Z > 0) > 0

n—oo
at this value of @; and Friedgut’s theorem immediately implies satisfiability with high probability at any o’ < a.

In fact, this basic version of the second moment method fails on random k-sAT at any positive clause density —
the ratio IE[Z2]/(IEZ)? diverges with 1 for any positive &, including throughout the rs regime. The problem does not
go away if we condition on the number of clauses, or make other minor modifications, as we discuss in more detail
in §2.1 below. At a high level, the reason is roughly as follows. Recall (§1.4) that in the Rs regime, variables far apart
in the graph & are nearly independent, and the behavior of each variable depends only on its local neighborhood.
In some “locally homogeneous” models, either all variables have the same local neighborhood, or there is a variety
of local neighborhoods but they all give rise to the same variable behavior.” This homogeneity does not hold for
random k-SAT — e.g., some variables are incident to more positive literals, and so are more likely to be TRUE. In the
Rs regime, there is correlation decay conditional on the graph structure — but the moment calculation averages
over the graph structure, and as a result non-negligible correlations arise. These “local neighborhood correlations”
cause the second moment method to fail, and are a central difficulty of random k-saT.

In spite of this, the second moment method has been successfully applied to lower bound the number of k-saT
solutions in the rs regime. In all such results (([AM02, AP03, CP13], see (1.2)), a key step is to make some truncation,
or reweighting, such that the resulting model becomes locally homogeneous. The result of [CP13] is notable in that
it also conditions on the degree profile of the k-sAT instance, an idea which had previously been applied in a simpler
model [CP12]. This decreases the effect of local neighborhood correlations and gives an improved lower bound.

The best lower bound prior to this work is due to Coja-Oghlan and Panagiotou ([CP16], see (1.3)). This advance
was especially significant in moving the lower bound past the conjectural condensation threshold of random k-sar.
Inspired by the 1-rsB heuristic, the proof of [CP16] applies second moment method to the number of solution clus-
ters, rather than the number of individual solutions. This strategy had previously been applied to improve the lower
bound for random NAE-saT [CP12], and to obtain sharp satisfiability thresholds in some locally homogeneous mod-
els [DSS13, DSS16b, DSS16a]. The result of [CP16] further incorporates techniques developed in [CP12, CP13] for
conditioning on the degree profile.

The result of [CP16] demonstrates that applying the second moment method to the number of solution clusters,
and conditioning on the degree profile, can give very good lower bounds. It became clear, however, that in order to

3See the discussion of “symmetric” models in [CP13, Appx. A]. We use the phrase “locally homogeneous” rather than “symmetric” to avoid
confusion with the (separate) issue of replica symmetry.
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achieve a sharp lower bound, it would be necessary to condition not only on the degree profile, but on the profile
of local neighborhood structures to arbitrarily large (constant) depth R. The main work of this paper is to carry
out this approach: we establish a satisfiability lower bound apg(R) for each R; and show that apg(R) — a in the
limit R — oo.

Let us briefly indicate the main difficulties in implementing this strategy. The second moment computation
reduces to an optimization problem over a vector w of empirical marginals, broken down according to the R-
neighborhood type — the dimension of this problem diverges with R. The proof of [CP16] solves a version of this
problem for marginals @ broken down according to the variable degree. Their analysis relies on an important pre-
processing step — for k large, removing ney variables with atypical degree leaves behind an nearly regular graph.
This allows for very explicit analysis of the second moment, but costs € in the satisfiability lower bound.

To achieve a sharp lower bound, we can only afford to remove n€ g variables with €, g — 0 in the limit R — oo.
Thus we cannot hope to avoid including increasingly pathological vertices as R grows. Instead, we devise a slightly
elaborate preprocessing scheme which ensures that bad vertices are surrounded by large buffers of nice vertices. One
portion of the paper is occupied with proving that this scheme indeed removes a vanishing fraction € r of variables.

It remains to solve the second moment optimization problem, where as input we have only rather rough a priori
estimates on w that are guaranteed by the preprocessing step. The central new idea in this paper is to update w
in blocks corresponding to trees inside the graph. By keeping the rest of w fixed, we can reduce a non-convex
optimization problem on large finite graphs to a convex optimization problem on finite trees of bounded (though di-
verging with R) depth, with some fixed boundary conditions. For the tree optimization we make a system of weights
that act as Lagrange multipliers for the boundary conditions. The weights are set by an inductive construction,
where the preprocessing step was specifically designed to ensure that the weights contract in the desired way. Once
these weights are set, it becomes relatively easy to read off the desired second moment bound. This analysis is the
main technical contribution of this paper, and may be appliable in the analysis of other models which are not locally
homogeneous. We refer to Section 3 for a more detailed proof outline.

Acknowledgements. We thank Amir Dembo, Ahmed El Alaoui, Elchanan Mossel, Andrea Montanari, and Lenka
Zdeborova for many helpful conversations. We also wish to acknowledge the hospitality of the Theory Group at
Microsoft Research Redmond, where part of this work was done. Ahmed El Alaoui and Andrea Montanari reviewed
with us a draft of this paper and made innumerable valuable comments, and we especially thank them for their gen-
erosity. Finally, we are extremely grateful to the anonymous referee for their careful reading and detailed comments
on the paper.

2. MOMENT METHOD, CLUSTER ENCODINGS, AND TREE RECURSIONS

In this section we introduce some of the preliminary formalisms that will be required for the proof. The section
is organized as follows:

- In §2.1 we review the standard first and second moment calculations for random k-sat, and show that the second
moment method fails in this model.

- In §2.2 we elaborate on two reasons for the failure of the second moment method: the local inhomogeneity of the
random k-sAT graph, and the phenomenon of large clusters (replica symmetry breaking) in the solution space.

- In §2.3 we introduce a combinatorial encoding of clusters, the so-called “frozen model,” which will be the basis of
our modified moment method approach.

- In §2.4 we introduce two more combinatorial encodings, the warning propagation model and the color model.
They are equivalent to the frozen model, but each model has its own drawbacks and advantages.

- In §2.5 we introduce tree recursions for the warning propagation model.

- In §2.6 we introduce weighted versions of the color model, and review the belief propagation (BP) equations in
this context. We show that the tree recursions of §2.4 can be recovered as a special case.

Before proceeding further, we first review the formal definition of the model.

Definition 2.1 (bipartite factor graph). A bipartite factor graph is a graph & = (V, F, E) whose vertex set VU F
is partitioned into variables V and clauses F, with undirected edges E joining variables to clauses. We generically
denote variables u, v, w, clauses a, b, ¢, and edges e. For each edge e, we write a(e) for the incident clause and v(e)
for the incident variable. Each e comes with a sign L., indicating whether the inclusion of variable v(e) in clause
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a(e) is positive (L, = +) or negative (L, = -). We allow for multi-edges, so € might have two edges ¢, ¢’ joining a to
v (possibly with L, # L,/)). If there is a unique edge e joining clause a to variable v, we will sometimes denote it as
e = (av) = (va), and write L, = L,y. For any vertex x € V U F, we write dx for its neighboring vertices. Similarly
we write Ox for the edges incident to x. For each clause a € F we regard da and 0a as ordered tuples. For each
edge e € E we write j(e) to indicate the position of e in da(e), so j(e) € [k]. For each variable v € V we partition
its neighbors and incident edges according to edge sign:

ov(+)={e€dv:L, =+}, du(+)={ale):e € dv(+)},
ov(-)={e€dv:r, =-}, dv(-)={ale):e € dv(-)}. (2.1)

(In scenarios with multi-edges, the sets dv(+) and dv(-) can intersect, and are not in one-to-one correspondence with
the sets 6v(¢). For this reason, we always work with 6v(#) to avoid ambiguity, except in cases where multi-edges are
expressly prohibited.) We will also refer to & as a saT problem instance. Furthermore we call € a k-saT problem
instance if each clause a € F has width |0a| = k.

Definition 2.2 (satisfying assignments). If & = (V, F, E) is a bipartite factor graph as in Definition 2.1, it defines a
mapping & : {+,-}V — {0, 1} as follows: for any variable assignment x € {+,-}",

@)= | {1 o g ] _L;x”(e)}.

acF eeda

The instance & is called satisfiable if and only if its set
sou®) =g7'(1) = {E €f{+,-}V: %)= 1} c {+-}V

of satisfying assignments is nonempty.

Definition 2.3 (random k-sat). To generate an instance of the random k-sAT model at clause density «, start
with 7 labelled variables V = [n] = {1,...,n}, as well as M labelled clauses F = [M] = {1,..., M}, where M
is sampled from the Pois(na) distribution. Independently for each clause a € F, sample its k-tuple of variables da
uniformly at random from V* = [n]*, then sample the k-tuple of signs (L )ecs, uniformly at random from {+, - }*.
This defines a family of probability measures IP = P over k-sAT instances, indexed by n and parametrized by the
expected clause density o. Writing P, ,,, for the measure IP conditioned on M = m, we can decompose
—-Aym
P=P" = Z pois,,,(m)Py ,,,  pois,(m) = ¢ m/'\ . (2.2)

m=0

Note that the conditional measure IP,, ,, does not depend on a.

Remark 2.4. A sat problem instance can be equivalently viewed as a hypergraph, with vertices and hyperedges cor-
responding to variables and clauses respectively. Each hyperedge should be viewed as an ordered tuple (vy, ..., vk)
of variables, with corresponding signs (Ly, ..., Lg). A k-sat instance thus corresponds to a k-uniform hypergraph.
If € = (V, F,E) is the bipartite factor graph representation of a SAT instance, we assign length 1/2 to all its edges,
so that graph distances in & will be consistent with the standard graph distances in the hypergraph representation.
For any vertex x in & we will write d;x for the set of vertices at distance s from x. We will write N(x) = 0d1(x). If v
is a variable then N () is the set of variables sharing a clause with v, and we often refer to these as the “neighboring
variables of v”

2.1. Moments of satisfying assignments. We now review the standard first and second moment calculations for
random k-sAT. The purpose of this discussion is to illustrate the main obstructions to proving sharp bounds on the
satisfiability threshold. These issues were known prior to our work, and we refer to further detailed discussions in
the existing literature [AMO02, AP03].

For comparison, we will present the moment calculations for random k-sat as well as a closely related model,
random k-NAE-SAT, which has also been extensively studied (notably by [AM02, CP12]). On a bipartite factor graph
@ = (V,F,E), a variable assignment x € {+,-}" is called an not-all-equal-saT (NAE-SAT) assignment if both x
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and -x are valid sAT assignments. Thus, while the SAT assignments of & are given by SOL(¥) = €71(1), the NAE-sAT
assignments are given by NAE(¥) = sOL(Z) N [-SOL(¥)]. We define the corresponding partition functions

7

7=2(9) = |SOL(?)| -

{SAT assignments of fﬁ}

Zar = Zyas(9) = |NAE(?)| =

{NAE-SAT assignments of ?H .

Clearly, Zya:(%) < Z(Z) for any instance .

For M ~ Pois(na), we have |[M — na| < n'/?Inn with high probability. We can then see from (2.2) that in
order to show P"“%(E,) = 0,(1) for some event E,,, it is sufficient to show P, ,,,(E;) = 0,(1) uniformly over all m
satisfying |m — na| < n'/?Inn. We will compute first and second moments of Z(€) and Zy.:(€) for € distributed
according to the conditional measure IP,, ,,,. The reason to work with IP,, ,,, rather than P"~% is that the fluctuations in
M alone are already enough to make the second moment method fail under P**. Fixing the number of clauses is an
easy way to remove some variance from the second moment calculation, and will allow us to see the more difficult
sources of variance that remain after m is fixed. The second moment also fails under IP,, ,, for reasons that are more
subtle and that determine the proof strategy.

For ease of exposition, for the current discussion we will assume that assume n« is an integer, and consider P, ,,
only for m = na.* Let E;, na denote expectation with respect to P, ,,,. We then have

m
1 1
E,naZ = 2%(1 - 2_’<) = exp {n In2+ aln (1 - z—k)” = exp{nfsar(a)}, (2.3)

2 m
]En,nl)tZNAE = zn(l - Z_k) = exp {1’1

In2+aln (1 - zik)“ = exp{nfyae(a)} .

Write @ for the solution of fssr(a) = 0; this is the first moment threshold for random k-sat. For a > «; the
expected value of Z is exponentially small in 1, so (by Markov’s inequality) it holds with high probability that Z is
zero, meaning that the instance is unsatisfiable. Thus the satisfiability transition for random k-sAT is upper bounded
by the first moment threshold, which occurs just below 2¥ In 2. The analogous statement holds for random k-NAE-SAT:

the satisfiability transition is upper bounded by the solution of fy,;(a) = 0, which occurs just before 25~ In 2.
To lower bound the satisfiability threshold, one approach is to apply the second moment method, based on the

following consequence of the Cauchy-Schwarz inequality:
(EZ)* (E[Z1{Z > 0}])

E[Z?] E[Z?]

In the most naive application, one could take [E to be expectation with respect to the overall measure P"/%, and try

to show a bound of the form
lim sup EZ?) <C(k,a) < o (2.5)
n—-oo (]EZ)2 a ’ ’ .
for any positive a. In fact, as we already alluded to, the bound (2.5) is false for all positive a: indeed, one can use the
above calculation (2.3) to see that for all [n(a’ — @)| < n'/2Inn, we have

EupnwZ = exp{nfuu(@)} < ) pois, (m)EynZ = EZ, (2.6)

m=0

<P(Z >0). (2.4)

with pois,,, as defined by (2.2). It follows by Markov’s inequality that Z < IEZ with high probability. This implies
that (2.5) must be false, otherwise we would have a contradiction to (2.4). By a similar calculation, the bound (2.5)
also fails with Zy, in place of Z.

A more promising approach is to try to establish a conditional second moment bound, of the form

E, .(Z?
lim sup [sup{ nn(Z7) Slm —nal < nl/zlnn}

ey W < C(k, a) < 00. (2.7)

4Strictly speaking, we should fix a and consider m = na’ for all [n(a’ — )| < nY/2 Inn. However the calculations that follow are not very
sensitive to slight perturbations in a: it the moment method gives satisfiability (or unsatisfiability) with high probability under P, ; 4, then it also
gives the same result under P, 4+ for [n(a’ — a)| < n'/21nn, unless a is exactly at a threshold. For this reason we prefer to keep the notation
simple in this introductory discussion, and consider only @ = a’.
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If (2.7) were to hold at some positive clause density «, then substituting it into (2.4) would show that satisfiability
occurs with asymptotically positive probability under P"/%:

1

lim inf P"%(saT) > liminf | inf {IP,, ,,(sAT) : [m —na| < nlnn}| > ———— > 0.

n—00 n—oo . C(k, 0()
Then Friedgut’s theorem (1.1) immediately gives satisfiability with high probability at any @ — € < a, which would
imply a satisfiability lower bound, ag: > a.

In fact, we will see that the bound (2.7) also fails for random k-saT at all positive «, although it gives a non-trivial

lower bound for the random k-NAE-sAaT model ([AMO02], and reviewed below). To see this, we decompose
{pairs (x!, x2) € SOL(¥) X SOL(¥) }

with [{v € V:xl =x2} =nz (| (238)

7:=%"7'z), 7%z]=

where the sum is over z = j/n for integer 0 < j < n. For example,
(i) The value z = 1 corresponds to identical configurations x! = x2, and Z?[1] = Z;
(ii) The value z = 0 corresponds to antipodal configurations x! = -x2, and Z2[0] = Zyag;
(iii) The value z = 1/2 corresponds to configurations x!, x? that “look independent” in the sense that if v is a
uniformly random variable, knowing x! does not give any information about x2.
For each z we calculate the corresponding second moment contribution to be

n)( 2 (z)k)”“:exp{nfSAT,z(z;a)}

1- =+ ,
nz 2k nOo)

2

]En,noz[zz [z]] = 2" (

where the exponent fgsr2(2; @) can be derived using Stirling’s formula, and does not depend on n:

k
2 z
fsar2(z;) = |In2+ H(z) | +aln (1 ~ o + (5) ) (2.9)
entropy term probability term
where H(z) = —zInz — (1 — z) In(1 — z) denotes the standard entropy function. For comparison,
4 (ZF+(1-2))2
faapz(z;a) = | In2+ H(z)|+aln (1 - —+ M)
' 2k 2k
entropy term probability term

gives the corresponding exponent for [E[(Zya:)?[2]].

By comparing (2.3) with (2.9), we find that fs,r(1/2; @) — 2fsar(@) is exactly zero. However, one can notice in (2.9)
that the entropy term is maximized at z = 1/2, but for any positive & the probability term is strictly increasing with
z. This will mean that fsur 2(z; @) has strictly positive derivative with respect to z at z = 1/2,i.e,, z = 1/2 is not the
maximizer for fgsr 2(z; ). This will imply that the ratio

]En,na[zz] O(l)
W =n exp {1 sup fSAT,z(Z;OC) - ZfsAT(O() :0<z<1

grows exponentially with 7, which is in contradiction to (2.7). By contrast, the function fy,g, 2 is stationary atz = 1/2
at any fixed o, in fact attains its global maximum at z = 1/2 for a non-trivial range of ; see Figure 3. This observation
was used in previous work ([AMO02], see (1.2)) to lower bound the satisfiability threshold for random k-NAE-sAT.

2.2. Local inhomogeneity and replica symmetry breaking. The calculation of §2.1 demonstrates two distinct
(though entangled) issues, which we already mentioned in Section 1 — (I) lack of “local homogeneity” and (II) large
solution clusters and “replica symmetry breaking.” These issues manifest themselves in the above calculation roughly
as follows:
() For all positive a, the point z = 1/2 is not a local maximizer of fsuy 2(z; av);
() For all @ € (@, 1) (Where ay < agar < 1), the function fgsr 2(z; @) has another local maximizer z’ slightly
below 1, such that s 2(2"; @) > 2fsur ().
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Az fNAE,Z(Z§ Ot) - ZfNAE(a)) (B)z > fSAT,Z(Z; 0‘) - ZfSAT(a)

FIGURE 3. Comparison of second moment with first moment squared for random NAE-SAT and sAT
for k = 6 (with same qualitative phenomena occuring for all k).
In each figure, the horizontal axis is at zero while the vertical axis is at z = 1/2.
Each curve corresponds to a different value of @, with the uppermost curve in the
right panel corresponding to the numerically computed value of a4 (k) [MMZ06].

Of course, the desired second moment bound (2.7) cannot succeed in the presence of either (I) or (II). Point (II) reflects
the fact that the second moment can be dominated by an exponentially rare event where there is an unusually large
number of pairs of nearby solutions (z near one), i.e., there is an atypically large cluster of solutions. For both
random k-sAT and random k-NAE-SAT, the a, of point (II) occurs strictly below the satisfiability threshold; in fact,
it occurs just below the condensation threshold acong that marks the onset of replica symmetry breaking (see
Figure 1). For an extensive discussion of this issue, we refer the reader to two works [DSS13, SSZ16] on random
regular k-NAE-sAT: this is a simplified model where the first issue (I) does not arise at all, and as a result there is a
very precise correspondence between replica symmetry breaking and problems in the moment method.

We next turn our attention to point (I). The reflects that the moment calculation favors graphs that are slightly
rare, for which the solution set is unusually large. The phenomenon results from the inherent asymmetry between
+and - in the sAT predicate, which is absent from NAE-sAT. For instance, it is reasonable to expect that to have more
SAT assignments, it is favorable to have atypically many edges all take the same sign. To be more explicit, let & be
the empirical degree profile of &,

P(d*,d) = % . (2.10)

{v eV :|6v(+)| =d* and |60v(-)| = d‘}

Under Py, o, we expect that the random profile 9 is concentrated around the typical profile @, = (pois, /2)®2
(using the notation of (2.2)), with gaussian fluctuations: that is to say, we expect

w<exp{—n(9—9)tK(9—9)} (2.11)
Puna(Ps) ~ i i ’
for some fixed positive semi-definite K. On the other hand, we also expect

Epna(Z]9) { ( }

————< 2> nu,@—@) 2.12

]En,na(z | @*) P * ( )

for some fixed vector u # 0. In particular, (u, 2) might count the fraction of + edges in 9: the typical fraction is
(u, D4) = 1/2, but we would expect that [E,, ,,(Z | D) could be made larger by taking (#, D) = 1/2 + 0 for small
positive 6. This is to say that @ = 9, is optimal for (2.11) but not for (2.12), so it is not optimal for the product of
(2.11) and (2.12). It follows that for all &’ sufficiently close to &, we have

Enna(Z19) < D Puna(@) Eyna(Z| D) = By naZ. (2.13)
2

This can be viewed as a (slightly more complicated) analogue of (2.6). It implies Z < E; o, Z with high probability.
As a result (2.7) must fail, otherwise (2.4) would be contradicted. On the other hand, for random k-NAE-sAT, (I) does
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not occur, and the second moment method succeeds for some range of positive a (until (II) arises). From this we can
conclude that 9, is optimal for [E,, ;0 (Zyaz | Di)-

Another point of view (which is really another side of the same coin) is that (I) reflects the “local inhomogeneity”
of saT solutions. Conditional on any instance &, let ug be the uniform measure over the set of satisfying assignments
SOL(¥) (assuming that it is nonempty). We emphasize that ¢ is a random measure, since SOL(¥) is a random set.
We use (-)g to denote averaging with respect to jig:

1
(fle = Z M?(E)f(l)zm Z f).

xe{+,-}" xeSOL(¥)

We will write [-]g for the average with respect to the uniform measure over the NAE-SAT solutions NAE(Z). We say
that saT solutions are locally inhomogeneous because on general instances €, the variable mean (X, )¢ is not
constant over v € V, since we expect it to depend for instance on |6v(+)| — |6v(-)|. This is in contrast with the
NAE-SAT model, where the symmetry NAE(¥) = -NAE(Z) implies [x,]¢ = 0 for all v € V, so that the model enjoys
local homogeneity. This property affects the moment calculation in the following way. Given &, form a new graph
&’ as follows: add a new clause a, connect a to a uniformly random k-tuple of existing variables in &, and sample
uniformly random signs (L, )eesq. Then SOL(Z”) is a subset of SOL(¥), and

Zz(é)) = > % =1- ‘ng(Lexv(e) = —forall e € ba).

x€SOL(¥)
The variables v(e) (e € Oa) are typically far apart from one another in the original graph €. We will now make
the simplifying assumption that they are approximately independent under ug. This assumption is not rigorous,
but for & < @cong it is not unreasonable, since it matches the physics prediction that ug exhibits some form of
correlation decay. The assumption allows us to simplify the above as

Z(?’) 1- Le<xv(e)>$
— =1 - Lexve:_zl_ _— 2.14
7@ el;[zyﬁ;( € =-) e]e—[ba 5 (2.14)

The key point is that, conditional on &, the ratio (2.14) is a nondegenerate random variable, due to the randomness
in the literals L, and in the choice of the variables v(e) (e € da). By contrast, under the same assumptions,

Znan(€') 1= Le[xy(e) |2 1+ Le[Xp(0) 2 2
[yt

L =1-—,
ZNAE(?) ecda 2 ee€da 2 2

a deterministic constant, simply because [x; ] is constant. However, one can imagine building the entire graph
€ =%, ~ Py 0 by asequence (%, . .., %,) where each &; is roughly distributed according to PP; ;,, and is formed
from &;_; by a small number of random local changes as above: adding a variable, and adding or deleting a small
number of clauses. We can then represent Z() as a telescoping product

(%))
Z(%i-1)’

2(%) = 2%) | |

where we expect the n terms in the product to be roughly independent from one another, and we think of each
term as being analogous to (2.14). This would suggest that, under P, ,, the variance of In Z(¥) is of order n, while
the variance of In Zy,x(¥) is small. This is consistent with the fact that Z <« [E, ,,Z with high probability for all
positive @, while Zy,; concentrates around E,; ;o Zyas if @ is not too large.

To prove an exact satisfiability lower bound by the second moment method, it is necessary to address both issues
of local inhomogeneity (I) and replica symmetry breaking (II). For (II), the idea is to count solution clusters instead of
individual solutions. On a given instance &, recall that Q = Q(%) denotes the number of sAT solution clusters (con-
nected components of SOL(¥%)), and let Qyar = Quar(¥€) denote the number of NAE-SAT solution clusters (connected
components of NAE(Z)). Since the random variables Q and Qy,; give unit weight to each cluster regardless of cluster
size, their moments are not affected by atypically large clusters. This approach is implemented in several works on
models that are locally homogeneous [DSS13, DSS16a, SSZ16]. An important technical ingredient is a combinatorial
representation of clusters as elements x € {+, -, £}", which will be explained in the remainder of this section. We let
CL(Z) be the set of clusters of &, regarded as a subset of {+, -, £}".
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We now define ve to be the uniform measure on CL(¥). Thus vy is a random measure over {+, -, £}". Problem (1)
in this context is that sAT clusters are not locally homogeneous, in that v, (the marginal law of x, under vg) is not
constant over v € V. In fact, although we saw that NAE-sAT solutions are locally homogeneous, it turns out that
NAE-SAT clusters are not: in the {+, -, £}" representation, a variable is more likely to be £ if it has low degree. (This
problem goes away in the random regular k-NAE-sAT model where all variables have the same degree.) To address
this problem, it is natural to consider conditioning on a degree profile 9 that is close to the typical one Z,. This takes
care of (2.13). It also makes the model more locally homogeneous in the sense that conditioning on & partitions
the variables v into different classes according to their + degrees (|0v(+)|, |0v(-)|); and the fluctuations of v, within
each class are smaller than the fluctuations of v, over allv € V.

However, as we already suggested in §1.7, conditioning on & alone does not resolve the problem, because v,
depends on much more than the + degree of v: we expect it to depend on the entire local neighborhood structure
of & near v. This motivates the following definitions Let Bg(v) be the R-neighborhood of v, which we regard as a
graph rooted at v. Let Dr = Dr(¥) be the probability measure on rooted graphs defined by
{v € V :Br(v) = T}

14 '

where = denotes rooted graph isomorphism. We regard this 9r as a generalized degree profile, and note that
the ordinary degree profile 9 of (2.10) coincides with P for R = 1/2 (recalling Remark 2.4). With high probability
under P = P, 4, the measure P lies within 0, (1) total variation distance of a measure 9, g, which is the law of
the first R levels of a certain Poisson Galton-Watson tree (§4.1). Conditioning on D partitions the variables v into
different classes according to the structures of their local neighborhoods Bg (). The expectation is that v, becomes
constant within each class in the limit R — oco. However, conditional on 9y for large fixed R, typically the saT
solution clusters will still be locally inhomogeneous, because 1, will fluctuate slightly within each Bg(v) class. It
will still be the case that Q < E(Q | Dr) with high probability.

In prior works that have used the second moment method to lower bound the satisfiability threshold in random
k-sar, the proof strategies follow the same basic conceptual outline: start from X = soL(%) or X = cL(¥), and fix
a radius R. Then devise some Xg € X which is locally homogeneous, and perform the second moment method on
| Xr| given Dr (near Dy r). The choices of R and X have been, essentially, as follows:

2r(T) =

‘ R X XRr resulting lower bound on gy
[AMO2] | 0 soL(%) NAE-SAT assignments 2FTIn2 - 0(1)
[AP03] | 0 soL(¥) balanced sAT assignments 2kIn2 — O(k)
[CP13] | 1/2 souL(¥) “judicious” sAT assignments 2kIn2 - % In2 + €
[CP16] | 1/2 cL(®) “judicious” sat clusters 2kIn2 - 3(1+1n2) — €.

We use a similar notion of “judicious” clusters, and defer the exact definition to Section 3 (Definition 3.26); the sole
purpose of the condition is to enforce local homogeneity.
Of course, the above approach can only succeed when Xr # @ (with high probability). However, the set X is in

reality not locally homogeneous given Pr for any fixed R, so we expect

X 1

<

|XR| ~ exp(ner)
for eg positive but vanishing in the limit R — co. This suggests a regime (& — Or, @sat) in which Xg = @ with high
probability, where g is positive but vanishing as R — oco. Thus, to achieve the exact satisfiability threshold under
this scheme, it is necessary to take R — oco. This is precisely the strategy of this paper: we take X = cL(¥), and
perform the second moment computation on a subset of “judicious” configurations Xg C X, conditional on P. In
this way we prove as = @ — 0r(1) where a is the predicted threshold of Proposition 1.2, and the result follows
by taking R — oo.

2.3. Combinatorial encoding of clusters. The remainder of the current section is dedicated to the combinatorial
representation of X = cL(¥), where we follow [CP16]. For further background, we refer to [Par05, MMW07, MM09]
and the references therein.

Recall that a variable v has incident edges 6v, which connect to its neighboring clauses dv, where we regard both
6v and Jdv as unordered multisets. A k-saT solution is given by a configuration x € {+,-}" such that every clause



16 J. DING, A. SLY, AND N. SUN

a € F is satisfied, meaning that the k-tuple (L;pXy)yeg, is not identically -. We now introduce a new spin £ = free,
and use it to define the combinatorial model of k-sAT solution clusters.

Definition 2.5 (frozen model). Throughout this paper we take the convention that if L. € {-,+} and x = £, then
Lx = £. On a k-saT instance & = (V, F, E), a frozen configuration is a vector x € {+,-,£}" such that

(i) Each clause a € F is satisfied, meaning that for at least one e € 6a we have Lo Xy () € {+,£};
(if) A variable v € V takes value x; # £ if and only if it is forced to do so, meaning that for at least one e € 6v we
have Ly Xy (1) = ~LeXy(e) forall e” € Oa(e) \ e.

(The definition makes sense even in the presence of multi-edges.)

Remark 2.6. Place a graph structure on the set SOL(¥) = ©7(1) of satisfying assignments by putting an edge
between any pair of assignments at Hamming distance one, and define a cluster of solutions to be a (maximal)
connected component of the graph €71(1). As has been explained in the literature (see e.g. [Par05, MMW07, MM09]),
frozen configurations encode clusters in the sense that there is a natural mapping

coarsen : 71(1) — {frozen configurations on ?} . (2.15)

If € has no multi-edges, then each cluster € C & '(1) maps to a single frozen configuration coarsen(€). To define
the map, given a configuration x € {+,-,£}" that does not violate any clauses (in the sense of Definition 2.5(i)), let
us say that a variable v € V is blocked with respect to x if there is some e € 5v such that Ly Xy(er) = -Le Xy () for all
e’ € da(e) \ e (cf. Definition 2.5(ii)). Define co(x) = y where

Xy if v is blocked with respect to x;
Yo = :
£ otherwise.

The map of (2.15) is defined by iterating co until the configuration stabilizes, i.e., coarsen = co™. Note that termina-
tion happens in finite time, since if co(x) # x then co(x) has strictly more £ variables than x. If & has no multi-edges,
then the value of co(x) at any variable v is a function of the neighboring values x,,, # € N(v). Consequently, if x
and x’ differ in a single coordinate, then co(x) = co(x’). Iterating this gives coarsen(x) = coarsen(x’) as long as
x, x’ lie in the same cluster. This shows that the map (2.15) takes each cluster € to a single frozen configuration.

Remark 2.7. Another mapping one might consider is cube : €7'(1) — {+, -, £}V, where cube(x) = y is defined by

_ | xp if v only takes value x, in the cluster containing x;
YoZ1 ¢ otherwise.

This also has the property that each cluster is mapped to a single point in {+, -, £}, which in this case simply encodes
the minimal Hamming subcube containing that cluster. In many situations the maps coarsen and cube are identical,
but one can construct cases where they differ; see Figure 4. The frozen model is preferable precisely because it is
defined only by local constraints.

2.4. Warning propagation and color model. We now introduce two more combinatorial models, which are both
equivalent to the frozen model, but will be important for analytical purposes. The first is the “warning propagation”
(wp) model which has appeared widely in the physics literature (see [MPZ02, BMZ05, MMZ06, MMW07, MM09]).
In this model, a solution cluster is represented by a “warning configuration” w = (w )., where each w, = (v, )
represents a pair of “warnings” sent across ¢ in either direction:

w, represents the warning across e from v(e) to a(e);
w, represents the warning across e from a(e) to v(e).

Each warning concerns the evaluation of L, Xy () within the cluster; the warning from each endpoint of e represents
the state of L.Xx,() “in absence of” the opposite endpoint. The possible warnings are +, -, £, where * indicates a
warning that Le X;(e) must be + (within the cluster), while £ indicates no warning. In the warning propagation model,
the clause a(e) can only force the variable v(e) to agree with L., so all clause-to-variable warnings w, will be either
+ or £. The formal definition is as follows:
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FIGURE 4. An example where the maps coarsen and cube differ (Remarks 2.6 and 2.7). First ignore the portion of the
figure above the variables v; (1 < i < 6): the dashed gray curve represents a k-sAt instance €, such that SOL(Z) has a
cluster y in which the variables v; (1 < i < 6) always take value x,; = -. Suppose that in & we have
coarsen(x) = cube(x) = z. Given ¥, form a new instance &€’ O ¥ by adding the rest of the figure, so ¥’ \ & contains the
variables 1, v, w as well as the clauses a, b, c. Each edge e € €’ \ ¥ is colored blue if L, = +, orange if L, = -. For x € y,
we consider how to extend x to a satisfying assignment y of &’. If y,, = -, then clause a forces i, = +, and then clause b
forces y,y = +, and then clause c is violated. Consequently we must have y;, = +, which ensures that clauses a and ¢ are
satisfied. For clause b to be satisfied, we must have (v, yw) # (+, ). Thus a valid extension of x € y is given by
y = (x,+,+,+) where (+, +, +) indicates the values on (1, v, w). From the above discussion, in &’ we have
cube(y) = (z, +, £, £). On the other hand, the arrows in the figure indicate that in the initial configuration y = (x, +, +, +),
variable w is blocked by cluase b, and variable u is blocked by clause c. Thus variable v is unblocked so the coarsen map
first changes y, to £. This makes w unblocked, so next y, is changed to £, which makes # unblocked. As a result
coarsen(y) = (z, £, £, £) # cube(y). We emphasize that this example required the introduction of a short cycle in &’ \ &,
and so we expect such occurrences to be rare in the random k-sat model.

Definition 2.8 (warning propagation model). For integers K > 1 and D > 0, define the mappings
+ ifw;=-forall1 <i <K,

f otherwise;

+ if+€{a1,...,€]D}g{+,f},

- if+e{w,...,op} S {- £},

f if{alr“-/aD}g{f}r

@ otherwise.

WG, ..., k) = {

W(alr .. '/GD) =

In the case D = 0, the input to the function W is empty, and the output is £. On a k-sar instance ¥ = (V,F,E), a
warning configuration is a tuple v of spins w, = (v, w.) € {+,-,£} X {+, £}, indexed by edges e € E, such that the
warning propagation equations are satisfied:

Fe = WPe[w] = Wi, (»}e/ ce’ € da(e)\ e) ,

we = WP [u] = W(LEILEGC/ ce’ € dv(e) \ e) . (2.16)

for all edges e € E. (Note that for w to be a valid warning configuration, we require each w, to be an element of
{+,-, £}, which means WP, must not output @ for any e € E. We remark also that taking w, = w, = £ foralle € E
gives rise always to a valid warning configuration.)

Remark 2.9. Warning configurations are in bijective correspondence with frozen configurations of &. If w is a valid
warning configuration of &, we can obtain a valid frozen configuration x of & simply by taking

Xy = W(Leé‘:e te € 60)

for allv € V. Conversely, if x is a valid frozen configuration of &, we can obtain a valid warning configuration w of
Z by to the following procedure:
(i) If e € 6v with x, = £, then we must have w, = (£, £).
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(ii) If e € 6v with x, € {+,-} and L,x;, = -, then we must have w, = (-, £).
(iii) If e € 6w with x, € {+,-} and L,x, = +, then
~ _ |+ ifus =(-,¢)foralle’ € da(e)\e
" 7] £ otherwise.

(iv) The above determines of w, for all e. We can then determine w, for all e by applying the wp rules (2.16).

We leave the reader to verify that these mappings are inverses of one another.

In fact, we will rarely use the full warning propagation model, and instead will work primarily with the following
especially concise simplification of wp, introduced by [CP16]. Note that, under the rules of Definition 2.8, the pair
we = (w, W) can take any value in {+,-, £} X {+, £} except for (-, +), which represents a pair of conflicting warnings
that will invalidate the entire configuration (since in this case WP, will output @ for some e’ € dv(e) \ e.

Definition 2.10 (color model). Let proj be the mapping which sends warnings w = (v, %) to colors ¢ € {r,y, g, b},
according to the following rules:

r=red ifw=+andve {+ -}
y = yellow if (w,w) = (-, £)
g = green if (v, %) = (£,£)
b =blue if (v, %) = (£,+)

clause forces this edge to be satisfied),
variable forced to negate edge; clause not forcing on edge),
no forcing warnings across this edge),
variable forced to affirm edge; clause not forcing on edge).

proj(w, w) =

~ o~~~

A valid coloring of € = (V,F,E) is any configuration ¢ € {r,y, g, b}F that can be obtained by taking a valid
warning configuration v and applying proj on each edge.

Remark 2.11. Colorings are in bijective correspondence with frozen configurations of &. To see this, let 05, denote
the colors on the incident edges of variable v, recall the notation (2.1), and define

+ if O5y(-) is all y, and O s5(+) is all {r, b} with at least one r
if 05p(+) is all y, and g55(-) is all {r, b} with at least one r
ifosyisallg

@ otherwise.

Xy = evaly(gsy) = (2.17)

If ¢ is a valid coloring of &, then taking x, = eval,(gs,) for all v € V defines a valid frozen configuration x of €.
By Remark 2.9, x corresponds to a unique warning configuration w. We leave the reader to verify that proj maps v
back to the starting o, which completes the correspondence.

It is essential to us that all the combinatorial models that we consider (Definitions 2.5, 2.8, and 2.10) are defined
only by local constraints. This implies that they are all factor models — here, it simply means that the counting
measure on valid configurations can be expressed as a product of local factors, where each factor is an indica-
tor function that checks one of the local constraints. For factor models in much greater generality, there is a rich
physics formalism (see e.g. [MMO09, Ch. 9]), as well as a natural way to turn the moment calculation into an analytic
optimization problem problem (see §3.5).

Let € = (V, F, E) be arandom k-sat instance. We will give the explicit factors for the wp and color models. The
counting measure on warning configurations of & is given simply by

wis a valid warning | A
1{ configuration on & } - l_[ Polus,) 1—[ Palzs,)

veV aeF
where each factor ¢, simply checks that the warnings leaving x are indeed obtained by applying the appropriate
warning propagation maps on the incoming warnings:

Poliyy) = | | 15 = Wre[3]},

eedv

Palusy) = [ | 1 = Whe[a}

ecda
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We will abuse notation slightly and also use ¢, ¢ for the factors of the coloring model. The counting measure on
valid colorings is given by

o is a valid

coloring of & [ — 1_[ Po(dev) 1—[ Palgsa) , (2.18)
veV

a€F
where the variable factor (05 ) is simply the indicator that g, can be obtained by applying proj to a configuration
ws, for which ¢y (ws, ) = 1; and the clause factor ¢, is analogously defined. The color model factors can be described
much more explicitly, as follows: the clause factor is

1 if 05, has exactly one spin r, all other spins y (forcing clause);
Pa(0sa) =11 if 054 has no spins r and at least two spins {g, b} (non-forcing clause); (2.19)
0 otherwise.

(As far as clauses are concerned, the colors b and g are interchangeable.) The variable factor is given by

Po(gs0) = l{evalv(gév) # Q} , (2.20)

for eval, defined by (2.17). Note that the clause factor does not depend on the incident edge signs, but the variable
factor does, since the edge signs enter into the definition of eval,.

Remark 2.12. We will sometimes refer to the color model above as the single-copy color model, to distinguish it
from the pair color model which appears in the second moment: the latter is supported on pairs (¢!, %) with each
o’ avalid coloring of the same graph &. If we extend ¢, ¢, to pair inputs by setting

Polaly, 02,) = [ | olah,),

j=1,2

Palahy 2) = [ ] Palady),
j=12
then the counting measure for the pair model is also expressed by (2.18), provided that for each vertex x € VU F

. Ce= (sl 2
we interpret g5y as = (g, 03,)-

To summarize what we have discussed in §2.3-2.4: on a given k-sat problem instance & = (V, F, E), assuming
there are no multi-edges, there is a map coarsen which sends solution clusters to frozen configurations (Remark 2.6).
We then have bijections (Remarks 2.9 and 2.11)

{frozen conﬁgurations} {warning conﬁgurations} { valid colorings } (2.21)

E € {+/ _,f}V w € {++/ +f, -f, £+, ff}E Q € {r/ Y, 8/ b}E

The models are all defined by local constraints, and so can be written as factor models. For the color model the factors
can be written in an especially explicit way, given above by (2.17), (2.19), and (2.20). In the remainder of this section
we introduce tree recursions for these models.

2.5. Tree recursions for warnings. To motivate what comes next, we note that the central analytical challenge
of this paper is to prove a lower bound for colorings (Definition 2.10) on the random k-saT graph & (Definition 2.3).
In view of the bijection (2.21), this translates to a lower bound on frozen configurations (Definition 2.5), which we
then show can be “completed” to satisfying assignments of &. This short synopsis hides many technicalities which
will appear later. For now, however, we will focus on the fundamental issue of local homogeneity, and consider a
basic question: if y is a uniformly random solution cluster and x is the corresponding frozen configuration, how
should the marginal law of x, depend on the local neighborhood structure around v? We do not directly answer this
question, but in the rest of this section we describe the physics prediction in mathematical terms. In later sections
we use the prediction to obtain the rigorous result.

Let € = (V, F, E) be any sar instance. Recall the notation (2.1). If v does not participate in any multi-edges, then
for each clause a4 € dv we shall denote

dv(+a)={bedv\a:Ly =+Ly}, Ov(+a)={(bv):b € dv(+a)},
dv(-a)={be€dv\a:Ly =-Lsw}, Ov(-a)={(bv):b e dv(-a)}. (2.22)
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For any vertex x € V U F we can consider its depth-f neighborhood By(x), which we regard as being rooted at x.
If x € V we assume that ¢ is a nonnegative integer; if x € F we assume that { — 1/2 is a nonnegative integer. If
{ is any constant and & is an instance of random k-sar, then By(x) will be acyclic for most vertices of &, with
high probability. Since this is the predominant case, we will assume it for the remainder of the section. If By(x) is
acylic then it is a bipartite factor tree, by which we mean a bipartite factor graph that is also a tree. We will write
Bg(x) =T= (VT, FT,ET).

Our next goal is to define a frozen model on T = By(x) that will approximate, in some sense, what we expect
to see in the frozen model in the full random graph &. To do this, we will impose certain boundary conditions
on T, which we now explain. Let LT denote the leaf vertices of T; they are all variables by the conditions on £.
The set LT contains (but may be strictly larger than) the set dyx of variables at distance exactly £ from x. We now
take advantage of the correspondence (2.21) and think in terms of warning configurations. Let w, denote a vector of
boundary input warnings w,4(,), where u runs over LT and a(u) denotes the unique clause neighboring u. Any w,
has at most one completion to a valid warning configuration w on T. One way to see this is to apply the wp maps
(2.16) of Definition 2.8 recursively, started from the boundary inputs w: either at some point Wp outputs @ and there
is no valid completion of v, or the process eventually terminates at the unique valid completion w of w;. For example,
if L, = + for all edges e in T, and all entries of w, are in {+, £}, then it is easy to see that w, can be completed to a
valid warning configuration w on T, with w, = w, = £ on every internal edge e of T

Definition 2.13. On the tree T = By(x), let , be a tuple of random boundary input warnings, where each w, () is
sampled independently from unif({+, -}) if u € dyx, and w,,(,) = £ for u € LT \ dyx. Explicitly,

[J&(éa) = { l_[ w}{ l—[ 1{‘;’wa(w) = f}} . (2.23)

UEDpX weLT\dex

Let vt be the law of the completion w of w,, conditioned on the event that the completion exists:

vr(w) = Z 1{3 is the completion of v, on T}u&(éa)
W,
where = indicates proportionality up to the normalization that makes vt a probability measure. The measure vt
is well-defined. Indeed, in the special case that L, = + for all edges e of T, we noted above that v, has a valid
completion as long as all its entries are in {+, £}, which guarantees that v is well-defined. Similarly, for general T,
there is always at least one choice of u, that has a valid completion on T and has uy(w;) > 0, so vr is well-defined
in general. By passing through the bijection (2.21), vt induces a probability measure on valid frozen configurations
of T, which we term the frozen model on T with rigid boundary.S

This tree frozen model is characterized by a set of recursions, as follows. For any variable-clause edge (yz) in
T (where either y or z is the variable), let T, be the component of T \ z containing y — including the edge (yz),
but not including z itself. If y is a variable then we call T, a variable-to-clause tree. If y is a clause then we call
Ty a clause-to-variable tree. In either case, we write LT, as shorthand for T;; N LT. Given inputs w,, for all
v € LTy, we can apply the wp maps ((2.16) from Definition 2.8) recursively started from LT,,. As long as WP never
outputs @, this produces all the warnings on Ty, in the direction of z, which we term a completion on T, and
denote by LI Let ur,y. denote the marginal of y s7 (as defined by (2.23)) on LT, ;, and let

VT, yz (HT,yz) = Z 1{ET,yz is the completion OféLTyZ on Ty, }‘uT,yz (QlTyZ) , (2.24)
L
where again = refers to the normalization. Let Fr y. be the marginal law of the y — z warning under vr .. We
will also designate some special notation for marginal laws of warnings around the root of the tree, as follows. For
T = By(x) and y € dx:
— 'The law Fr,xy depends only on the subtree T, so we write Fr x, = Fy (Txy), where the subscript £ indicates that
the vertices at distance exactly ¢ from (xy) have a special role in (2.23).

>We chose the “rigid boundary” terminology because it is reasonably succinct, but note that it is not fully descriptive since the variables in
LT \ 9,0 are free rather than rigid.
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- The law Fr y, depends only on the subtree Ty, so we write Fr ,x = F[_l/z(Tyx), where the subscript £ — 1/2

indicates that the vertices at distance exactly £ — 1/2 from (xy) have a special role in (2.23).

Finally, if Uy, is any tree that agrees with T, up to distance £ around (xy), then we define F¢(Uy,) = F(Ty,). This
notation will appear again in the following sections.

For T = B,(v), for each edge (au) € ET where a is the clause and u is the variable, we will abbreviate #l,, = Fr 4y
and 1, = Fry, for the marginal laws of w,, and w,, induced by (2.24). These are both probability measures on
{+,-,£}. We also denote the scalar values 1, = 1,4(-) and flsy = 14, (+). If a variable u lies at depth v in T
(ie., u € 9,v), then it neighbors exactly one clause 2 = a(u) € T, and the definition gives 1, = unif({+,-}) and
consequently 17,; = 1/2. If instead the variable u is a leaf at distance less than v from v (i.e., u € LT \ 9,0), then
the definition makes 1, fully supported on {z}, and consequently 1,, = 0. This defines 1) on every leaf edge of T
The value of 17 on every other edge can be computed recursively:

- For an edge (aw) € ET where 1, was already determined for all u € da \ w,

it = (ﬁuw(*')/ﬁuw(f)) = ( l_[ Mua , 1= l_[ T]Wl)' (2:25)

ueda\w ueda\w

In particular this determines the value of iy = 50 (+).
- For an edge (aw) € Er where ilj,, was already determined for all b € dw \ a, let

H;J[I = l—l (1 - Z:21110) ’ Hz_ua = l_[ (1 - ﬁbw) ’
bedw(+a) bedw(-a)
where dw(+a) and dw(-a) are defined by (2.22). Then
_ (H;m(l - H;Ja) ’ IT;, (1 - Hz_ua) ’ IT, Hz_ua)

_ _ wa wa . 296
(nwu("’) ’ r}wa( ) ’ nwtz(f)) HZm I, — H:uuna)u ( )

In particular this determines the value of 1z = fwa(-).
For any non-leaf variable w € T \ LT, combining the steps above shows that 1y, can be expressed in terms of the
Nup (for b € dw \ a and u € db \ w) by the recursive relation
H‘Zza(l B Hz:m)

H;t-)u + Hz_uu - H;;anz_uu .
(Note the clear similarity between (2.27) and the “survey propagation” equations introduced in (1.10).) The probability
measures 7]y, and #,;, can also be computed from this recursion, as indicated by (2.25) and (2.26). Finally, note that
since we start from boundary input 1,,,(,) € [0, 1) for allu € LT, we have for all other (aw) € Er that I, €(0,1],
and so0 1)y, € [0, 1) for all (aw) € Et. The empty product is understood to be one, so if w ¢ LT with Jw(-a) = @
thenIT,,, = 1, implying 1y, = 0.

Nwa = Rwa(‘) = (2.27)

2.6. Weighted models and belief propagation. We will show at the end of this section that the frozen model
recursions of §2.5 can be retrieved as a special case of the belief propagation (BP) equations for the color model.
In preparation, we will briefly review BP in the slightly generalized setting of weighted color models, which will
be used throughout our proof, and which we now introduce. We limit our discussion here to the single-copy color
model; the definitions and notations generalize to the pair model (Remark 2.12) in the obvious manner.

A weighted color model on & = (V, F, E) is defined by multiplying (2.18) with edge weights v, : {r,y, g v} —
(0, 00) for all e € E. For our purposes it will often be convenient to consider the weight y, on edge ¢ = (av) as
“belonging” to the incident clause a: that is to say, we replace @, in (2.18) by the weighted clause factor

Pa(000:Ta) = Pal@sa) | | ve(0e) where T, denotes the tuple (y)ecsa-
e€da
At other times it is more convenient to consider the edge weight as “belonging” to the incident variable v. If v is an
internal variable of & (|6v| > 2), it will be natural to parametrize the weights in a slightly different way: namely, we
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set a weight A, for the variable’s frozen model spin x, = eval,(gsy) € {+, -, £}, then set weights A, for the incident
edge colors o,, so that ¢, is replaced by the weighted variable factor

(Pv(gév;/\v) = (Pv(gbv)/\v(xv) 1_[ Ae(oe) where Ay denotes (Ay, (Ae)eeso)- (2.28)
e€ov
If v is a leaf variable of & (|6v| = 1), we will denote A, = A, = A, for the weight on the unique edge ¢ incident to
v. In this case we have simply ¢;(0s0; Av) = Ae(0e). Inserting the weighted factors into (2.18) defines a weighted
measure on valid colorings of &, which we refer to as the weighted color model:

1_[ (Pv(gévQ Ay) l—[ (pa (0sa;Ta) . (2.29)
veV a€F
Clearly, scaling any I'; or A, by a positive constant has no effect other than to scale the entire measure, so we will
always anchor the clause weights by fixing the convention y,(y) = 1. Likewise we anchor the variable weights by
fixing A,(+) = 1and A.(0) = 1 for all 0 € {y, g, b}. We will often denote A, = A¢(r).
Let us remark that clause weights can be re-interpreted as variable weights, and vice versa, simply by shifting the
factors: for example, a single-copy model consisting of I-weighted clauses surrounded by unweighted variables can
be transformed into a model with A-weighted variables and unweighted clauses by setting

Ve(y) Ve(b)
Mol = ,
e€dv(+) ve(®) e€dv(-) vey)
7/6(8) )/g(g)
Ap(£) = )
e€dv(+) ve(®) e€dv(-) ve()
Ae(x) = 168 forall e € 60, (2.30)

recalling that all the other weights are fixed at one.

We now briefly review the belief propagation (BP) method in the context of the weighted color model. We shall
apply BP only when the underlying bipartite factor graph is a finite tree — it is well known that BP is exact for
this setting, though it is only a heuristic on more general graphs. The reader is referred to [MMO09] for a detailed
introduction to B for a far broader class of models.

Let T = (V, F, E) be a finite bipartite factor tree. For simplicity we assume that the leaves of T are all variables.
Consider a weighted color model (2.29) on T. Provided this measure has positive mass, we can normalize it to be a
probability distribution v supported on valid colorings ¢ = gt of the tree T. The measure v is an example of what
is more generally termed a Gibbs measure. Belief propagation is a way of computing local marginals of a Gibbs
measure v on a finite tree T: for any subgraph U C T, write vy for the marginal of v on U. The local marginals
vy are efficiently computed in terms of the solution to a system of equations, known as the BP recursions or BP
fixed-point equations, as we now describe.

Let ./ denote the space of probability measures over {r, y, g, b}. The BP recursions are equations defined in terms
of the BP messages §, §j € ./ indexed by edges ¢ = (av):

Je = foa = v—q = variable-to-clause message from v to a
= marginal law of ¢, “in absence of a”,

Ja—sv = clause-to-variable message from a to v
= marginal law of ¢,, “in absence of v”.

ﬁe ﬁuv
(The messages g, g represent distributions over warnings w, w; see [MM09, Ch. 19].) It is well understood how to
relate these messages by BP equations, which express the message outgoing from a variable (clause) across an edge
as a function of the messages incoming to the variable (clause) across the other incident edges. These mappings are
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parametrized by the relevant weights:

qvﬂ(T):BPUﬂ[ﬁ;Av](T) i Z @v(gévQAv) 1_[ @bv(ghv)

Zva

O50:0a0=T bedv\a
~ . 1 n .
Qav(T) = Bpuv[q;ru](T) = 2_ Z (Ptz(gémru) 1_[ Qua(aua) (2.31)
aw 06a:0aq0=T ueaa\v

where Zy,, 24, are the normalizing constants making the output of BP a probability measure. We drop A, T from the
notation to indicate the unweighted recursions. Although we generally do not write it explicitly, the normalizing
constants Z,,, 24, also depend on the choice of weights.

For a leaf variable v incident to a single edge e = (av), recall from above that A, simply denotes the edge weight
on e. In this case, the variable-to-clause BP equation (2.31) simplifies to

Ae(T)
Do Ae(T)
i.e.,, the message from v into the graph is simply the weight on v. It follows, by recursing inwards from the leaves,
that for any Gibbs measure v on a finite tree, there is a unique solution (§, §) of the Bp equations. Local marginals of
v can be expressed in terms of this solution, for example, the marginal on the edges incident to a single vertex can
be expressed as

1.12)41(7) = BPyg [ﬁb/\v](”f) = (2.32)

~ 1 ~
(variable v) Vév(gév) = Voo [Av§ qav—w](gév) = Z_(PU(Q(SUQAU) 1—[ Qav(ouv) ’ (2.33)
v a€dv
. 1, .
(clause a) Véu(géu) = Vallas Qaa—m](gaa) = 2_(Pu(géu§ru) l—[ %}a(guv)- (2.34)
a veda

Taking the edge marginal from either of these gives

‘.ha (aav)@av (Ova)

Vao(Oav) = Vao [I?va/ auv](auv) = z (2.35)
ao
where the normalizing constant Z,; satisfies the relations
- z z
Zop = —— = . (2.36)
Zya Zav

The expressions (2.33), (2.34), and (2.35) will be used many times throughout the paper. In particular, for an edge
e = (av) we will often write “v, = §.§.” to remind the reader of (2.35).

To conclude the section, we now explain how the tree recursions for the frozen model (§2.5) can be retrieved
as a special case of the color model Bp recursions. This is the only place where we will make use of the warning
propagation model, as an intermediary between the frozen model and color model (cf. (2.21)). We shall keep the
discussion here brief, and refer the reader to our previous works [DSS13, DSS16a] where we covered analogous
correspondences in substantial detail.

In §2.5 we considered a finite tree T with variables at the leaves, and defined the “frozen model on T with rigid
boundary” (Definition 2.13). On each edge (av) we defined a probability measure 1y, on {+, -, £}, as well as a
probability measure #,, on {+ £}. We now demonstrate that this corresponds to the color model on T with all
vertices unweighted, except for the leaf variables where we put weights A, (£) = 0. As before, we use g = (§, §) to
denote the messages in this weighted color model. We now write 1 = (f, h) for the analogous BP messages in the
warning propagation model — thus both I’.lv,; and fz,w are probability measures over message pairs w,p = (voq, Way)-
Given 1], we can define h by setting Roa (Woa, Wav) = Mya(wye) and ﬁav(&vg,v?uv) = fi,y(Wap ). Working out the proper
normalization gives

Nva (‘:’va)

2 = 1oa(-) ’
o (Wao)

3 —dlgy(+)

hva (‘:‘TU{Z 7 Gav) =

(2.37)

~
hao (Ww ’ qu) =
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Projecting down to the color model, we can define

TIW(*’) + r)vu(f) r)vu(’) Nva (£) MNova (+)
z_rlvu(‘) ’ z_ﬂvu(‘)lz_ﬂvu(‘)’z_rlvu(‘) ’

(l?va (r), ‘?va (Y)r ‘?va (g)/ qva (b)) = (

(Mr),qw(y),am,<g),aw<b))=( M) Ba(®)  Aa(®)  Ae(e) ) 3%

3- Zﬁav("'), 3- Zﬁav("’), 3- zﬁuv("') "3- zﬁav("')

In the above, 2 — 1)4(-) and 3 — #l;,(+) are the normalizing constants. It is straightforward to verify that if 77 and #
are as defined in §2.5, then § and § as defined by (2.38) solve the BP equations (2.31) for the color model on T with
weights A, (£) = 0 at leaf variables v.° In particular, it follows from (2.32) that the message {, from a leaf variable
v to its neighboring clause a will be uniform over {r,y,b}. This corresponds via (2.38) precisely to the boundary
conditions 7,,4(,)(+) = 1/2 = 1],4()(-), as specified in §2.5.

3. VARIABLE TYPES, PREPROCESSING, AND PROOF OUTLINE

In this section we formally describe the preprocessing algorithm and give a more detailed outline of the proof of
the main result Theorem 1. This section is organized as follows:

- In §3.1 we define the notion of simple types, based on R-neighborhoods of variables in the original k-sAT graph.
We also define “canonical” edge marginals based on r-neighborhoods of variables (for » = R/10%), and define a
coherence condition for edge marginals around a clause to be mutually compatible.

- In §3.2 we define a series of properties of simple types.

- In §3.3 we define a procedure which takes a k-sAT instance €', and produces a processed graph & = pr&’ in
which all variables satisfy certain desirable properties. The most important property of the processed graph is
that it can be covered by regions (“enclosures”) where a certain estimate (3.24) holds.

- In §3.4 we give the basic outline of the proof of the main result Theorem 1. In this subsection we will state the
first and second moment results that are needed for the proof.

— In §3.5 we present preliminary results towards the first moment calculation.

- In §3.6 we present preliminary results towards the second moment calculation. This subsection also presents some
of the conceptual ideas behind the second moment calculation.

- In §3.7 we give the technical details of the coherence condition from §3.1.

3.1. Simple types and coherence. As mentioned above, a key step in [CP16] is to condition on the degree profile
of ©. In this work we condition on the empirical distribution of depth-R neighborhood types, which we regard as
a “generalized degree profile” in the manner of [BC15]. We establish a satisfiability lower bound aj,4(R) for each
fixed R, and show that aj,4(R) — @ in the limit R — oo. To be precise, the order of limits taken throughout this
paper is the following: for each k > k, (where k is a large absolute constant), take n — oo with R fixed, then take
R — 0. To this end, we fix r a (large) positive integer, and define R’, R so that

R K

10¢ 102
Recall from Definition 2.3 that we work with the measure P = IP" on bipartite factor graphs € = (V, F, E) (with
edge signs) where V = [n] = {1,...,n}. We now further assign a marking of the variables, which is simply a
uniformly random mapping

=r. (3.1)

I=lg:V — {1,2,...,[exp(4kR)”. (3.2)

From now on, the graph & is always understood to come equipped with the random marking Ig. (In the random
graph € ~ P, a typical variable has an R-neighborhood of volume at most (k®(V2%)R The choice of [exp(4¥R)] for
the range of the random markings ensures that in any given R-neighborhood, all variables receive distinct markings
with chance 1 — 0g(1).)

SFor the purposes of this paper, it suffices merely to note that (2.37) defines a valid BP solution for the warning propagation model, and
projects to a BP solution for the color model. We omit the derivation of (2.37) since it is not central here, and similar correspondences were
already explained in detail in [DSS13, DSS16a].
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In the limit # — oo, the random graph & ~ P"% converges locally in distribution (in the sense of [BS01, AL07],
and reviewed in Remark 4.2 below) to a Poisson Galton-Watson tree & = (Vg, Fg, Eg) which can be generated
as follows: start with a single root variable vgy, then generate offspring according to the rule that each variable
independently generates Pois(ak) child clauses, and each clause generates k — 1 child variables. Each edge is labelled
with a literal L which takes values + or - with equal probability, independently over all the edges. Finally, for each
variable v € Vg assign an independent uniformly random mark

l(v) =Ig(v) € {1,2, el [exp(élkR)” .

We write PGW? for the resulting probability measure on rooted trees.’”
To generalize the notion of degree distribution, we begin with a preliminary definition of neighborhood type, as
follows. This definition will be augmented over the course of this section.

Definition 3.1 (simple type). In a graph &, the simple type ¢, of a clause-variable edge e = (av) = (va) € E is
the isomorphism class of (Br(v), e), the R-neighborhood around v rooted at edge e.* We write j(t,) = j(v;a) to
indicate the position of the edge in the clause. The simple type of a vertex x € V U F is the multi-set of simple
types of all incident edges, {t. : ¢ € 0x}. Note that this has a different meaning depending on whether x is a clause
or a variable:

(i) If x € F is a clause, then its simple type — which we hereafter denote L, — is a multi-set with no repeated
elements, since each edge e € 6x has a distinct index j(t.) € [k]. Thus Ly is equivalently represented as the
ordered k-tuple (Lx(1), ..., Ly(k)) where Ly(j) is the type of the j-th edge in Ox.

(if) If x € V is a variable, then its simple type — which we hereafter denote T, — may have repeated elements. It
is equivalently represented as the isomorphism class of Br(v) regarded as a graph rooted at .

We say that an edge e is acyclic if its simple type ¢, is acyclic. We say that e is proper if it is acyclic, and moreover
no two variables u # w in t, receive the same mark Ig(#) = Ir(w). A vertex will be termed acyclic (resp. proper) if
all its incident edges are acyclic (resp. proper). If v € V is a proper variable, then its simple type T, has no repeated
elements.

Remark 3.2. In the graph & sampled according to IP = P+, the fraction of cyclic variables will typically be around
20(kR)

= 04(1)

while the fraction of improper variables will typically be around
90(kR)

exp{4R}

During processing we will remove all improper variables from the graph, ensuring that the final graph will have

girth greater than 2R, since all variables remaining will be proper (hence acyclic). This further ensures that for any
surviving variable v, its simple type in the initial graph is a multi-set with no repeated elements.

=og(1).

Definition 3.3 (directed trees). If T is any bipartite factor tree and e = (av) is any edge in T

— We let T, be the connected component of T \ a that contains v. We regard T,, as being rooted at v, where v has
parent edge e that points to the deleted clause a. We call T, a variable-to-clause tree.

— Similarly we let T;, be the connected component of T \ v that contains a. We regard T, as being rooted at 4,
where a has parent edge e that points to the deleted clause v. We call T, a clause-to-variable tree.

We will refer to both T, and Tj, as directed trees. Note that trees of this kind have already appeared previously,
in the discussions of §2.5.

"The measure PGWY differs from the most standard definition of the Poisson Galton-Watson law only in minor details: the alternation
between variables and clauses, and the presence of random edge signs and variable marks.

8The edge-rooted graphs (T;, ¢;), i = 1,2, are isomorphic if there is a bijective graph homomorphism ¢ : T; — T, which maps e; to ez,
preserves all edge labels Ly, € {+, -} and indices j(v; a) € [k], and preserves all variable marks I(v) € {1, ..., exp([4*R])}.
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Definition 3.4 (canonical messages and marginals). Recall the definition of F from the discussion following (2.24).
For an acyclic edge (av) € E, let T = B,(v), and let T = B,_;/,(a) (equivalently, .T is the union of B,_;(u) over
U € da), so that T C T (and both are trees). Let

Moa = Frpe = F,(Tps) «— *ﬁva ’
silay = Fr o0 = Fr—I/Z(Tav) — *ﬁav ’
Nova = Fro:= Fr—l(uTva) = Fr—l(Tva) A uqva ’
gy = Fro.= Fr—l/z(aTav) = Fr—l/Z(Tav) — cﬁav ’ (3.3)
where «— indicates the correspondence (2.38). Thus 41y, and 4o, are probability measures over {+, -, £}; and 4fisy
and l,, are probability measures over {+, £}. Meanwhile «Ju4, %Ja0, va> and Jgo are all probability measures over
{r,y,& b}. Note that i,y = Js0, SO xfav = Jav. Recalling (2.35), we define

*l?vu(g) *@av(a) DI?W(G) n@av(a)
Do *ﬁva(al) *ﬁav(a/) ’ Do quﬂ(o—/) g%u((f’) ’
where in each case the sum in the denominator goes over ¢’ € {r, y, g, b}. For an acyclic edge e = (av), we call +Jy,

and {4, the canonical messages, and 47, the canonical marginal, all based on T = B,(v). We call .y, and Jao
the clause-based messages, and ,77,, the clause-based marginal, all based on T = Br_l/z(a) CT.

*Ta0(0) = Jao(0) = (3.4)

Remark 3.5. Let e = (av) be an acyclic edge, so T = B,(v) and ;T = B,_;/5(a) C T are both trees. Note that the
correspondence (2.38) implies the relations

usls) = ) = alos(5) = 5,
. . R _ Nua (+) + Nva (£)
*qva(r) = *qva(b) + *Jva (g) - 9 — Noa (_) ’

and similarly for .§ and 4. The canonical messages xjv, and «jqo (for a € dv) are all based on T, which means they
satisfy the variable Bp relation 4§y, = BPya[4+j]. By contrast, they need not satisfy clause BP relations: even if all
edges incident to clause a are acyclic, it is not necessarily the case that +§;0 = BPs[+]], because for each u € da \ v
the message +y, is based on a different neighborhood B, (). On the other hand, the clause-based messages .§,, and
Jau (for u € da) are all based on T, which means they do satisfy the clause Bp relation §,, = BPs[.f]. A related
observation is that if we define (cf. (2.33))

1 a
V(Sv(gbv) = :.Z_(Pv(gbv) 1_[ *qav(auv)
v aedv
where z, denotes the normalization that makes vs; a probability measure, then v, has edge marginals ,7, for all
e € 0v. On the other hand, if we define

Véa(géa) = %@a(géa) 1_[ uﬁlm(aau)/
a ueda
then v;s, has has edge marginals i, for all ¢ € 6a. The measure v, is consistent with the frozen model with rigid
boundary conditions (Definition 2.13) on T, while the measure v, is consistent with the frozen model with rigid
boundary conditions on T

In the limit ¥ — oo we expect the difference between quantities based on T = B,(v) versus ;I = B,_;/,(a) to
go away. However, when working at a fixed finite radius, a major technical difficulty is to handle inconsistencies
between the two. In this paper we work primarily with the quantities based on T = B, (v) (hence our choice of the
term “canonical” to describe those quantities). As discussed above, the canonical messages do not, in general, satisfy
clause BP relations. A closely related issue is that for u € da, each 471, is based on a different neighborhood B, (1).
An important technical result of this section (stated and proved in §3.7) shows that we can reweight clauses such
that the BP equations do hold exactly — provided the clauses are “not excessively inconsistent,” as we now formalize.
Following [CP16], it is useful to define composite colors

cyan = {g, b},
p = purple = {r,b} . (3.5)

[
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The clause factor (2.19) does not distinguish between g and b, while the variable factor (2.17) does not distinguish
between r and b; introducing the composite colors helps to simplify some parts of the analysis. The following gives
our formal criterion for “consistency” within clauses:

Definition 3.6 (coherence). For a clause a € F, suppose T = (7, ).es5, Where each T, is any probability measure
over {r,y, g, b}. We say that 7t is weakly coherent if it satisfies the following:

coher, (1) = T, (y) — Z T (r) 20, (3.6)

e’eda\e

for each e € 6a; and with 7t,(c) = 7. (b) + 7. (g) we have

cohery (1) = Z 10(c) — 2{1 - Z ﬂg(r)} >0. (3.7)

e€da e€da
We say that 7t is strictly coherent if condition (3.7) holds with strict inequality, and condition (3.6) holds with strict
inequality for each e € 6a where 7,(y) > 0. We then say that the clause a is weakly (strictly) coherent if it is
acyclic, and its canonical edge marginals 47t = (477, )ces, are weakly (strictly) coherent.

A full analysis of the (weak and strict) coherence conditions is deferred to §3.7. For the purposes of the upcoming
discussion, the most immediately relevant result from §3.7 is Lemma 3.49 which says that i is strictly coherent for
all ¥ > 2, and so 47t will also be strictly coherent if it is “close enough” to ;. The remainder of §3.7 is occupied

with showing that strictly coherent measures can be realized by appropriate reweighting systems (in particular, see
Corollaries 3.55 and 3.56).

3.2. Classification of simple types. In this subsection we make several classifications of (simple, acyclic) types
in order to identify the vertices that must be removed during preprocessing. Recall (3.1). One aim will be to ensure
that all clauses in the final processed graph are strictly coherent (Definition 3.6). For an acyclic edge e = (av),
recall the canonical messages and marginals of Definition 3.4 ((3.3) and (3.4)), all based on the neighborhood B, (v).
Since all these quantities can be determined from the edge type t = t, (which encodes the structure of the larger
neighborhood Bg(v)), we will freely interchange e and ¢ in the subscripts, so for instance 47t = 47t.

Definition 3.7 (stable). Suppose the edge e = (av) is acyclic (Definition 3.1), so that all the messages and marginals
of Definition 3.4 are well-defined. As we noted above — and will prove in Lemma 3.49 below — the measure _t is
strictly coherent, i.e., it satisfies all the conditions of Definition 3.6. We say that the edge ¢ = (av) is marginal-stable
if all the following bounds hold:

coher, (1

ely) — amely)| < LI, 69
coher, (.t

*Te(c) = e (c)| < —slz( ), (3.9)

«Te(r) — 7t (2)| < imin coher, (1), min cohery(.77) ¢, (3.10)
5k e’eda\e
1

(o) > Enne(o) forallo € {r,y,b,c}. (3.11)

(We impose the last condition (3.11) because it forces supp 47, = supp «7t., which is convenient for the analysis.)
We say that e is message-stable if

1
1= pa(-) 2 o (3.12)

*Ziav(a) _ 1‘ < i
BPay[x71(0) k
(We take the convention 0/0 = 1, so in the above it is permitted to have both 4§, (0) and BP4, [+]](0) equal to zero.)
We say that the edge is stable if it is both marginal- and message-stable. Finally, we say that an acyclic variable v is
stable if all its incident edges e € 0v are stable.

max
oe{r,b,yg}
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Remark. Note that if all the variables in a graph are marginal-stable, then 47 will be strictly coherent on all the
clauses in the graph. Indeed, substituting (3.8) and (3.10) into (3.6) gives

1
coher, (x71) > (1 - g)cohere(nn) ,
for all edges ¢ in the graph. Similarly, substituting (3.9) and (3.10) into (3.7) gives
3
coher, (x1) > (1 - g)cohera(mn)

for all clauses a in the graph. Since .7t is strictly coherent (Lemma 3.49), it follows that 47 is also.

Definition 3.8 (nice). An acyclic variable v is nice if it has degrees

2*kIn2
90(e)] - = | < 2%, (3.13)
and its incoming and outgoing canonical messages satisfy the bounds
. 1 . 1 1
maX{ *va(y) = 5| 2" i10a(e) - 3 } < o (3.14)
A 1 1 1 1
max { ao(y) = 2|, 277 G (x) — 3 } < St (3.15)

forall a € dv.” (In condition (3.15) we write |da|, rather than simply k, because we will also use this definition in the
processed graph where some clauses will have degree k — 1.) Since the canonical messages are functions of B, (v),
niceness is also a property of B,(v).

Definition 3.9 (1-stable and 1-nice). We say an acyclic variable v is 1-stable if is stable, and remains stable after the
removal of any one subtree descended from a variable # € B,(v) \ v. The 1-nice property is analogously defined.
We use 0-nice to mean simply nice. For i € {0, 1} we let

D" = {v € V : v is acyclic but not i—nice} . (3.16)

Note that D*° € D*1.

We will now identify defective regions via the following bootstrap percolation process. In a general bipartite
factor graph @ = (V, F, E), given some subset of variables Dy C V, for t > 1 set D; 2 D;_; to be the union of D;_;
together with all variables having at least two neighboring variables in D;_; N V. The set

BSP(Dy: %) = U Dy (3.17)
t>0

will be termed the bootstrap percolation of Dj in .

Definition 3.10 (defective). Let k. be a large absolute constant, to be determined later.'” Recall (3.1) that R” = 10?r.
Recall (3.16) that D*' denotes the set of variables that are acyclic but not i-nice, for i € {0, 1}. Let D* = B, (D*)
be the union of By, (v) over all v € D*'. The set of i-defective variables is defined as

DEF' = DEF{(%) = {v ve BSP(D"*'i N BR//Z(U);BR//Z(ZJ))}.

We use 0-defective and defective interchangeably; note DEF’(¥) C DEF!(¥). Whether a variable is i-defective
can be determined from its R’-neighborhood. We say that a clause a is i-defective if all its incident variables are
i-defective. A i-defect of & is a (maximal) connected component of i-defective variables and clauses. Note that each
i-defect has at its boundary a buffer of nice variables of depth at least ..

9Recall that we automatically have the identities 4§40 (y) = x§ao(g) = xfav(b) and x§oa(r) = xfova(b) + xJva(g). Thus the conditions (3.14)
and (3.15) constrain xjyq(0) and xJao(0) forall o € {r,y, g, b}.

1OUltimately we will require %, > (240/C)* (see Propositions 8.1 and 8.11) where C is the absolute constant from Definition 7.2. Finally we
will take C = C./4 where (. is the absolute constant from an a priori estimate, Proposition 8.4.
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For the remainder of the paper, we say path (in the bipartite factor graph G) to mean a finite sequence of vertices
P = 01,42,02,...,0¢,0¢

with no repeated elements, such that each entry of the sequence is a neighbor (in G) of the previous entry. The path
P contains { variables, and has length ¢ — 1. For acylic variables 1, v € V at distance d(u,v) < R,and i € {0, 1}, let
Bi(u,v) count the variables on the (unique) shortest path from u to v (inclusive) that are i-defective. The following
property is essential to our contraction argument.

Definition 3.11 (contained). Let 6. be a small absolute constant, to be determined later.!! For an acyclic variable v,
for i € {0, 1}, and for any integer 1 < t < 2R’, we define

Ri(v,t) = Z exp{k(6.)71B(u,v)}

. (3.18)
it <l <2 exp{(kIn2)(1 + 6.)d(u,v)}
Note that Ri(v, 2R’) is zero, since it is an empty sum. We then define the i-containment radius of v to be
, , 1
rad'(v) = min {t >1:R(v,t) < Z} < 2R’, (3.19)

so that 1 < rad'(v) < 2R’. For i € {0, 1}, we say v is i-self-contained if we have rad'(1) < d(u, v) for all u with
1 < d(u,v) < R’. Note that the containment radius of any variable can be determined from its 3R’-neighborhood.
Whether a variable is i-self-contained can be determined from its 4R’-neighborhood.

The central aim of preprocessing is to ensure that it is possible to carve up the graph into “enclosures”: the formal
definition is given below, but roughly speaking these will be regions of diameter at most R’ such that every variable
in a given enclosure has containment radius less than or equal to its minimal distance from the enclosure boundary
(in particular, all the boundary variables must be self-contained). At the same time we will require another desirable
property, which will be applied in the proof of Proposition 3.31 below:

Definition 3.12 (orderly). Fori € {0, 1}, we say that an acyclic variable v is i-orderly if along any path emanating
from v of length at most R’, at most (6.)* fraction of variables along the path are i-defective. In particular, a path
leaving v of length less than (6.)® cannot contain any i-defective variable: that is to say, an i-orderly variable
cannot lie within distance (6.)™> of any defect. Since being i-defective is a property of a variable’s R’-neighborhood,
being i-orderly is a property of a variable’s 2R’-neighborhood.

The following definitions will be of use in carving up the graph:
Definition 3.13 (perfect; fair). Fori € {0, 1}, we say that an acyclic variable v is i-perfect if it is both i-orderly and
i-self-contained; this is a property of the variable’s 4R’-neighborhood. We say v is i-fair if
(i) it is t-stable;
(ii) its 5R’-neighborhood contains no more than exp{k?(5R’)} variables; and
(iii) every length-R’ path emanating from v contains at least one i-perfect variable.

Whether a variable is i-fair is a property of its 5R’-neighborhood.

Lastly we wish to ensure that every type appears a linear number of times in the preprocessed graph. The following
definition is towards this purpose.

Definition 3.14 (good; excellent). A rooted tree T of depth 10R’ is i-excellent if, with = denoting isomorphism of
rooted graphs, and with PGW = PGW* as defined above (prior to Definition 3.1), we have
1
< —.
exp(k3R)

An acylic variable v is termed i-excellent if its 10R’-neighborhood Bior/(v) satisfies (3.20). Lastly, we say that v is
i-good if (i) it is i-fair, and (ii) every length-40R’ path emanating from v contains at least one i-excellent variable.

Boor: (1) contains any

Pexi(T) = PGW variable which is not i-fair

(3.20)

Byor: (1) = T)

Note that i-excellent implies i-good which in turn implies i-fair.

11Ultimately we will require 5. < min{C/30, (In 2)/(2(k:)1/2)} (see Proposition 8.1) where C is the absolute constant from Definition 7.2.
Finally we will take C = C./4 where C. is the absolute constant from Proposition 8.4.
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3.3. Preprocessing algorithm. We now formally describe our preprocessing procedure, which depends on the
parameter R. Recall from (3.1) that R = 102R’ = 10*r. Recall that we write B¢(v) to indicate the £-neighborhood
of variable v. In what follows, we will often write B;(v; %) to emphasize that the {-neighborhood is defined with
respect to the graph &.

Definition 3.15 (removal process BSP’). In a graph & = (V, F, E), define the activated set

variables v € V such that Bsr/19(v; &) contains
Act(¥%) = at least two clauses of degree k — 1, or . (3.21)
at least one clause of degree < k — 2.

Given an initial subset of variables A C V,let$_; = €&, A_; = A, and denote

% EprO?E?\{UBR(U;?)} :f\BR(A;?).

veEA
Then, for t > 0, we use (3.21) to define inductively A; = Act(%;) and

G =pr =G \ { U BR(U;?t)} =% \ Br(A1; %) .

T)EA[

The process terminates at the first time ¢ that Act(¥;) = @, and we denote the terminal graph &; = Z.,. We let
BSP’(A; €) denote the set of all variables removed by this procedure,

BSP'(A; %) = O { U BR(U;ft)} = O Br(At: %)

t=-—1 veA; t=—1

With a minor abuse of notation we will also let BSP’(A; €) denote the subgraph of & induced by these variables. We
hereafter refer to BSP’(A; €) as the removal process in ¥ with initial set A. We then define:

Preprocessing algorithm on & = (V, F,E):

Let A C V be the set of all variables in & that are

improper (Definition 3.1) or not 1-good (Definition 3.14).
Delete BSP'(A; ) and output the processed graph pr & = Z,.

Throughout this paper, we use the terms “preprocessing procedure” or “preprocessing algorithm” to refer to this
mapping & +— pr&.

The processed graph pr & is guaranteed to have certain desirable properties, as we now describe. First note that if
a variable v survives in pr &, then its processed neighborhood Bsg /1(v; pr ¥) must be obtainable by deleting at most
one subtree from its original neighborhood Bsg/19(v; €). (Otherwise, v would belong to Act(pr &), a contradiction
since Act(pr &) is by definition empty.) This means that if v was 1-nice in the original graph ¥ and survives in the
processed graph pr &, then it must be nice (i.e., 0-nice) with respect to pr&. Recalling (3.16), this directly implies
D*°(pr&) € D*!(Z). Recalling Definition 3.10, taking k.-neighborhoods gives

D (pr®)) = BK*(D*’O(pr?);pr?) C B, (D*’l(?);GG) = D"(9)).
If D C D’ and # C &’ then BSP(D; %) C BSP(D’; #”), so it follows that
DEF’(pr&) = {v Epr&:ve BSP(DK*’O(pr )N BR//2<ZJ;pr ?);BR//Z(U;pr?))} C DEFY(¥). (3.22)

This means that if a graph is not 1-defective in &, then it is not defective in pr &.

The inclusion (3.22) has the following implications. First, recalling Definition 3.12, it follows that if a variable v
was 1-orderly in the original graph &, and survives to the processed graph pr &, then it is orderly with respect to
pr &. Further, recalling (3.18) from Definition 3.11, it holds for all ¢ that

‘RO(Z), t; pr?) < ml(v,t;?) .
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Consequently, recalling (3.19), any variable v in pr & must satisfy
rad’ (U;pr ?) < rad! (U;?) . (3.23)

In particular, this implies that if a variable v € pr& was 1-self-contained in &, then it is self-contained in pr&. It
follows that if v € pr @ was 1-perfect in &, then it is perfect in &.

Since A includes all improper variables (Definition 3.1), hence all acyclic variables, the processed graph pr & will
have girth greater than 2R. By the same reasoning as for the 1-nice property, it follows from Definition 3.9 that if
U € pr& was 1-stable in &, then it is stable in pr &. It then follows from Definition 3.13 that if v € pr & was 1-fair
in @, then it is fair in pr&. Since the processing removes all variables that are not 1-good (Definition 3.14), any
v € pr & must have been 1-good in &, hence also 1-fair. It follows that all variables in pr & are fair (with respect
to pr ). It then follows by Definition 3.13 part (iii) that any connected component in pr & of non-perfect variables
must have diameter at most R’, so in particular it must be a tree. We can therefore carve up the graph into small
regions separated by perfect variables:

Definition 3.16 (compound enclosure). A compound enclosure is a subgraph U C pr & induced by a subset of
variables U°UJU° C prV where U° is a nonempty, maximal connected component of variables that are not perfect
in pr@, and

U° =d.U = {u eprV:du,U°) = 1}

is the external boundary of U° (which, by definition, must consist entirely of variables that are perfect in pr ). By
the above observations, the compound enclosure must be a tree of diameter at most R’.

By construction, all compound enclosures are pairwise edge-disjoint. It is possible for two compound enclosures
to share one boundary variable; they cannot have more than one variable in common because pr& has girth at
least 2R. In any compound enclosure U, if u € d,U and v € U° then it follows from (3.23) together with the
self-containment condition on u (Definition 3.11) that

rad’ (v; pr ?) < rad? (v;?) < d(v,u;f) < d(v,u; pr ?) .
Minimizing the right-hand side over all u € d U gives
rad’ (v;pr Z) < d(v,&ou;pr f) (3.24)
for all v € U°. The property (3.24) is essential to our analysis for compound enclosures.

Definition 3.17 (simple total type). For each edge e = (av) in the processed graph pr @, the simple total type of
the edge records its simple type (Definition 3.1) both before and after preprocessing: that is to say, it is the ordered
pair of edge-rooted trees

((BR(v;?), e), (Br(@spro), e)) :

modulo (edge-rooted) isomorphism. (As discussed in a footnote to Definition 3.1, the isomorphism must also preserve
edge labels Ly, indices j(v, a), and marks I(v).)

Definition 3.18 (compound type). For any edge e appearing inside a compound enclosure U of the processed graph
pr &, the compound type of the edge records the graph structure of U with the position of e marked, as well as the
simple total type of every edge e’ in U. In particular, different edges appearing in the same compound enclosure U
must have different compound types (since they take different positions in U), even if their simple total types match.

Definition 3.19 (total type). The total type t = £, of an edge ¢ in pr & is defined to be its compound type if it
belongs to a compound enclosure, and its simple total type otherwise. The total type of a variable or clause in pr & is
the multi-set of incident edge total types — since improper variables were removed during processing, the multi-sets
are now simply sets. We hereafter use T to denote variable total types, and L to denote clause total types. For an
edge e = (av) of type t we write j(t) = j(v;a) for the position of the variable within the clause. We write ¢ € L to
indicate compatibility of types in the sense that L(j(t)) = t.
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Definition 3.20 (processed neighborhood profile). Let &’ = (V’,F’, E’) be a k-saT problem instance, and denote
its processed version by & = (V,F,E) = pr&’. Write V = {vy,...,v,} and F = {a,, ..., a,, }. We then define the
processed neighborhood sequence of &’ (equivalently, the neighborhood sequence of £) as

— — (Tvlz---/E),,)
D=Ds= ((Lal,...,Lam) '

We then define 9 to be the same as D except that we forget the ordering of V and of F. Thus & contains only the
information of the empirical counts

nt = number of variables in pr V' of total type T;
my = number of clauses in pr F of total type L;
n¢ = number of edges in pr E of total type £. (3.25)

The empirical count of edge types can be determined as a marginal of either the clause or variable counts:

Z nr1{t € T} = ny = Z mr. Z 1{L(j) = t}. (3.26)
T L j

(Recall from Remark 3.2 that the simple type of any variable which survives preprocessing is a multi-set with no
repeated elements — thus, in (3.26), 1{t € T} is the same as the number of occurrences of ¢ in T.) We will sometimes
abuse notation and use & to denote the normalized empirical measures

IT) =1L, (L) = TIﬂTLI I(t) = 1

V|’ |E|
However, we emphasize that @ encodes |V| = n and |F| = m in addition to the normalized empirical measures. We

call @ = Dy the processed neighborhood profile of &’ (equivalently, the neighborhood profile of &).
The next remark is most relevant to the precise statement of Proposition 3.24 below:

Remark 3.21. The processed graph & = pr&’ is a subgraph of the original graph &’, and therefore carries less
information in general. For the rest of this paper, whenever we refer to the processed graph &, we assume that each
vertex and each edge of & carries the information of its total type. In particular, each variable in & does carry
the information concerning its simple type (Definition 3.1), even if part of its original R-neighborhood is deleted
during processing. However, € does not carry the information of the entire original graph &', so we still do allow
for the possibility that pr &’ = pr&” for &’ # £”. We let CM(D) denote the set of all graphs ¥ consistent with a
given neighborhood sequence 9 (where & is interpreted as we have just described). In particular,

|ICM(D)| = l_[(nt)!. (3.27)
t

The notation CM stands for configuration model. A uniformly random element of CM(D) can be sampled by a
generalization of the standard configuration model for graphs with given degree sequence — this type of construction
goes back to [Bol80], and we refer to [Wor99] for a survey. Generalized configuration models were analyzed in detail
in [BC15], and the sampling procedure can be described as follows. Start with a collection of isolated vertices — n
variables V together with m clauses F — labelled with total types according to 9. Each vertex is then equipped with
the appropriate number of “half-edges,” all labelled with edge total types. The total number of half-edges incident to
each vertex corresponds to its degree in the processed graph €. Let 6V denote the variable-incident half-edges, and
OF the clause-incident half-edges. Then take a uniformly random matching between 6V and 6F that respects
edge total types. (A full edge consists of one variable-incident half-edge matched together with one clause-incident
half-edge.) This procedure generates a uniformly random element of CM(D). This discussion is most relevant to
the statement of Proposition 3.24 below.

The next three propositions, all proved in Section 5, give the key properties of the processed graph:
Proposition 3.22 (proved in §5.4: processing removes a small fraction of variables). Let& ~ P = P, ,,, for m such

that |m — na| < n*/?Inn. Recall that the preprocessing algorithm (Definition 3.15) removes BSP’(A; €). We have

P

BIOR(BSP’(A;?);?)| > ﬁ) = 0,(1).
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where ¢ is a positive absolute constant (depending only on the absolute constants ., 6.). Moreover, the probability that
any connected component of BSP’(A; €) contains a bicycle is also 0,,(1)."*

Proposition 3.23 (proved in §5.6: each surviving total type occurs linearly often). Let& ~ P = Py, ,, for|m—na| <
n'/21Inn. Let pr € be the processed graph given by Definition 3.15, with neighborhood profile Dorg. Then

]P( min {@prg(L) :Lis feasible} > c1

girth(%) > SR) > 1-0,(1)

where c; is a positive constant depending on k., 0., k, R, and the class of “feasible” L is given by Definition 5.23.

Proposition 3.24 (proved in §5.7: the processed graph is uniformly random given the neighborhood sequence). Let
G ~P =Py, foranym. Let pr & be the processed graph given by Definition 3.15, with neighborhood sequence D, % .
For any D such that D, ¢ = D with positive probability under P, we have

P(pr3=H‘Dprz:@) = I{HCEM;&@)}

forall H € CM(D). Moreover, conditional on the neighborhood profile Dy .z = D, the law of the sequence D,z is
uniformly random among all sequences D with empirical counts D.

Write Py for the uniform measure over the set CM(D) from Remark 3.21, and write [Ep for expectation with
respect to Pp. Then Proposition 3.24 tells us that

]P(pr?é-

Dy = D) = Po().

This has the important consequence that the processed graph pr €, conditional on D, can be sampled by the simple
procedure described in Remark 3.21 — this is essential to our analysis of the k-sAT model on the processed graph..
Next, write D ~ 9 if O has empirical counts given by 9. Then Proposition 3.24 also tells us that
Py ()
P(pr?€-|9g=9)=ﬂ?g(~)z S Lo S—
D;@HD : D'~ DY

We will work sometimes with Pg and sometimes with Py, depending on convenience; they are equivalent modulo
the ordering of the vertices.

3.4. Proof outline for main theorem. In this subsection we give a more detailed outline of the proof of the main
result Theorem 1.

Definition 3.25 (empirical measures of colors conditional on types). Take any k-sAT instance &', and let & = pr &’
be its processed version (Definition 3.15), with total types as in Definition 3.19. Given a valid {r, y, g, b}-coloring ¢ of
& (Definition 2.10), let 7t be the empirical measure of colors conditioned on edge type: for each 0 € {r,y,g,b}
and each edge total type ¢,

{e€E:t,=tando, =0} |{e€E:t,=tando, =0}

{e €E: t, =t} B ne

with 11; as in (3.25). Further, let @ be the empirical measure of colors conditioned on incident clause type: for
each o € {r,y, g b}, each clause total type L, and each index 1 < j < k(L) (where k(L) € {k — 1, k} is the degree in
Z = pr&’ of a clause of type L), let

nit(0) = , (3.28)

{(av) € E: Ly, =L,j(v;a) = j, 00 = 0}l

i = 3.29
WL, (0) mL ( )

with myp as in (3.25). Note that 7t can be obtained as a marginal of w:
neme(o) = Z Z mp{L(j) = t}wr,j(0) (3.30)

jelk] L
for all o € {r, y, g, b}, since both sides count the total number of edges of type ¢ with color ¢ in & = prg’.

The next two definitions are of essential importance, and are adapted from [CP16]:

12\We use “bicycle” to refer to any connected graph G’ = (V/, F/, E’) with |V’| + |F’| - |E/] = —1.
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Definition 3.26 (judicious; adapted from [CP16]). Let €’ be a k-sAT instance, & = pr &’ the processed graph, and
o any valid coloring of & (Definition 2.10). We say that ¢ is judicious if holds for all L and all j that

WL,j = *TCL(j)
— ie., the empirical distribution of the edge color conditional on (L, j) (the clause type and edge index) depends
only on L(j) (the edge type itself, which carries less information), and moreover agrees (up to rounding) with the

canonical edge marginal .7t of Definition 3.4. For this definition, 714, should be based on the r-neighborhood of v
with respect to the processed graph &.

Definition 3.27 (separable; adapted from [CP16]). Let &’ be a k-sAT instance, & = (V, F, E) = pr &’ the processed
graph, and ¢ € {r, y, g, b}F any judicious coloring of & (Definition 3.26). Let x = x(0) € {-, +,£}" denote the frozen
configuration on & that corresponds to ¢ via (2.21). We say that ¢ is separable if there are not too many other
judicious configurations ¢’ that are significantly correlated with g, that is, if
[v eV :x(0) = x(c”)y] 1 k)1 Kt

. . . /! . —_— —_— _ _ _ - —
{Judlclousg : v ¢ 5 1 572 ) 3 1+ K2 =1
It is simpler and more convenient for our purposes that the correlation between ¢ and ¢’ is measured through the
corresponding frozen configurations x(o) and x(¢”), rather than the colorings themselves.

< exp {(ln n)S} . (3.31)

Definition 3.28 (extendible; adapted from [CP16]). Let & = (V, F, E) be a (processed) k-sar instance, and ¢ any
valid coloring of €. Let x = x(0) be the frozen configuration corresponding to ¢ via (2.21). We say that ¢ is
extendible if there exists an “extension” of x € {-,+,£}" to a satisfying assignment ¥ € {-,+}" of &, meaning
Xy = xy for all v € V where x, € {-,+}, and X satisfies Definition 2.2.

For the remainder of this section, & ~ P = P"“ is a random k-sAT instance, and & = pr &’ is its processed
version from Definition 3.15. We define the following quantities based on &:

Z = Z(%) = number of judicious colorings ¢ of &;
Zgep = Zep(€) = number of judicious separable colorings ¢ of &;
Zxt = Zet(¥) = number of judicious extendible colorings ¢ of €. (3.32)

Clearly, Zeyy < Z and Zg, < Z. We emphasize that Z.,; counts judicious extendible colorings of the processed
graph &: by Definition 3.28, such colorings extend to satisfying assignments of €. We are ultimately interested in
whether they extend to satisfying assignments of the original instance &’; this discrepancy will be addressed below
in the proof of Theorem 1 (at the end of this subsection).

Let & ~ P, and let @ = D, & be its processed neighborhood profile from Definition 3.20. We let Z(-) =
P(Zpr ¢ € -) denote the law of D itself, and let

ggirth(') = P(gprf’ €-

girth(¥’) > SR) (3.33)

denote the law conditional on girth(¥’) > 8R Throughout this paper, when we say that an event holds “with high
probability over the random neighborhood profile 2,” we mean that the #-measure of the event is 1 — 0,(1). We
add the caveat “conditional on girth(¥’) > 8R” to mean that the Zjj;,-measure of the event is 1 — 0,,(1). We have
the following propositions (assuming always that k > ko and « satisfies (1.7)):

Proposition 3.29 (proved in §4.6: first moment of judicious colorings matches 1-rsB formula). Let @ be the 1-RSB
free energy from Proposition 1.2. There exists €er which tends to zero as R — oo, such that

EoZ > exp {n [cp(a) - eR]}

holds with high probability over the random R-neighborhood profile D.

Proposition 3.30 (proved in §6.3: first moment of judicious colorings dominated by extendible colorings). For the
random variables Zey < Z as in (3.32), we have

E@(Zext) = {1 - On(l)}]Egz

with high probability over the random R-neighborhood profile D.
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Proposition 3.31 (proved in §6.4: first moment of judicious colorings dominated by separable colorings). For the
random variables Zg., < Z as in (3.32), we have

E@(zsep) = {1 - On(l)}]EQZ
with high probability over the random R-neighborhood profile P.

The most difficult result of this paper is a second moment estimate. To state it, let us decompose

7 = Zzz[z] (3.34)

where Z?[z] denotes the contribution from pairs (g', 0%) whose corresponding frozen configurations x(c') agree
on exactly z fraction of the variables in €. For any subset I C [0, 1], let Z?[I] denote the sum of Z?[z] over z € I.
The central part of the paper is concerned with the following estimate:

Proposition 3.32 (proved in §8.1: main technical result). Recall from (3.31) the definition of the interval Iy C [0, 1].
There is a constant C = C(k, R) such that

2
Es (22[10]) < C(]EgZ)
with high probability over the random R-neighborhood profile D, conditional on girth(€”’) > 8R.

In §3.5 and §3.6 we give further discussion on ideas of the proofs of Propositions 3.29 and 3.32. For now we turn to
explaining how the above propositions imply the main result. We rely on the following well-known (and elementary)
bound: if Y is any non-negative random variable with finite second moment, then for any 0 < 6 < 1,

]E[Y;Y > 6]EY} :]EY—]E[Y;Y <O0EY| > (1-90)EY.

On the other hand, by the Cauchy-Schwarz inequality,

1/2
]E[Y;Y > SEY| < {]E(Yz)]P(Y > 6]EY)} .

Combining the bounds and rearranging gives

(EY)?

E(Y?) "

Thus, any estimate of the form E(Y?) < O((EY)?) gives a lower bound P(Y > 6 EY) > Q(1).

]P(Y > 6]EY) > (1-6) (3.35)

Proof of Theorem 1. Propositions 1.1 and 1.2 together show that for random k-sat with k > ko, the 1-rsB free energy
D(a) is well-defined, with a unique root a4 in the interval (1.7). It follows from Proposition 1.3 that a, upper bounds
the satisfiability regime, so it remains to show the lower bound. To this end, let @ < a (still within the regime (1.7)),
so that ®(a) > 0. We divide the rest of the argument into two parts:

Step 1. Lower bound on separable colorings. Analogously to (3.34), decompose
(Zoep) = ) (Zeop)[2].
z
Let (Zsep)®[I] denote the sum of (Zsep)?[z] over z € I C [0, 1]. By the separability condition (Definition 3.27),
(Zsep)2 [[0/ 1] \ 10] < eo(n)zsep < eo(n)Z

almost surely. Recall the definition of Zj;., from (3.33). Proposition 3.32 gives the bound

L | B | Zea 11| < B [2210]]| < C(BoZ) | = 1= 0400
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for C = C(k, R). Combining the above bounds gives

2
Zoitn| Ew ((Zsep)z) < C(]EgZ) +e"MWELZ|=1- 0,(1). (3.36)
On the other hand, it follows by Propositions 3.29 and 3.31 that
EgZ 1
Z|EgZgep > 93 > 5 €XP {n[CD(a) - eR]}) =1-0,4(1). (3.37)

Since we chose @ < ay, we know that ®(a) is positive, and it follows for large enough R (depending on k, ) that
[EgZ is exponentially large in 7. It follows that (3.36) and (3.37) combine to yield

Frgen| Eo((Zo)?) < SC(JEQ(Zsea)Z) = 1-04(1).

Applying (3.35), we see that there exists a positive constant 6 = 6(k, R) such that

< girth Py

Lyp 20 ]Eg(zsep)

> 6) =1-0,(1). (3.38)

Step 2. Lower bound on extendible colorings. It follows from Proposition 3.30 and Markov’s inequality that,
with & = 0(k, R) as above, we have

E9(Z - Zey)

2 ext) _

]P@(Z —Zext > o ]E_@Z) < W = On(l)

with high probability over the random neighborhood profile 2. Combining with (3.37) and (3.38) gives

P, o(1 ; 20)

7 girth

Zey 22— BpZ > Zyey — *EgZ > exp {n[CD(a) - eR]} >0

Zg)=1—on(1).

Recall the definition of Zj from (3.33): since the graph &’ ~ P has girth(%¥’) > 8R with asymptotically positive
probability, we deduce from the above that
<

Py [Zext > o] > g >& =6(k,R). (3.39)

As long as no connected component of &’ \ pr &’ contains a bicycle, any satisfying assignment of & = pr &’ extends
to a satisfying assignment of &’. It follows by combinding with Definition 3.28 that

{ no connected component of

’ . .
%'\ pr %’ contains a bicycle }1{Zext > 0} < 1{¥’ is satisfiable} .

From Proposition 3.22 that, with high probability, no connected component of &’ \ pr &’ contains a bicycle. Com-
bining with (3.39) gives

pra (?’ is satisﬁable) > E

no connected component of "
. >
1{ &’ \ pr&’ contains a bicycle } Po [ZeXt ~ 0]) =0

for any a < ay (where 6” depends on k and R; and R depends on k and «). Combining with Friedgut’s theorem
[Fri99] gives agar > . The result follows by taking a T ax and R T oo. O

Remark 3.33. Note that Propositions 3.22-3.24 (stated in §3.3, proved in Section 5) are not directly referenced in
the above proof of Theorem 1. Instead, they are used indirectly via the other propositions. In particular, for the
first moment (Proposition 3.29), the uniformity result (Proposition 3.24) provides a simple combinatorial formula
for EgZ. We then need the result that only og(1) fraction of the variables are removed (Proposition 3.22) to relate
the combinatorial formula to the 1-rsB free energy (1.11). The second moment (Proposition 3.32) similarly relies on
Proposition 3.24 for the combinatorial formula, but additionally requires the result that each type occurs linearly
many times (Proposition 3.23) to estimate the combinatorial formula up to a constant multiplicative error.
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This concludes our overview of the proof of Theorem 1. The remainder of this section is organized as follows:
— In §3.5 we describe the basic ideas in the proof of of Proposition 3.29.
- In §3.6 we elaborate on some of the principles in the proof of Proposition 3.32.
- In §3.7 we prove our main claims regarding coherent clauses, thereby concluding the current section.

At the end of this section (page 57), an outline of the remainder of the paper is provided.

3.5. First moment and the Bethe formula for colorings. In this subsection we give some basic calculations for
the proofs of Propositions 3.29 and 3.32. Again, let &’ be a k-sAT instance, and &€ = pr €’ the processed graph. Recall
from Definition 3.25 that if ¢ is any valid coloring of &, then it defines two conditional empirical measures — 7 as
in (3.28), and w as in (3.29). We now further define:

Definition 3.34 (empirical measures of vertex-incident colorings). As before, let €’ be a k-sAT instance, and denote
its processed version & = pr &’. Given a valid coloring g of &, we define v’ to be the empirical measure of variable
colorings conditional on type,

, (3.40)

{wEV:Tszandgéw Zgév}

. 1
v7(050) = —
T(_bv) nr
with nt as in (3.25). We define ¥ empirical measure of clause colorings conditional on type,

1
Vr(0sa) = p— {b €F:Ly=Landgg = Qéa} , (3.41)

with mp as in (3.25). As a shorthand, we call v = (v, 7) the empirical measure (of vertex colorings) associated to
0. Recall from (3.30) that @ can be obtained as a marginal of w. Now note that 7t can also be obtained as a marginal
of V. Similarly, w can be obtained as a marginal of . We say that v is judicious if its marginal w is judicious in the
sense of Definition 3.26. For Z as in (3.32) and any judicious empirical measure v = (v, 7), we let Z[v] denote the
contribution to Z from colorings with empirical measure v.

Remark 3.35. We sometimes abuse terminology slightly by conflating edges with edge types, and vertices with
vertex types. For example, when we say that we fix a type-L clause a and consider the distribution of colorings gs,,
we are referring to the empirical measure of these colorings among all type-L clauses in the graph. We will use the
notations ¥1, and ¥, interchangeably for this measure.

Let & ~ P, be the random k-sar instance, and let & = (V,F,E) = pr&’ be the processed graph, with
neighborhood profile & as in Definition 3.20. For v = (¥, ¥) as in Definition 3.34, define

1 . A
Dy(v) = ;{|V| Eg[H(r)] + [FIEg[H(@L)] - |E| Eg, [W(ﬂt)]} (3.42)
(where H denotes the usual entropy function, H(p) = — 2., px Inpx). In the above expression, the expectations on
the right-hand side refer to sampling total types according to &: for instance,
|E|Eg[H ()] = |E| Y. D(OH () = = Y ne Y mi(0) Inme(o), (3.43)
t t [

with 74 as in (3.25). For given R there are only finitely many total types possible, so v lies in a simplex of bounded
dimension. Let s; = | supp «7t¢|. Then let st denote the number of colorings 05, that can appear on a variable v of
type T. Define likewise sy, for clause types L, and let

s=s(2)= Z(ST —1)+ Z(sL —1)- Z(st -1). (3.44)
T L t
Next, recalling the statement of Proposition 3.23, we will say that “@ is bounded away from zero” to mean that
min {@(L) :Lis feasible} >cy, (3.45)

where “feasible” is specified by Definition 5.23. We then have the following:
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Lemma 3.36. Let &’ ~ P, ,, be the random k-sat instance, and let & = pr &’ be its processed version, with neighbor-
hood profile D as in Definition 3.20. Let Pg, be the uniform measure over CM(D) (Remark 3.21), and Eg the expectation
with respect to Pg. For any & and any judicious v, we have, with @g(v) as in (3.42),

]E@Z[V] =

nol(1) exp {H(I)@(V)} . (3.46)

If D is bounded away from zero and v lies in the interior of its simplex, then
1
EgZ[v] < —= exp {n(I)g(v)} (3.47)
nsl2
fors = s(D) as in (3.44).

Proof. It follows from the description of the configuration model (Remark 3.21) that

EoZ[v] = {]:[ (n:zT) ]:[ (TYZ;L/L)} {U (n’:;t)}_l . (3.48)

number of colorings probability of matching
prior to matching to respect colorings

The first estimate (3.47) then follows by Stirling’s formula, ignoring polynomial corrections. The second estimate
(3.47) follows by taking the polynomial corrections into account. O

Returning to the form of ®g(v) in (3.42), note that if w is fixed, then 7t is determined (from Definition 3.25), and
we see that @g (V) is a strictly concave function of v for fixed w. As a result, there is a unique maximizer: we let

Wy(w) = Py(vPlw]), vPlw]=argmax {(Dgz(v) : v is consistent with a)} . (3.49)
v

In fact, as we discuss below, v°P[w] takes a rather explicit form (3.55), which eventually allows us to relate Wg(w)
to the free energy ®(«) from (1.11). We defer this for the moment, and proceed with the calculation of Eg Z in terms
of Wy (xw). Let x7 € {0,1,2} count the number of frozen spins (+ or -) that can appear on a variable v of type T.
(Thus x7 = 0 indicates that variables of type T must always be free, while x7 = 2 indicates that variables of type T
can take any spin in {-, +, £}.) Then define

p=9p@)= ) { Dl - 1)} - ZxT(lév| - 1) : (3.50)
T

L

]

In the first term on the right-hand side of (3.50), the outer sum goes over all clause total types L, while the inner
sum goes over 1 < j < k(L) where k(L) is the degree in & of a clause of type L.

Corollary 3.37. Let &' ~ P, be the random k-sat instance, and let & = pr&’ be its processed version, with
neighborhood profile & as in Definition 3.20. If D is bounded away from zero in the sense of (3.45), then

exp{nWo(xw)}
nel2
forWg as in (3.49), p = 9(D) as in (3.50), and «w defined by (xw)L,j = 7L (j)-

EgZ =g (3.51)

Proof. Againrecall from (3.32) that Z counts judicious colorings (Definition 3.26) g of &. For any such ¢, the empirical
measure @ (Definition 3.25) is completely fixed by the judicious condition: it must agree (up to rounding) with the
measure 4w defined by (w) Lj = *nL(j).B Let us abbreviate v ~ ,w if v is consistent with ,w. We will show in
Lemma 3.52 (this lemma is deferred to §3.7) that

d1(PD) = dim {v PV~ *a)} =5(9)-9p(9), (3.52)

13Recall from Definition 3.19 that L( j) encodes the neighborhoods in both the initial graph £’ and the final graph & = pr&”’. However, «p ;)
should be given by Definition 3.4 applied to the r-neighborhood of the variable in the final graph ¥.
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for s(9) as in (3.44) and p(D) as in (3.50). It follows from Lemma 3.36 that
D
EoZ= ) EgZlv]=x ) exp{n®y(v)} (3.53)

ns/2
ViV~ ViV~

Now recall the general fact that for any fixed dimension d, in the limit # — oo we have

1 _ 1 _ dj2
20 el T 2 e (3549

xe(Z/n)d xe(Z/nt/2)d
Since we already noted above that @g(v) is strictly concave in v for fixed w, the claimed result follows by applying
(3.54) to (3.53), with dimension d given by s(D) — 9(D) as in (3.52). O

Let us now return to the explicit optimization problem (3.49). Suppose w is given, so that 7 is determined by the
relation (3.30). The optimal V°P[w] depends on @ only through 7t: it is given by finding, for each variable type T,
the measure v (on valid colorings of such a variable) that maximizes entropy and is consistent with marginals .
As in Remark 3.35, let us abuse notation and write V7 = v, where v is a variable of type T, and 7t = 7, where e is
an edge of type t. Then

(v°Pw])y = arg max {7—((131,) 1T (0) = Z 1{o, = 0}Vy(asy) foralle € 60,0 € {r,y, g,b}} .
v O6v
The associated Lagrangian is given by
- Z Vo(0s0) In Ty (0s0) + Z Z Ae(a)[z 1{o, = 0}Vu(0s0) — 713(0)] ’
O ecov O O

where the first sum goes over 05, for which @,(05sy), as defined by (2.20), equals one. It follows that

(Pl@Do(@s0) = Polaso) | | ge(0e) (3.55)

ecdv

where = indicates the overall normalization, and the g, are probability measures on {r,y, g, b} such that 7°P[w]

satisfies the constraint of having marginals consistent with 7. Note the clear resemblance between (2.33) and (3.55).
The above is for general w; in the main special case of interest we have:

Lemma 3.38. For any w with marginals 7, V°P[w] is given by (3.55) with q. = 4. for all e, that is to say, by

Wo(0s0) = iiv(Pv(Qév) l_[ *ae(ae) (3.56)

eedv

where z, is the normalizing constant.

Proof. Tt suffices to verify that

*aav(aav) Z 1{01111 = U}(Pv(gév) l_[ *ﬁbv(abv)

Osv bedv\a

IR

wVo(0gw = 0)

1R

*‘?av(aav){(BPva [*a])(oav)} = *ﬁav(oav)*QU{z(Oav) = *nav(o) ’ (3.57)

where BP is the belief propagation mapping for the color model (the unweighted version of (2.31)), and the last two
identities follow from the fact that 474, x§vq, and *z?,w are all based on the same tree, namely, the r-neighborhood
of v in & (see also Remark 3.5). This verifies that the marginals of ,v are indeed consistent with ,7t. Since 4V takes
the form (3.55) given by the Lagrangian calculation, it follows that ,v = v°P[w]. O

In the optimization (3.49), if w is given, then the optimal ?°P[w] solves a similar problem of maximizing entropy
subject to marginals w. It is important to note, however, that the analogue of Lemma 3.38 does not hold for the
clause measure: for (xw)L,j = #7L(j) it is not necessarily the case that 7°P[,w] is given by (cf. (2.34))

~ 1, .
*Vu(géu) = E_Qu(géu) 1_[ *ﬂva(guv) . (3.58)

veda
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This is simply because 47 need not be consistent with ,w: a similar calculation as (3.57) gives

D0 = 0) = *quav){(Bpav[*q])ww)} .

This generally does not match 474,(040) since, as noted in Remark 3.5, BP4y [« ] need not equal 44 A significant
part of the proof of Proposition 3.29 is concerned with this discrepancy between the explicit measure 4 of (3.58)
and the optimizer 7°P[,w]. This calculation is deferred to §4.6.

Given the above discussion, it is now easy to guess what value n~!1ln EgZ should concentrate around, in the limit
n — oo followed by R — oo. Since the fraction of variables removed by preprocessing is 0g(1) (Proposition 3.22),
the measure & should concentrate around the Galton-Watson measure that is the local weak limit of the original
k-sat graph &’ (for the details see Definition 4.1). The discrepancy between 47 and V°P[,w] should also go away as
R — oo. The canonical messages 4 and +j should converge, in a distributional sense, to the limiting measures on
the Galton-Watson tree. We formalize this as follows:

Definition 3.39 (random messages for the color model). Let y be the measure given by Proposition 1.1, and let n
be an array of i.i.d. samples from p. Let d = (d*, d”) be two independent samples from the Pois(ak/2) distribution.
Define IT* = [1%(d, 17) as in (1.9), and define (cf. (1.10))

) (1-II"I1 0 (1-117)IT () I

+) = -) = =

=i - "V e Y T e —

so that 7 is a (random) probability measure over {-, +,£}. Now let 71; be i.i.d. copies of 77, and define (cf. (2.25))

k-1 k-1
il = (ﬁ(+),ﬁ(f)) = (1_[7]]'(-), 1- ﬂn,-(-)) : (3.59)
j=1 j=1

We substitute the random measures 1 and # into (2.38) to define random messages for the color model:

01 = (362), 40, (e, ) = 1AM, )

(3.60)

2-1() '
10011 = (0), 36) = (o) = 4060) = S

Let yc"l denote the law of 4, and let ﬁ“’l denote the law of 4.

Definition 3.40 (Bethe free energy of color model). Given a sequence of probability measures § = (41, ..., §k) on
{r,y,¢ b}, we define a probability measure on {r,y, g, b} by (cf. (2.34) and (3.58))

. palor, -, 00) 17 .
(vlal)(on, - o0) = = [ [ase,

with @, given by (2.19). Similarly, given integers d = (d*,d”) withd = d* + d~, and an array § = ((§7);, (§7)i)i of
probability measures on {r, y, g, b}, we define a probability measure on {r,y, g, b}? by (cf. (2.34) and (3.58))

(1 @) 00 = ATz 'é"’””(]‘[(”) (o >)( [ @tor ))

i=1 i=d*+1

with @, given by (2.20) for a variable in which the first d* incident edges have the + sign, and the remaining d~
incident edges have the - sign. Finally, given two measures § and § on {r,y, g, b}, define (cf. (2.35) and (3.4))

(71, 1)1 = L2
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Abbreviate po, for the law of d, and recall u* and 4! from Definition 3.39. Define
Heols () = / (914, 21) dpo.(d) d(a™)°(@),
Feobel () = / H(01]) d)*@),
s = [ [ (51, ) dua) ).

(The dependence on a is through the law of d as well as the measures 1 and {i°®".) The Bethe free energy of the
color model is given by (cf. (3.42))

CDCOI(O() = HCOI’V(O() + a{HCOI,CI(a) —k Hcol,e(a)} ) (3.61)
An equivalent (and more commonly seen) expression is given by defining

O () = / In £[d, 4] dpo.(d) d(p™)®(@),
@eol(g) = /ln z[4] d(P‘COI)®(Q) ’
(Dcol,e(a) = //lnf[é], ql dycol(q) d‘[jcol(@) . (3.62)

It is straightforward to check that
q)col(a) — (DCOI’V((X) + a{q)col,cl(a) —k (Dcol,e(a)} ) (3.63)

We will show in §4.6 (Lemma 4.31) that ®°!(a) is exactly the same as the 1-rsB free energy ®(a) from (1.11).

In §4.6 we will complete the proof of Proposition 3.29 by showing that the quantity Wg(w) (as defined by (3.49),
and appearing in the estimate of Corollary 3.37) is lower bounded by a quantity that tends to ®*°!(a) = ®(a) in the
limit n — oo and R — oo.

3.6. Second moment and constrained entropy maximization. In this subsection we introduce some of the core
principles of the proof of Proposition 3.32. As before, let &’ denote the original k-sAT instance, and & = pr¥’ its
processed version. Recall (3.32) that Z = Z(¥) counts all colorings of € that are judicious (Definition 3.26). In
Proposition 3.32 we seek to calculate the expected value, under the measure Pg, of

Z[I,] = Z 7[z], (3.64)
z€l,
for Iy as defined by (3.31), and Z?[z] as defined by (3.34).

Throughout this subsection, we let g denote a pair (g!, 0?) where each ¢ is a judicious coloring of €. Given any
such g, let  and w be defined analogously to (3.28) and (3.29) from Definition 3.25, except that now edge spins take
values in {r, y, g, b}? rather than {r, y, g, b}. We hereafter refer to w = (wr,j)L,j as the pair empirical measure (on
edges). Let Z%(w) denote the contribution to Z? from configurations g = (¢!, 0%) with empirical measure w. Given
0, we can also define the vertex pair empirical measure v = (v, 1) as in (3.40) and (3.41), except with pairs of colors
instead of single colors on each edge. Let Z?[v] denote the contribution to Z? from pairs ¢ that are consistent with
v. In the pair coloring model, as in the single-copy model, the edge empirical measure @ can be determined as a
function of the vertex empirical measure v (in fact, @ can be determined from 7 alone).

Definition 3.41 (judicious pair empirical measures). As Z is defined to count only judicious configurations, in order
for the contribution Z%(w) to be non-zero, w must satisfy two properties. First, the single-copy marginals of @ must
agree with the measure 4w defined in the statement of Corollary 3.37: that is to say, for both i = 1, 2, we must have

(@) = (eL)(e) = Y Yt =o}wr(n) (3.65)

te{r,y,gb}?
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for all L, j. Secondly, w must arise as the marginal of a valid vertex measure v = (77, /). We say that w is judicious
if it satisfies both these properties. (The second property is important mainly for computing the dimension of the
space of feasible w, as we will see in the proof of Lemma 3.53 below.)

With the above notations, we can refine the above decomposition (3.64) as
7%l = ) Z4w),
wely

where I, denotes the subset of measures w that are judicious and consistent with z € I,. Throughout what follows,
we will use the term “pair coloring model” for the two-copy version of (2.18), with factors

Po2(050) = [ | poll@)s0)),

j=1,2

Pap(05a) = | | Pallc)sn)- (3.66)

j=1,2

Let @g »(v) and Wy 2(w) be the analogues of (3.42) and (3.49) for the pair coloring model. We then have the
following extension of Lemma 3.36:

Lemma 3.42. Denote . = @ ® xw for xw as in Corollary 3.37. Suppose that if we restrict to w € I, the function
Wy, , is uniquely maximized at .w, with negative-definite Hessian. Then

2
Eo(Z211]) =r (EZ)
i.e., the conclusion of Proposition 3.32 holds.

Proof. The same calculation leading to (3.47) gives (in the interior of the simplex of feasible v) a similar formula
1
EyZ%[v] =g s, OXP {1’1‘1’9,2(1/)} ,

where s; = 5,(9) takes into account the polynomial corrections from the Stirling approximation, and is the analogue
of (3.44) for the pair model:

o=@ = 3 (sr7 1)+ 3 (107 =) = 3 (10 -1). G.6)

T L t
Let us write v ~ w if v is consistent with w. In Lemma 3.53 (deferred to §3.7), we will calculate

d,(2) = dim {v PV~ a)} . (3.68)
for w close to @. Then, similarly to (3.51) and (3.53), we have
dz/z
20\ _ 217 o .
EyZ"(w) = Z EoZ[v] =g Z o &P {nq)zz,z(V)} <R 7 XP {‘1’9,2(60)}-
Vv~ Vv~w
Finally, we will show in Lemma 3.54 (also deferred to §3.7) that
j2 = j2(D) = dim {w fw is judicious} = 5,(D) — d2(D) — 29(D) (3.69)

for p as in (3.50). If Wg , satisfies the conditions of the lemma, then the gaussian summation estimate (3.54) gives

2
1 2

EoZ?*[1,] =r — exp {‘I’@,g(*a})} 2 ( exp {‘P@(*a))}) =R (E@Z) .
n nel/2

(The step marked © uses the identity Wg »(.w) = 2Wg(xw) which is easy to verify.) O



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 43

Thus, in order to prove Proposition 3.32, it suffices to verify the condition of Lemma 3.42. In the remainder of
this subsection, we show that this condition can be reduced to solving a family of constrained entropy maximization
problems on finite trees, which we define next. We will separately consider two cases, one for compound enclosures
and one for non-compound variables. The solution of the optimization problems occupies most of Sections 7-9.

Entropy maximization problem for compound enclosures. We discuss the case of compound enclosures first.
Although these regions are more complicated in the sense that they contain defective variables, we have an important
advantage in that the notion of compound type (Definition 3.18) encodes the structure of the entire enclosure. This
allows us to reduce the analysis of each type of compound enclosure to an optimization problem concerning colorings
of a fixed tree with fixed edge types (Proposition 3.44 below). By contrast, to obtain an analogous statement for non-
compound variables, we will have to consider a more complicated optimization problem where some of the edge
types on the tree can vary (Proposition 3.46 below).

Definition 3.43 (judicious measures on trees). Let U be a finite bipartite factor tree, with all vertices and edges
labelled by (mutually compatible) compound total types, such that all the leaves of U are variables. Let doU be a
designated nonempty subset of leaf variables. We use 6U to denote the edges incident to doU. Define the simplex
of probability measures

colorings 0 = (0!, 0%) of U

AlU) = {

We say that v € A(U) is judicious if all of its edge marginals match the canonical marginals of Definition 3.4: that
is, for all edges e in U and for both j = 1, 2, we have

we(0)) = (ve)/(0)) = v((0eY = 0) = Y Yt = ol}u(, = 1)

T

probability measures v over pair }

for all 0/ € {r,y,g b}. Note that, since all the edges in U are assumed to be of compound type, this is equivalent
to saying that all the edge marginals v, satisfy the condition (3.65) from Definition 3.41. Let @ denote a tuple (w,),
where w, is a judicious probability measure on {r,y, g, b}? for each edge e in U. We then let

v € A(U) : v is judicious,
and v, = w, foralle € 6U | ’

JU; wsu) = {

where v, denotes the marginal of v on edge e. We also let
AU; wy) = {v e AU):v, = w, foralle € Eu} ,

and note that A(U; wy) € J(U; wsy) € A(U) for any judicious w.

Proposition 3.44 (block optimization for compound regions). In the processed graph & = (V,F,E) = pr¥&’, let
U = (Vu, Fu, Eu) be any compound enclosure. Recall from Definition 3.16 that U = U° U dU° where dU° = doU is
the set of perfect variables in U. Let U denote the edges in U that are incident to d,U, and decompose

Win (wr,j : some edge in Ey \ 6U has type (L, j))
wsy | = (wt,j : some edge in 6U has type (L, j))
Wout (wg,j : some edge in E \ Ey has type (L, j))

@

(An edge e = (av) has type (L, ) if L, = L and e is the j-th edge in 5a.) We also abbreviate wy = (win, wsu) and
wpd = (Wi, Wout). Assume the neighborhood profile & of & is bounded away from zero in the sense of (3.45). Then,
using the notation of Definition 3.43, we have

max {‘P@,g(a')) - Wy »(w) : w and @ are judicious, dpq = a)bd} (3.70)
w

= cin(méax {'H(v) [V E ](U,wéu)} ~ max {?{(v) 1V E A(U;a)u)}) , (3.71)

where ci, depends only on @ and on U, and is lower bounded by c;.
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Proof. Recalling Remark 3.20, let D be any neighborhood sequence that is consistent with &. Since for any w we
have B¢ Z?(w) = EpZ?(w), rather than working under Py we can instead work under Py, which can be sampled
by the (generalized) configuration model described in Remark 3.21. Let #(U) denote the collection of all edge types
t appearing on edges inside U; recall that these are all compound types.

Let Mt denote the random matching of OV to F (which defines the graph ¥). We let m denote the restriction of
IN to half-edges with types in #(U); this defines a subgraph % = (Vi, Fy, Ey) C & which consists of nyy = nci,
disjoint copies of U. Moreover, since % consists of ny; disjoint copies of U for any valid realization of m, we can
condition on m without changing the expected value of the partition function:

Let do% denote the ny; copies of doU inside %, and let 6% denote the edges in % incident to do%. Any (pair)
coloring 0 on & can be decomposed as

exp {1W (@)} = B Z2(0) = EnZ(@) = Ep (z%w)

Oin (0c:e € Ey \ 0%)
o =|0sw (00 : e €0%)
Oout (GE :e€E \ E%)

Note that this corresponds precisely to the above decomposition of w: a coloring ¢ has empirical measure w (which
we abbreviate ¢ ~ w) if and only if gi,, 05%, and ooy have empirical measures wiy, Wsiy, and oy respectively. We
also abbreviate 09/ = (0in, 0s%) and wy = (Win, Wsy ). With this notation, we can decompose Z%(w) as

ZZ(CU) = Z 1{2% ~ a)U}(P‘ZJ(g%){ Z 1{gout ~ wout}@out(gb%/ gout)} ’ (3.72)

ou Oout

where, recalling the definition (3.66) of the factors for the pair coloring model, we define

(P%(Q%) = l_[ (Pv(gév) l—[ @a(géa) ,

veVy\do.U a€Fy
Poulaom, co) = || polase) [] Palasa).
ve(V\Vy)ud.U aeF\Fy

Taking the expectation conditional on m gives

X=X(wsu,wout)

Ep (Zz(w) | m) = Z Hou ~ wutpu(ou) Ep Z H{Oout ~ Wout}Pout(T6%, Tout)

ou Oout

)

where we emphasize that the value of X is constant over all 059 ~ wsu. Now recall that % consists of a disjoint
union of copies of U, which we denote U; for 1 < i < ny. For any 0y we can define its empirical measure over the
copies of U, that is to say,

nu

v(ou) = % Z Hou, = ou}

We write g, ~ v if 09 has empirical measure v. Then, with A(U; wyy) as in Definition 3.43, we have

D Haw ~eudpulan) = ), Y tow~vigulen) = ), (nniv)

ou veA(U;wy) du veA(U;wy)

— nO(l) exp {nu max {7‘{(1/) V€ A(U; wu)}} ’

where the last step is by Stirling’s approximation. Altogether we conclude

exp {n‘l{@,z(w)} =n%WX exp {nu max {7—((1/) :v e A(U; wu)}} (3.73)
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On the other hand, summing over all possibilities of w;, gives

w

1 7 ’ ’ ,
no_(l) €xp {”l max {‘Pg,z(w) P Wpa = a)bd}} = Z 1{dpq = wpa}Ep (Zz(a)) ‘ m)

= X 3 Mooy ~ wondpulan) = 10X exp {nu max [ () € J U ww)}} S e
ou
The claim follows by combining (3.73) with (3.74). O

Entropy maximization problem for non-compound variables. We now give the analogues of Definition 3.43
and Proposition 3.44 for the case of non-compound variables. As noted above, we now have the added difficulty that
for a variable of non-compound type T, the clause types L neighboring to the variable are not uniquely determined
by T. This difficulty will be countervailed by the fact that non-compound variables are perfect, and as a result it will
be sufficient to consider only the depth-one neighborhood of the variable.

Definition 3.45 (judicious measures on trees with augmented alphabet). Let v be a variable of total type T, which
we assume is not of compound type. Let U = Ut be the depth-one neighborhood of v, in which each edge e € 6v is
labelled with its corresponding type t,. However, we forget the total type labellings on the clauses and other
edges of U, and each boundary edge ¢ € 6U is labelled only with its index j(¢) € [k]. An augmented (pair)
coloring on U is a configuration (g, L) which assigns to each edge e € U a spin (o, L,) where 0, € {r,y,g, b}?
and L, is a clause total type. Recall (3.66) where we defined the variable and clause factors ¢, and @, for the pair
coloring model. The factors for the augmented pair coloring model are

Po(@o0, Lso) = Polose) | | 1Le 3 £},

ecdv

$al(0sa, Lsa) = (ﬁa(g(sg)l{the L, are the same for all e € 6&1} . (3.75)

We say that (g, L) is a valid augmented coloring on U as long as
(Pv(gév/ Lév) l_[ (f)a(géurééa) =1.
a€dv
Analogously to the simplex A(U) from Definition 3.43, we now let

robability measures v on valid
Aug(U) = { P y } .

augmented pair colorings (g, L) of U

For each edge e in U, let p(e) denote the edge in 0v that is closest to e. (If e € 6v then p(e) = e.) We then say that
ameasure V € Ay(U) is fully judicious with respect to 9 if it holds for all edges e in U that

denote this (augg,(®)).(o, L)

2Ly, = b))
D DWW jty) = ot}
LI

ve(o, L) CT)L,]‘(E)(U) (3.76)

denote this 715 (L | £p(¢))

for some @ that is judicious (in the sense of Definition 3.41). Given any particular @, we now write

~_ | wi,:someedgee € 6U has j(e) = j, and can take clause
@ou = type L, = L in the augmented coloring model

With this notation, we can define (compare with J(J; wsy( from Definition 3.43)

Jor(U: woyr) = {v € Aayg(U) : v is fully judicious with respect to 2, }
D sWsUu) = ’

and v, = (augg(w)). for all e € SU
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where v, now denotes the marginal law under v of (g,, L,). We also let
Ag(U;wy) = {v € Aqug(U) : v, = (augg(w)). foralle € U} ,

and note that Ag(U; wy) € Jo(U; wsu) S Aaug(U) for any judicious w.

Proposition 3.46 (block optimization for non-compound variables). Let T be any variable total type that appears in
the processed graph & = (V,F,E) = pr&’. Assume that T is not of compound type. Define the subgraph

= | ) Bi@:9) = (Vu, Fu, E2) € 9,
v:T,=T
and let % denote the leaf edges of %. Decompose
Win (wr,j : some edge in Eg, \ 0% has type (L, j))
w = | wsy (wr,j : some edge in 6% has type (L, j))
Wout (wr,j : some edge in E \ Ey has type (L, j))

We also abbreviate wy = (win, wsy) and wpq = (Wst, Wout). Assume the neighborhood profile @ of & is bounded
away from zero in the sense of (3.45). Then, using the notation of Definition 3.45, we have

max {‘I’@rz(a')) - Wy (w) : w and @ are judicious, pg = wbd}
[

= cin(mjlx {W(v) v € Jg(U, a)bu)} — max {‘H(v) :v € Ag(U; a)u)}) ,

where ci, depends only on @ and on T, and is lower bounded by c;.

Proof. As in the proof of Proposition 3.44, we can fix a neighborhood sequence O that is consistent with &, and
work under the measure Py. Let #(T) denote the set of all edge types that can be incident to a variable of type T.
Let L(T) denote the set of all clause types that can neighbor a variable of type T:

L(T) = {L : t € L for some t € t(T)} .

Let 9t denote the random matching of 6V to 6F (which defines the graph &). We let m; denote the restriction of M
to the half-edges of types belonging to #(T). We then let 11, denote the edges in 0t \ m; that are incident to the edges
of my. Finally, we let ms = Mt \ (m; U n1p). The partial matching (m;, m;) defines the subgraph % C & consisting of
the depth-one neighborhoods of all the variables of type T. Analogously to (3.72), we have the decomposition

Zz(w) = Z I{Q% ~ wu}(P%(Q%){ Z l{gout ~ wout}(Pout(gé%/ Qout)} .

ou Oout

Note that @9, depends on (1, n1y), while @y depends on (i, m3). However, we have
Ep

Z 1{g0ut ~ wout}@out(gé%/ gout) = X(C‘)(SU/ a)out) =X

Oout

ny

for any g5 ~ wsy. Under Py, the matching m; is independent of the pair (1, m3). The expected value of Z%(w)
under IPp remains the same even after conditioning on my, so we have
mz)

IEDZZ((L)) = ]Ez) (Zz(a))

mz) =X-Ep Z Yoy ~ wutpu(on)

ou

=X- Z]PD(ml)Z Yoy ~ wutpu(on) .

depends on (1, my)
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Recall that (my, m,) defines the subgraph % consisting of the depth-one neighborhoods of all the variables of type
T'; without loss we suppose those variables are labelled {v1, ..., v, }. On the other hand, let U denote the graph
consisting of nt disjoint copies Uy, . .., Uy, of the tree U from Definition 3.45. A tuple (i, my, 09/) with 09 ~ wy
can be mapped bijectively to an augmented coloring (0, Ly;) of U with edge empirical measures aug(wy;). (The
bijection goes as follows: given (im;, my) there is a unique graph isomorphism g : % — U which maps v; to the
root of U; for each i, respects edge types ¢, for all e € 0v; for all i, and respects the edge indices j(¢) foralle € O%.
The coloring gy is mapped under g to a coloring on %. Finally, for each edge e = (au) in U, we set L, to be the
clause type of ¢7'(a).) It follows that

D Pp(my) Z How ~ wudgulon) = s { 7, Z Y(ou, Lu) ~ aug(wu)}pu(ou, Lu),
my Ly)
where {m; } denotes the set of all matchings m; that are consistent with D. It follows analogously to (3.73) that
noWx
[y |

On the other hand, summing over all possibilities of wi, gives, analogously to (3.74),

exp {n‘l’g,z(a))} = exp {nT max {‘H(V) 1v e Ag(U; a)u)} .

o(1)
nX exp {nT max {7—((1/) v € Jo(U; a)éu)} .

|ml|

exp {n max {‘I’@/z((f)) t Wpg = wbd}} =
The claim follows. O

Contraction estimates and coordinate descent. We now give some informal discussion of how Propositions 3.44
and 3.46 are used in the proof of the key second moment estimate Proposition 3.32. The details of the proof are
rather complicated, and are laid out in Sections 7-9. However, some of the high-level ideas are rather simple, and
we point them out here. As above, let U denote a compound enclosure, or the depth-one neighborhood of a perfect
variable. For the purposes of this discussion, we will express the pair empirical measure @ = (wg,j)r,; as a tuple
y = (y1, ..., y¢) where each y; denotes a subset of entries of w corresponding to edges in the interior U° of U. Thus ¢
is the number of distinct choices of U, where “distinct” here means that the types are distinct. Write f(y) = Wg »(w),
and then let .y = (Y1, ..., «y¢) denote the y that corresponds to .w. As explained in Lemma 3.42, the conclusion
of Proposition 3.32 follows if we can show that in a neighborhood of .y (corresponding to w € Iy) the function f is
uniquely maximized at .y, with negative-definite Hessian.

With the above notation, we see that Propositions 3.44 and 3.46 explain how to optimize f(y) in a single coor-
dinate y;, keeping the other coordinates y_; = (Y1, ..., Yi-1, Yi+1, - - -, Y¢) fixed. Moreover, if y_; is fixed, then the
optimization over y; is a entropy maximization problem (constrained to affine subspaces corresponding to J(U; wsu)
or Jo(U; wstr)), which means the function is strictly concave in y; if y_; is fixed. Given y, let

Vi =7i(y-i) = arg max {f(xi, y—i)} , (3.77)

i.e., ¥; is the result of optimizing the i-th coordinate keeping the others fixed. A key estimate that we will prove is
that if y is close enough to .y, then this update brings j; closer to .y;:
13-yl < Wl
We have not specified the norm || - || for which the above holds — in fact we obtain contraction estimates for a
“discrepancy” measure (7.4) which is not quite a norm, but is close enough to serve our purpose. Even ignoring this
issue, the bound (3.78) is a simplification of the precise contraction results that we obtain, which are characterized
by Propositions 7.4 and 8.1.

Assuming the simplified estimate (3.78), it is straightforward to argue that in a small neighborhood of y = .y,
the function f(y) is uniquely maximized at .y — for any y # .y, we can apply the update (3.77) in some coordinate

(3.78)
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Yi # .Y, and the value of f will increase because f is strictly convex in each individual coordinate y;. Having shown
this, we can proceed as follows: for jj; as defined by (3.77), we have

1/2 i vz B 678 |lyi —.yill
(f(*y)—f(y)) > (f(yi/y—z‘)—f(y)) 2 Ngi —yill = llyi —yill = G —yill 2 ——,

2

which shows that f has negative-definite Hessian at .y. (We remark again that this is a simplified sketch of the
actual proof, which is more complicated because we do not have such a simple estimate as (3.78). The detailed proof
of the negative-definite Hessian condition appears in §8.1.)

Based on the above discussion, we have the following proof strategy. First, show that if we restrict to @ € I, then
the maximum of Wy »(w) can only be attained in a small neighborhood of @ = .w. We call this step the “a priori
estimate,” and it is deferred to Section 9. Then show that in the small neighborhood of w = .w (i.e., ¥ = .y), we have
(some version of) the contraction estimate (3.78). The contraction estimate occupies the majority of Sections 7 and
8, and is the most essential technical ingredient of the proof. Combining these steps with the above argument will
show that if we restrict to w € Iy, then Wg 2(w) = f(y) is uniquely maximized at w = .w with negative-definite
Hessian. Thus the conditions of Lemma 3.42 are satisfied, and Proposition 3.32 follows.

We conclude this subsection with some discussion of the key contraction estimate (3.78). Recall that ij; is defined
by (3.77), or equivalently, by the constrained entropy maximization problems from Propositions 3.44 and 3.46. To
be concrete, consider the compound case from Proposition 3.44. Roughly speaking, the approach will be to find a
weight A(g) (where ¢ is a pair coloring of the enclosure U) which is “Lagrangian” in the sense that (In A, v) is
constant over v € J(U; wsyr), and which turns the constrained maximization problem into an unconstrained one:

v = arg max {7‘((1/) v e J(U; a)5u)} = arg max {7‘((1/) +{InA,v):ve A(U)} .

By calculus, the solution is given simply by v(g) = A(0), the A-weighted Gibbs measure on U. Thus, if g denotes the
BP messages for the A-weighted model, we can easily read off edge marginals of v from the usual formula v, = §.4,.
The basic strategy of the proof of (3.78) is to show that in the pair coloring model, the the BP recursion contracts
towards the product message .J = f ® g, provided we start close enough to .q. As a consequence, if the
boundary condition wgy; is close to product, we will be able to construct weights A that are close to 4A ® A (for
«/\ from Corollary 3.56). Then, for e in the interior of U, the messages §, and §, will be closer to product than the
messages on OU, so the discrepandy between w, = .4§..{, and .w, will be closer than the discrepancies on 6U. This
gives the rough idea of the proof of (3.78), and we leave the details to Sections 7-8.

3.7. Weights for coherent clauses. In this subsection we prove a series of claims concerning weakly and strictly
coherent clauses (Definition 3.6). The key implications are that .t is always strictly coherent, so 47t will also be strictly
coherent if it is “close enough” to ;1. When 47t is strictly coherent, we will show that clauses can be reweighted such
that BP equations hold. First, however, we make a remark on the possibilities of supp x7t,:

Remark 3.47. The purpose of this remark is to emphasize that the canonical marginal 47, can in general be sup-
ported a strict subset of {r, y, g, b}. In fact, although supp «7, always contains the green spin, (supp x7t.) \ g can be
any subset of {r,y,b}. For example, suppose in a k-sar instance & = (V, F, E) that a clause a € F has among its
neighbors two leaf variables u # v. Then both u and v must always be free, so

SUpp x7lay = SUPP xTlgp = {g} .
The clause a can never be forcing, so for any other variable w € da \ {u, v} we must have r ¢ supp 7. However,
such w can be forced by other clauses b € dw \ a — indeed, supp «7sy contains {b} if and only if w may be forced
by some b € dw(+Lyy) \ a; and it contains {y} if and only if w may be forced by some b € dw(-L,,). Therefore, in
this scenario, supp «7sz \ g can be any subset of {y, b}. Similarly, on edges e € E where forcing can occur (meaning
r € Supp 47T, ), it is easy to construct examples to see that supp 47, \ {g, r} can be any subset of {y, b}.

We now turn to the main results of the subsection.
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Lemma 3.48. For a clause a € F, a tuple 1 = (Tt )eesa is weakly coherent if and only if there exists a probability
measure Vg, over valid colorings of da with edge marginals 1t: that is,

me(0) = Z 1o, = 0}vsa(0sa)

Ooa

foralle € da and allo € {r,y,¢g,1b}.

Proof. Recall that a valid coloring of 84 is a tuple 0 = g5, € {r,y, g, b}** for which ®,(0) = 1, as defined by (2.19)
with the grouping ¢ = {g, b}. If |6a| = k, then a valid coloring ¢ € {r,y,g, b} falls in one of two cases: (i) it has
exactly one r entry with the remaining entries y; or (ii) all entries are in {c, y} and at least two entries are c. If v is
a probability measure on valid colorings g € {r,y, g, b}*, let (R;, Y;, G, B;) be the associated marginal probabilities
of r,y, g bon each coordinate i € {1,..., k}, so for instance

Ri=v(oi=x)= > 1oi=xhv(o).
a&{r,y.g b}k

Thus, for each i € [k] = {1,..., k}, the quantities R;, Y;, G;, B; are nonnegative and sum to one. This lemma is

purely a claim about the feasible polytope of edge marginals coming from probability measures over valid colorings:

the assertion is that for any k > 3, the following are equivalent:

(a) The tuple (R;,Y;, Gi, Bi)i<i<k satisfies the following constraints: for each i € [k], the quantities R;, Y;, G;, B;
are nonnegative and sum to one. Moreover, with R = Ry + ... + Ry, we have Y; > R — R; for each i. Lastly,
writing C; = G; + Bj,and C = C; +... 4+ Ci, we have C > 2(1 — R).

(b) The marginals (R;, Y;, Gi, Bi)1<i<k can be realized by a probability measure on valid colorings ¢ € {r,y, g, b}k.

Let us first verify the straightforward direction, that (b) implies (a). If v is a probability measure on valid colorings

g €{r,y, g b}k, then for each coordinate i it is clear that the marginal probabilities R;, Y;, G;, B; are nonnegative

and sum to one. Next, since the color r can only occur together with k — 1 entries y, we have R; = v(y'~'ry*~) for

each i € [k]. This implies
Y; > Z V(yj_lryk_j) = Z Rj=R-R;.
jelk\i jelk\i

On the other hand, since any valid ¢ with no r entry must be in {y, c}k with at least two c entries, we have

Zkl Ci = Z v(g)zkl Hoi=ct>2 Z v(o) =2(1-R). (3.79)
i=1

oe{y,c}t i=1 oe{y,cif
This proves that (b) implies (a).

In the converse direction, given (R;, Y;, G;, Bi)1<i<k satisfying the conditions of (a), we now describe one par-
ticular construction of a measure v on valid colorings that realizes these marginals.'* First, it is clear that we must
set v(y'"lry¥~') = R; for each i € [k]. This step assigns R of the probability mass of v, where the conditions in (a)
ensure that 0 < R < R; +Y; < 1. If R = 1 then we are done, so assume otherwise, meaning there is a positive
amount 1 — R of mass left over that remains to be assigned. On each i let y; denote the marginal weight of y left over
after the first step:

yi=Yi— Y Rj=Y+R;-R,
jelki
which is nonnegative by (a). The total mass left over on each edge i is C; +y; = 1—R. Let Cy, ..., Ci be consecutive
intervals of length C;,

i1 .
C; = [ZZC]',EC]‘).
=1 1

j=

14The total number of valid colorings ¢ € {r,y, g, b} is 3¥ — k — 1, so v ranges over a (3¥ — k — 2)-dimensional simplex. On the other
hand, since R; + Y; + G; + B; = 1 for all i, the tuple (R;, Yj, Gj, Bi)1<i<k is restricted to an affine space of dimension 3k. Thus, simply by
comparing dimensions, we would expect that any generic feasible tuple (R;,Y;, G, Bi)1<i<k can be realized by an uncountable (and convex)
family of measures v.
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These intervals give a partition of [0, C), which in turn is a subset of [0, k(1 — R)). Let ] = [0, 1 — R), and let p be
the mapping from R to | which sends each real number to its representative modulo (1 — R)Z in |. Let J; ¢ be the
image of C; under p (i.e., the consecutive intervals get “wrapped around”), and note that the restriction of p to C; is
one-to-one since |C;| = C; < 1—R. Let J; g be any subset of J; ¢ with Lebesgue measure G;, andlet Jip = Jic \ Ji g
Let Jiy =]\ Jic. Fort € ] let 0;(t) be the unique element ¢ € {y, g, b} such thatt € J; ;. Let a(t) = (0;(t));e[x]. For

o € {y,gn}" let
k
wgst“teLgm=gD=Lwﬂﬁhmy

where Leb denotes Lebesgue measure. This completes the definition of v. It is immediate from the construction that
v has marginals (R;, Y;, Gi, Bi)1<i<k, and all configurations in its support are of form v ey orliein {y, g, b}*. It
remains to check that all colorings of the latter case are valid, which is to say that g(f) has at least two c entries for
every t € J. By definition, 0;(f) = c if and only if f € J; c = p(C;), which occurs if and only if t + (1 — R) € C; for

some integer {. It follows that the number of ¢ entries in g(t) is

iZl{t+€(1—R)eCi}:Zl{t+€(1—R)e[O,C)}22,

i=1 {eZ ez
where the last inequality holds for all t € ] = [0, 1 — R) using the final condition C > 2(1 — R) from (a). This shows
that v is supported on valid colorings, thereby concluding our proof that (a) implies (b). O

Lemma 3.49. For an acyclic clause a € F, the clause-based marginals ;t = (.7t )eesq are strictly coherent for allv > 2.

Proof. Recall from Remark 3.5 that the probability measure
1, .
vou(@oa) = 5-Palgs) | | (00)

e€da
has marginals 7. It therefore follows immediately from Lemma 3.48 that it is weakly coherent. Recall from (3.4)
that .. (o) is proportional . (0).Ge(0). It follows from the correspondence (2.38) that 4. (g) and .j.(g) are positive
for all ¥ > 2, so ;. (g) is positive on any edge e. Now suppose 7T, (y) is positive: this implies that .J.(y) and .§.(y)
must both be positive, therefore

1, )
Te(y) — Z Tler(x) > Vbu(ae =y,and o = gforalle’ € 6a\ 6) = ;qu(y) 1_[ Ger(g) >0,
a

e’eda\e e’eda\e

which shows that v satisfies (3.6) with strict inequality whenever .7, (y). Next, recalling the proof of Lemma 3.48,
we see that (3.79) holds with equality if and only if vs, gives zero mass to configurations g5, with more than two ¢
entries. This does not happen in the current situation, since
1 .
Voa(oe = g forall e € 6a) = — ]_[ de(g) > 0.
Za e€oa

This proves that ;i always satisfies (3.7) with strict inequality. The claim follows. O

Lemma 3.50. For a clause a € F, if the tuple 1 = (Tt,)eesq is strictly coherent, then there exists a measure Vs, with
edge marginals 1t, for alle € 6a, and supp Vs, = COLSs, where

COLSg, = {valid colorings g5, | 0, € supp T, foralle € 6(1} .

Proof. Tt follows from Lemma 3.48 that there is a probability measure vs, with edge marginals 7 = (7, )eesq, Which
of course implies supp vs; S COLSs,. If COLSs, is a singleton then we must have supp vs, C COLSs,, in which case
the assertion follows immediately by taking vs, = vs,. We thus assume for the remainder of the proof that coLss,
has at least two elements.



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 51

Now let MARGs, denote the space of all edge marginals 7t = (7t )ees, Which can arise from probability measures
over COLSs,. It follows from Lemma 3.48 that MARGg, is characterized by the conditions (3.6) and (3.7), together with
the constraints imposed by the supports of the 77,. To describe this more explicitly, let

R(m) = ) mel), Clm)= Y me(e).
e€da ecoa
We then divide the scenarios into three cases, according to the number of edges e € 6a with 7.(r) > 0:
(i) If |{e € 6a : Tt.(xr) > 0}| > 2, then we must have 7.(y) > 0 for all e € da, and
T.(y) = R(m) — m.(r) for alle € da,
MARGs, = 471t | C(m) = 2[1 - R(m)],
supp 1t, C supp 7t forall e € 6a
(ii) If there is a unique edge ¢’ € da with 7,/(r) > 0, then
1t.(y) = R(n1) = 1o (x) for all e € da \ {e’},
MARGs, = 97t | C(m) > 2[1 — R(m)] = 2[1 — o (x)],
supp 7, C supp 7, for all e € da
(iii) If |{e € 6a : 7t.(r) > 0}| = 0, then

C(n)z2[1-R(n)] =2,
supp 1t, C supp 7. for all e € 6a

MARGs; = {n

In all cases, the definition of strict coherence ensures that 7 € ri MARGg,, the relative interior of MARGs,;. Now let
15, be the uniform measure on COLS;,, and let 7" be the marginals resulting from us,. Since " e MARGs, and
7T € ri MARGs,, it must hold for sufficiently small € that
if
e T — enum V
€ = ——— € MARGg; .
1—¢€
By Lemma 3.48 there is a probability measure v¢ on COLSs, with edge marginals €. Then Vs, = (1 — €)v€ + €usp, is
fully supported on COLSs,, with edge marginals
. - enunif
(1-e)n€ +en™f = (1- e)l— +em
—-€

This concludes the proof. O

unif =1.

Corollary 3.51. For a clause a € F, if the tuple T = (Tte )eesa is strictly coherent and further satisfies T.(g) > 0 for
all e € ba, then there exists a set of edge weights w, : {r,y, g, b} — [0, 00) such that the w-weighted measure on valid
colorings of da has edge marginals consistent with 1. Moreover, if we fix w.(g) = 1 for alle € da and require that
supp w, C supp T, then w is unique.

Proof. We will obtain the weights under the assumption that w,.(g) = 1, and w,(c) = 0if ¢ & supp 47t.; this will
imply the result. We can thus restrict our attention to PRs,, the space of all probability measures over COLSs,. In the
case that COLSs, consists of a single element, that element must be the all-g coloring. Then PRs, also consists of a
single element, which is the probability measure fully supported on the all-g coloring, and setting w.(c) = 1{c = g}
gives the unique weights satisfying the stated conditions.

We therefore assume for the remainder of the proof that COLSs, has at least two elements. Recall that MARGs,
denotes the space of all edge marginals 7= = (71, )ees, Which can arise from probability measures over COLSs,. We
now claim that the space MARGs, has dimension

dim MARGs, = D, = Z {| supp «Tle| — 1} .
e€da
Indeed, it is clear that dim MARGs, < D,. Equality follows from the strict coherence assumption: let 77 be any tuple
of measures (77, )eesq, Subject only to the constraints that 77, and 71, have the same support for all ¢ € 6a, and
moreover that |7t — 77||c < 0. The set of such perturbations 77 has dimension D,. Since 7t is strictly coherent, we
have that 77 is also coherent for small enough 6. It then follows from Lemma 3.48 that there is a probability measure
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¥ on COLSs, with marginal 77, which means that 77 € MARGs,. Since 7T goes over a D,-dimensional space, this proves
dim MARGs, = D,.

Let A be the linear mapping that takes v € PRs, to its edge marginals 7t.(0), for e € d6a and ¢ € supp 7, \ {g}.
We can regard A as a matrix with row indices {(e, 0”) : e € 6a, 0’ € supp . \ {g}}, and column indices COLSs,. The
entry of A with row index (e, 0”) and column index g5, is the indicator that 0, = ¢’. The image of PRs, under A is in
one-to-one correspondence with MARGs,, whose dimension D, exactly equals the number of rows of A. This shows
that A is of full rank. Moreover, let MSRs, be the space of all nonnegative measures (not necessarily normalized to
unit mass) over COLSs,. The image of MSRs, under the matrix

A= (ft) (3.80)

is the space of all nonnegative scalar multiples of elements of MARGs,, and has dimension D, + 1. It follows that the
matrix A’ is also of full rank.
Now consider the constrained entropy maximization problem

OPT = max{ - Z V(gzsa)ln V(Q(Sa)

O¢a €COLSs,

v € [0, 00)CO% with Av = 7 and (1,v) = 1} , (3.81)

as well as its Lagrange dual: for (s, §) where s = (s¢, o : € € 6a,0” € supp 7, \ {g}) € RP" and 5 € R,

g(s,5) = max{ - Z v(05q) Inv(05a) + (s, Av — 7t) + 5((1,v) — 1)

velo, oo)COLSM} ) (3.82)
O6a ECOLSM

By the strict coherence condition together with Lemma 3.50, there exists 75, € (0, 00)COLSea satisfying Avs, = .
This implies that the constraints of the (primal) optimization problem (3.81) are feasible, so OPT is well-defined. Since
the domain (0, 00)COLS js an open set, it follows by a classical result (see e.g. [Roc97, Thm. 28.2]) that this problem
enjoys strong Lagrange duality. This means that there exists (S, S) (a priori, not necessarily unique) such that

oPT = (S, S) = min {g(s,E) :seRP 5 € ]R} , (3.83)

that is to say, the Lagrange dual problem (the right-hand side of (3.83)) achieves the same value as the constrained
(primal) problem (3.81). Now, for any fixed (s, 5), the value (3.82) of g(s, 5) is given by optimizing a strictly concave
objective over all v € [0, 00)¢OLS% 50 it is attained by a unique maximizer v[s, 5]. Likewise, in the primal problem
(3.81), since the entropy is strictly concave, the value of OPT must be uniquely attained by some measure v°P. In the
definition 3.82 of g(s, 5), by substituting v°P into the objective, we see that g(s,5) > OPT. If equality holds, then
v[s, 5] must equal v°P. This shows that v[S, 5] solves (3.81).

We next argue that the pair (S, S) is unique. To this end, note that for any (s, 5), the maximizer v[s, 5] cannot
occur on the boundary of v € [0, OO)COLS"“, because

_V(Qéa) In V(Qéa ) _
v(05a)10 v(0sa)

Therefore v[s, 5] is the unique stationary point of the objective in (0, 00)¢OLS% and we can solve for it by differen-
tiation with respect to v. It gives, for all g5, € COLSs,,

(v1s,51)(@s0) = exp {(Atsxw +5- 1} = %O M expisesr),

eeda

where for the final expression to make sense we define s, g = 0. The corresponding objective value is

Q(s,5) = Z exp {(Ats)% +5— 1} —(s, My —5 = Z exp {(A/)t (;) - 1} —(s, ) —3,

05a€COLS;, 05a€COLSs,
which is clearly strictly convex as a function of (A’)!(s, 5). Since (A’)! is a [{coLSs,}| X (D, + 1) matrix of rank
D, + 1, it defines an injective mapping, so we conclude that g is also strictly convex as a function of the Lagrange
variables (s, §). This shows that the Lagrange dual problem (3.83) has a unique minimizer (S, S).
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In summary, we have shown that v[S, S] = v°P, the unique solution of the primal problem (3.81). Moreover, for
any (s,5) # (S, S) the measure v[s, 5] does not satisfy the constraints of (3.81): supposing that it did, the fact that
(S, S) is the unique minimizer of ¢ would give

88,5 <glsH=~- {@Bﬁﬂ@m%m{ﬁbﬁﬂ@m%,

O6a GCOLSM

which gives a contradiction since v[S,S] = v°P. The claimed result follows by setting w,(c) = exp(se ) for all
e € da, 0 € supp T,. O

As a byproduct of the considerations in the above proof, we can also compute the dimensions claimed in the
proofs of Corollary 3.37 and Lemma 3.42:

Lemma 3.52 (proof of (3.52)). In the setting of Corollary 3.37 we have d,(D) = s(D) — p(D).

Proof. Recall from (3.52) that d;(2) counts the dimension of the space {v : v ~ xw}. Recall from Definition 3.34 that
v = (v, D) is the empirical measure of vertex colorings. Since w is fixed, we can treat each vertex type separately: if
d,(T) is the dimension of the space of variable empirical measures vy that are consistent with 4w, and d;(L) is the
dimension of the space of clause empirical measures 71, that are consistent with 4w, then

4,(D) = Z di(L) + Z dy(T). (3.84)
L T

For any given clause type L, let A’ be the matrix from (3.80), which we showed to be of full rank in the proof of
Corollary 3.51. The space of 71 that are consistent with 4w is an affine shift of the kernel of A’ (intersected with the
simplex of probability measures). It follows that

di(L) = dimker A’ =sp —rk A’ =sp — 1 - Z(SL(]-) -1).
j
To make the analogous calculation for a variable type T, we argue in a few steps:
a. First we need the analogue of the (strict) coherence condition for a collection of empirical measures around a
variable v (rather than around a clause, as in Definition 3.6). We shall say that (71, )ce5» is weakly coherent if
there exists a probability measure y on {-, +, £} such that

(o e, ) = (), e, o)
for all ¢ € v, and for both 1. € {-, +} we have

D ) > ). (3.85)
eedo(L)
We say that (77, ).es0 is strictly coherent if (i(£) is strictly positive and (3.85) holds with strict inequality for both
L € {-, +}. By a very similar argument as in Lemma 3.49, the canonical measures (47T, )ces0 are strictly coherent.
b. By a similar argument as in Lemma 3.50, if (77, )res, is weakly coherent then there exists a measure v on variable
colorings 05, with edge marginals 71, for all e € 5v. Indeed, clearly, v should give weight n(z) to the all-green
coloring. For L € {-, +}, the measure v must give weight 1(L) to the colorings that are purple on all of 6v(+L) and
yellow on all of 0v(-L). The only non-trivial step is to separate purple into red and blue, and this can be done by
repeating the “wrapping around consecutive intervals” construction from Lemma 3.48.
c. Similarly as in Corollary 3.51, we define a matrix (the variable analogue of (3.80))

B = (ﬁ) (3.86)
which encodes the edge marginal constraints. The columns of the matrix are indexed by the valid colorings g4,
around the variable. For each frozen spin L € {-, +} that the variable can take, the matrix B also has a row which
is the indicator on the colorings that are purple on 6v(+L). For each edge e € 6v where both colors {r, b} can
appear, the matrix B has a row with entries 1{0, = r}. Since (x7t¢)eesy is strictly coherent, we can repeat the
argument of Corollary 3.51 to show that B’ is a full rank matrix.
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For each edge type t € T, let 7 = 1{{r, b} C supp «7¢}. It follows that

d,(T) = dimker B’ = sy —rtk B’ = s7 — 1 — x7 — Z re,
teT
where we recall from the discussion around (3.50) that xt € {0, 1,2} counts the number of frozen spins that can
appear on a variable of type T. Substituting into (3.84) gives an expression for d;(2). Combining with our earlier
calculation (3.44) of s(92) gives

(@)= (@) = @)= 3 Y (sup 1= 3 (= + Yyse =110
T T

teT

:ZZ(SL(j)—l)—ZxT(|{t:t ET}|—1),
L T

where the last equality uses that for all ¥ € T we have s = | supp «7t¢| = 1 + x1 + r¢. This matches the expression
for (D) from (3.50), and concludes the proof. O

|

Proof. Recall that d,(9) counts the dimension of {v : v ~ w} where w is the pair empirical measure. Since w is
fixed, similarly to (3.84) we can decompose

d:(D) = Z dy(L) + Z dy(T). (3.87)
L T

Lemma 3.53 (calculation of (3.68)). In the setting of Lemma 3.42 we have

ZCIEDY (<sL>2 —1-) [(SL(;‘))Z -1

L i

where rr denotes the sum of r = 1{{r, b} C supp +7t+} over all edge typest € T.

) + Z ((ST)2 —-1- [(XT)Z + 2xT + 2XT7rT + 31T

T

Given a clause type L, let A’ be the matrix from (3.80). Let A[j] denote the submatrix of rows in A’ concerning the
j-th edge incident to the clause, so that A" consists of the submatrices A[j] (for 1 < j < k(L)) together with the
all-ones row. Let A” be the matrix whose rows are given by the pairwise tensor products u ® w of rows u, w from
A’, except if # and w come from distinct blocks A[j] # A[k]. Since A’ is of full rank (as was shown in the proof of
Corollary 3.51), so is A”. It follows that

dy(L) = dimker A” = (s1)> =tk A” = (s1)* =1 - Z [(SL(]'))Z - 1] :
j

Similarly given a variable type T, let B’ be the matrix from (3.86). Let B* denote the submatrix of its first rT rows,
which concern the edges around the variable that can take on both colors {r, b}. Let B” be the matrix whose rows
are given by the pairwise tensor products # ® w of rows u, w from B’, except if u and w are distinct rows from BT.
Since B’ is of full rank (as was shown in the proof of Lemma 3.52), so is B”. It follows that

do(T) = dimker B” = (s7)? — tk B” = (s7)? —

2
(1 + XxT + TT) - VT(I’T - 1)} .
Substituting into (3.87) proves the claim. O

Lemma 3.54 (proof of (3.69)). In the setting of Lemma 3.42 we have j2(D) = $2(D) — d(D) — 29(D).

Proof. Recall that j,(9) counts the dimension of the space of judicious pair empirical measures @ around the product
measure .@. Given a pair empirical measure w (which we assume throughout this proof to be close to .w), let ¢ be
the average of the entries wr j such that L(j) = ¢:

Ty = Z ng(L|t)wr,; (3.88)
L

where 7tg (L | t) is as in (3.76). If w is judicious, then 7t; must also be judicious. In order for w to be feasible, for each
T there must exist a measure pit on {-, +, £ }* which is consistent with 7 for every t € T. The measure yr must also
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be judicious, in the sense that its single-copy marginals are consistent with 47t for ¢ € T. Recall that x7 € {0, 1, 2}
counts the number of frozen spins that can appear at a variable of type T. Let

C’ = (ft) ¢ RU+¥X(+xr)

where for each frozen spin that can appear at T, the matrix C contains a row which is the indicator of that spin.
Then the matrix
cCeot
c”=|1teCle ]R(sz+1)X(1+xT)2
1'e1
encodes the judicious constraints on pr in the pair model. It follows that

dy(ur) = dim {yT syt is judicious} =dimkerC” = (1 + x7)* — (2xT + 1) = (x7)%.

Now note that for each t € T, the choice of ur already fixes 7+ as a measure on {p, y, g}?. It remains to separate
purple into red and blue in such a way that the resulting 7; has single-copy marginals 47t¢:

da(my | pr) = dim {nt : 7 is judicious and consistent with yr}

= dim {nt s Tty is judicious} — dim {yT s ur is judicious} =(s¢ — 1) = (x7)%.
In order for w to be consistent with 71, it must satisfy the linear constraints (3.88). Note that some of these are
redundant with the judicious constraints on the individual measures wr, ;. Altogether

da((wr,j)r(j)=t | T¢) = dim {(a)L,j)L(j)_t : w is judicious and consistent with T(t}

= Z (s — 1)? = (s¢ — 1)

L,j:L(j)=t

Combining these calculations gives

(@)= (dz(HT) > [dz(ﬂt | pr) + da((@r ()=t | na])

T teT
= —Z(XT)Z(Ht :teT} - 1) + Z(SL(j) - 1)2.
T L,j

Now recall that s,(9) is given in (3.67), and d»(2) was calculated in Lemma 3.53. Thus, if we abbreviate 0,(9) =
$2(D) — d2(D) — j2(D), then we obtain

oAP) = ((xT)ZHt EeTH +2ur + (2xr +3)rr - ) (50 - 1]) +2) (s1) = 1)
Lj

T teT

For t € T, we can expand sy = 1 + Xt + ¢, SO

> ((s,_b)2 - 1) =) ((xT)2 + 207 + 2077 + 3rt) = ((xT)Z + sz)|{t .t € T} + (2xr +3)rr,

teT teT

where we recall that 77 is the sum of r¢ over all + € T. Substituting into the previous calculation gives

922 = -2 Y ar({t:t e TY -1 +2 Y (51~ 1),
T Lj

which is exactly twice the value of p(2) from (3.50). This proves the claim. O

We conclude this section with the main applications of the result of Corollary 3.51:
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Corollary 3.55. Let U’ be any finite bipartite tree, and suppose U C U’ is a tree containing at least one clause,
whose leaves are all variables. For each edge e = (av) in U’, let 47, be the canonical marginal on e based on B,(v),
the r-neighborhood of v relative to U’. If all clauses in U are strictly coherent, then there is a set of edge weights
Ve : {r,y,8 0} — [0,00) (for e in U, and with the convention y.(g) = 1), such that in the Gibbs measure on valid
colorings of U where the edges are weighted by v and the boundary variables are weighted by 44, all edge marginals
agree with the canonical ones 41. (The Gibbs measure is explicitly given by (3.90) below.)

Proof. Let 4 and +j be the canonical messages (based on r-neighborhoods) on the edges of U, as in Definition 3.4.
For each variable v of U, let COLSs, be the set of valid colorings gs, such that o, € supp 47, for all e € 6v. Now
recall the discussion around (2.33): the probability measure

Viol@s) = 5 9al@se) | | sdelo) (3.89)
v e€ov
is supported on valid colorings of 0v, and has edge marginals on 0v that are consistent with ,7t. Moreover, it is clear
from the above expression that if e € 6v and 47.(0) > 0, then we must have .j.(c) > 0. Consequently, for any
O5v € COLSsy, we have @y(05y) = 1 and «§.(0.) > 0 for all e € da, which means that (3.89) is positive. That is to
say, the measure Vs, defined by (3.89) has support exactly equal to COLSs;.

We next make a simple observation: for any edge ¢ of U and any vertex x incident to e, we have ¢ € supp 47,
if and only if there exists gs5x € COLSsy Which has value o on edge e. The “if” direction is obvious. For the “only if”
direction, recall that we have constructed vs, with marginals 47t (this follows from Lemma 3.48 if x is a clause, and
from the above discussion if x is a variable). Since 47, is the marginal of vsy, if 0 € supp 47, then the measure vy
must give positive weight to some 05, which has value o on edge e. Then gsx € supp Vsx S COLSsy, as desired.

Now define cOLS; to be the set of valid colorings gy of U such that o, € supp 7, for all edges e of U. This is
simply because U is a tree, so we can construct an element of COLS; as follows: start from any vertex x of U, and
choose g5y € COLSsx. For each vertex i € dx, by the preceding observation, the set COLSsy must contain an element
05y which agrees with g, on the edge e = (xy). Choose this g5y, and proceed in the same way to color the edges
incident to the neighbors of 1, and so on until all of U is colored. This shows COLSy; # @.

Now recall from (3.4) that 47, (0) is proportional to xj.(0)«j.(0). In particular, if ¢ € supp «7t., then «J.(c) must
be positive, in which case we can define
w,(0)
*e(0)
for w, as given by Corollary 3.51. Recall that g € supp 47, and we took the convention w,(g) = 1, so now y,.(g) = 1
also. For 0 ¢ supp 47, we simply define y.(0) = 0. We write U = (V, F, E). Write LU for all the leaves of U, which
were assumed to be variables. For each u € LU let a(u) denote the unique clause in U that neighbors u. The Gibbs
measure described in the statement of this lemma can be expressed as

viou) = l_l (Pv(gév) 1_[ (ﬁa(géa) H Ve(ae) 1—[ *ﬁuu(u)(aua(u))/ (3.90)

veV\LU a€F e€E ue LU

Ve(a) = *ﬁe(g) .

where = denotes the normalization constant, which is positive since supp ¥, = supp +7,, SUpp xJe 2 SUPP +7T,, and
COLSy # @. We claim that this measure v has marginals 47 on the edges of U. To this end, note that the canonical
messages «, «j solve the belief progagation equations for vy:
(i) Ifu € LU, then we regard u as being weighted only by x,4(.), so then the BP message from u to a(u) will be
*(ua(u) simply by the standard conventions of BP at the leaves of trees.
(ii) If v is an internal variable of U, then we regard v as being unweighted, and the equation x§y4(0) = BPy,[+]] is
satisfied for all 4 € Jdv by definition of +j and .j (cf. Remark 3.5).
(iii) Finally, if a is a clause of U, then we regard a as being weighted by the product of y. over e € 6a. Consider

Véu(géu) = @u(géu) 1_[ {Ve(ae)*%((fe)} = (ﬁu(géu) l_[ we(oe) . (3.91)

ecda e€da
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(We are not yet claiming that vs, is the marginal of v.) By the result of Corollary 3.51, the measure vs, has
marginals ,7t, so for all e = (av) € da we have

*Tle(0) = Z 1o, = G}@u(géa) 1_[ {Ve’(ae’)*qw(oe’)} = *ﬁe(a) : BPuv[*q;V](O)-

Ooa e’eoda
On the other hand we know 471.(0) = +§(0)+f¢(0), so it must be that BPs[+4; ¥1(0) = x§as(0).
This proves our claim that (x4, +4) solves the belief propagation equations for v. It follows from this that the marginal

of v on each da is indeed correctly described by (3.91), which in turn implies that the edge marginals are consistent

In §6.1 we will show that if the clauses are nice (Definition 3.8), then we can estimate the weights of Corollary 3.55,
which will be needed in the second half of the paper. For the precise statement see Corollary 6.2.

Corollary 3.56. In the setting of Corollary 3.55, there is a system /Ay of positive variable weights

Ao = (Ao(+) = 1, A0(-), Ao(£))
Ae = Ae(r)

such that the Ay -weighted Gibbs measure on valid colorings of U has all edge marginals agreeing with the canonical
edge marginals 4. (However, since the weights were shifted from clauses to variables, the associated Br messages will
no longer be 4, +j.)

Ay =

Proof. The Gibbs measure (3.90) is equivalent to the Gibbs measure in which all variables are unweighted; all internal

edges e of U are weighted by 7, = y,; and all leaf edges e of U are weighted by
5e(0) = Ve(o')*LIe‘(O') .
2z Ve(T)xfe(T)

To define Ay, we redistribute the weights as follows. For each internal variable v of U, we let x;, € {-, +, £} denote
the frozen spin corresponding corresponding to gs,, and put the weight

*Av(gbv) =, Au(xy) l_[ she(0e),

ecdv
where 4A, and 4, are defined by (2.30). For each leaf variable v € LU, the set v consists of a single edge e, and
in this case we will simply take the weight
*Ao(0e) = sAe(0e) = Feloe) .

For the redistributed weights, the BP messages on all edges e of U are given by

. . n de(0e)
qu(Gt’) = *‘78(06)7/6(0'6); -Qe(ge) = ;7:(0:) . (3.92)
Thus the messages for the redistributed weights «A; also satisfy the familiar identity 7. (0¢) = ofe(0c)efe(0e).
Moreover, if e is a leaf edge then yA, = P = ofe. O

Outline of remaining sections. The remainder of this paper is organized as follows:

In Section 4 we analyze the distributional 1-rsB recursion (1.10) to prove Propositions 1.1 and 1.3.

- In Section 5 we analyze the random k-saT graph and the preprocessing algorithm to prove Propositions 3.22-3.24.
In Section 6 we prove Propositions 3.30 and 3.31.

— Sections 7-9 are devoted to the proof of Proposition 3.32.

In Section 10 we prove Proposition 1.2.
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4. ONE-STEP RSB THRESHOLD

In this section we analyze the distributional 1-rsB recursion (1.10) to prove Propositions 1.1 and 1.3. The section
is organized as follows:

- In §4.1 we formally define the random Galton-Watson tree that arises as a local weak limit of the k-sAT graph.
We prove a basic estimate, Lemma 4.7, on the volume of neighborhoods in the random tree. We also formalize the
natural coupling between the 1-rsB recursion and the random tree.

— In §4.2 we prove preliminary concentration bounds on the effect of the distributional recursion.

- In §4.3 we use the bounds from §4.2 to show that the root of the Galton-Watson tree is very likely to be nice in a
strong sense (Proposition 4.15). This will be used in §5.1 to bound the occurrence of defective regions.

- In §4.4 we use the coupling of the distributional recursion with the tree to show Proposition 4.17, which says that
the root of the Galton-Watson tree is very likely to be stable. From this we will deduce the result of Proposition 1.1.
Proposition 4.17 will furthermore be used in the proof of Proposition 3.29, and also in §5.4 to assure that the initial
set A of preprocessing (Definition 3.15) is small.

- In §4.5 we prove Proposition 1.3, the 1-rRsB upper bound on the satisfiability threshold. This is deduced from the
interpolation bounds of [FL03, PT04].

- Lastly, in §4.6 we prove Proposition 3.29, showing that the first moment of judicious colorings asymptotically is
lower bounded (in the exponent) by the 1-rsB free energy ®(a) of (1.11).

It is assumed throughout the section, even when not explicitly stated, that k > ky and « satisfies (1.7).

4.1. Random trees and the distributional recursion. We already mentioned in §3.1 that the random k-sat graph
converges “locally in distribution” (also termed “locally in law,” or “locally weakly”) to the Galton-Watson measure
PGW = PGW*. We begin this section by formally restating the definition of PGW, and then reviewing some basic
notions of local weak convergence which will be used later.

Definition 4.1 (Galton-Watson measure, PGW). We define the bipartite Poisson Galton-Watson tree to be
the random bipartite factor tree I which is generated as follows: starting from a root variable Uy, each variable
independently generates Pois(ak) child clauses, and each clause generates k —1 child variables. Each edge is labelled
with a literal L which takes values + or - with equal probability, independently over all the edges. We write PGW
for the law of this tree.

Remark 4.2. The measure PGW is the “local weak limit” of the random k-sAt graph in the following formal sense:
if &, = (V,,, Fy,, E;) denotes an instance of random k-saT at clause density a on n variables, and I, is a uniformly
random element of V,, = [n], then it holds for any finite r that

lim IP(Br(In;?n) S T) = PGW”(Br(URT;S’/') > T)
n—oo

for every T. In the above, B,(I,;;%,) is the r-neighborhood of I, in &,,, viewed as a graph rooted at I,,. Likewise
B, (Vgr; T) is the r-neighborhood of vgy in 7, viewed as a graph rooted at Ugy. Finally T is any graph with a root o,
and = denotes isomorphism of rooted graphs. The measure PGW is unimodular (cf. [LPP95] and [AL07, Defn. 2.1]):

/ [Z f(?],vRT,u)]dPGW(F])z / [Z f(g,u,vm)]dpcw@) (4.1)

where the sum goes over all variables # in 7, and f is any nonnegative Borel function on the space G« of bi-rooted
graphs.'® To see why (4.1) should hold, note that changing the order of summation gives

E > (G )= |v | > [ > f@u0, u)] E > f(G L) (4.2)

uedl, veV, “ueN(v) ueal,

In the limit n — oo, the left-hand side of (4.2) converges to the left-hand side of (4.1), while the right-hand side of
(4.2) converges to the right-hand side of (4.1).

154 bi-rooted graph is a graph rooted at an ordered pair of vertices. For a detailed account and careful discussion of topological considerations
(in particular, what it means to be a Borel function on the space Gx«), we refer to [AL07].
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We emphasize that under the measure PGW, the root vy plays a special role: in the local weak limit interpretation,
Ugr represents a uniformly random variable, while other vertices in the tree represent random neighbors. Thus the
root degree |dvy| is distributed as Pois(ak), while for variables 4 # gy, the degree |du| is distributed as a size-
biased Pois(ak), with probability mass function

S ois
pois () = LP25ail)
The most obvious distinguishing feature of vg; is that it has degree zero with positive probability, while any other
vertex of the random tree must have positive degree since it connects to its parent. In the above description of the
PGW law, we used the fact that
e~ (ak)y -j  eok(ak)i
jleak (-1

pois i (j) = = poisgi(j = 1),

meaning that a size-biased Pois(ak) random variable is equidistributed as a [1 + Pois(ak)] random variable — this
explains why variables u # vy generate a Pois(ak) number of children. To understand how (canonical) messages
behave in the random k-sAT graph, we study how they behave in the limiting random tree  ~ PGW. For this
purpose, we make the following definitions:

Definition 4.3 (variable-to-clause measure, PGW). Let 7 ~ PGW with root variable vg. Let 75 4,, be the tree I
together with one additional edge exr = (Ugragr) incident to the root, equipped with a random sign L. We think of
exr as the parent edge of vgy, pointing to a deleted clause agr. Then 7y, 4., is a random variable-to-clause tree, and
we denote its law PGW.

Definition 4.4 (clause-to-variable measure, PGW). Let I, o, be the random tree formed as follows: start with a
root clause gy, and attach k — 1 independent samples of PGW (Definition 4.3) as subtrees to agr. Then attach to ag;
one additional incident edge ey, which we think of as the parent edge of agr, pointing to a deleted variable vgy. The
result is a random clause-to-variable tree 7, ., whose law we denote as PGW.

The definitions of PGW and PGW can be viewed in this way: let 7 ~ PGW, a € v, and u € 9a \ Vgr.
Recall from Definition 2.13 and the subsequent discussion that the message from u to a is defined in terms of 7, —
the component of  \ a containing u, including the edge (1) but not including a itself. It follows from the above
discussion that if we also remove (#a) from J,,,, then the resulting tree (rooted at u) is equidistributed as the original
tree I ~ PGW. It follows that the law of J,,, is precisely the measure PGW. Similarly, if 7 ~ PGW and a € dvgr,
then the law of Ty, is given by PGW. In summary, in order to understand messages in the random k-sat graph,
we will study messages from vy, to ag; under the law PGW, and messages from gy to vy, under the law PGW. In
fact, for technical reasons (which will become apparent in the proofs of this section and the next one) we will study
messages on slightly more general trees, defined as follows:

Definition 4.5 (Galton-Watson based on fixed tree, PGW(T)). Let T be any fixed tree rooted at a variable vgy, such
that all clauses in T have at most k — 1 children. At every variable v of T (including v = vgy), attach an independent
subtree 7, ~ PGW (by identifying v with the root of 7;). At every clause a of T, if a has k — 1 — j children, attach
j independent samples of PGW as subtrees to a. Let PGW(T) be the law of the resulting tree.

Similarly, if T, 4,, is a fixed variable-to-clause tree where every clause has at most k — 1 children, we can perform
the same procedure as above to obtain a random variable-to-clause tree, whose law we denote PGW(T, .4,
if Ty, o, is any fixed clause-to-variable tree where every clause has at most k — 1 children, we use PGW(T,
denote the law of the random clause-to-variable tree based on Ty o, .

). Likewise,
) to

rTURT

Definition 4.6 (Galton—-Watson with random deletions, PGW¢). Let PGW, be the law of the random tree generated
as follows: starting from a root variable vgy, each variable independently generates Pois(ak) clauses, and each clause
independently generates either k — 1 child variables (with probability 1 — €) or k — 2 child variables (with probability
€). When € = 0, the measure PGW, coincides with the measure PGW of Definition 4.1. The measure PGW, is also
unimodular, because it can also be obtained via a local weak limit: let € and & be defined by

_k-p2
T Tk-e © “T1-¢ék
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Start with 7 isolated variables and 7@ isolated clauses. For each of the first 1 — € fraction of the clauses, put k edges
to randomly chosen variables. For the last € fraction of the clauses, put k — 1 edges to randomly chosen variables.
The total number of edges in the resulting random graph is

nal(1-&k+ék-1)| =nak.

In the limit n — oo, this random graph converges locally weakly to the PGW, measure, justifying our claims that
PGW. is unimodular. Define likewise PGW, and PGW, to be the obvious generalizations of the measures PGW and
PGW from Definitions 4.3 and 4.4. We hereafter write cle for the probability measure which puts weight 1 — € on k,
and weight € on k — 1.

The next lemma gives a simple bound on the growth of balls under the PGW measure:

Lemma 4.7. Let T ~ PGW, and consider the {-neighborhood of the root, By(vgr) = By(vrr; T). We have

e = /exp {%} dPGW(9) <e (4.3)

forall > 0.

Proof. Let Sy be the number of variables in I at distance exactly £ from the root vy, with Sg = 1. Then
1 4
oo i 25|
j=0
Let #; denote the o-field generated by By_;(vgr): then
Se-1[1 - ©(1/k)]
(Xk} < exp {W .

5 k-1
eXP{(ak[z)(/} = exp {Sg_l[exp (W) -1
S S, Seal1—©(1/k)]
exp {m ;S] + (0(;;21)[ + ! (akz)g_l <e-_1<¢e=¢e.

It follows by iterated expectations that
This proves the claim. O

€g=]E

E Fo1

er <E

We now review the distributional recursion introduced in §1.6, and which we saw in §2.5 is related to the frozen
model on finite trees. (Recall, in particular, the similarity between (1.10) and (2.27).) Let d*,d” be independent
samples from the Pois(ak/2) distribution, and write d = (d*, d™). We denote their probability mass function by

B e_“k(ak/Z)d++d_
o=

Note that if ,.4,, ~ PGW as discussed above, then (with the notation of (2.22)) the pair

|

has law exactly po,. We next set some notations for laws on messages:

60('“1{1")

7

(|5U(+{1RT)

- Variable-to-clause messages. As before, we use 1) to denote a probability measure over {+, -, £}, interpreted as
a message from some variable v to one of its neighboring clauses 2. We will often summarize 17 by the scalar value
n = 1(-) € [0, 1), which is interpreted as the chance (according to the message) for v not to satisfy a. We write
P for the space of probability measures over 17, and use p to denote elements of . We write & for the space
of probability measures over 17 € [0, 1), and use u to denote elements of &. The mapping from 1 to n = n(-)
naturally induces a mapping from y € P to y € L.
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- Clause-to-variable messages. Likewise, we use # to denote a probability measure over {+, £}, with the inter-
pretation of a message from some clause a to one of its neighboring variables v. We will often summarize # by
the scalar value i1 = i1(+) € [0, 1), which is interpreted as the chance (according to the message) that a is forcing
to v. Of course, since i is a probability measure over only two elements, the correspondence between i and i
is a bijection. We write P for the space of probability measures over i, and use fI to denote elements of P The
(one-to-one) mapping from i to il = #(+) naturally induces a one-to-one mapping from fi € P to fe.

It may be useful to keep in mind that, ultimately, the measures y and fi will capture the influence of the random

local geometry in the graph. To construct y and [i appropriately, we next define the mappings that will capture the

distributional effect of the frozen model recursions (2.25) and (2.26).

Definition 4.8 (distributional effect of clause recursion (2.25)). Given u € 2, let )’ = (1))j>1 denote a sequence of
iid. samples from p. Independently, let K ~ cl¢ (as in Definition 4.6). Let ## = #i(1)’) be the probability measure on

{+, £} defined by
K-1 K-1
(), 0)) = (ﬂ mt-| ] m') '
= =
Let R,  denote the law of 7. Thus Re defines a mapping from & to P, which captures how randomness is passed
through the clause update (2.25) of the frozen model recursions. We write R = R, for the € = 0 case.

Definition 4.9 (distributional effect of variable recursion (2.26)). Given fi € P, let i = (ﬁ;', il;)i>1 be an array of
iid. samples from fI, and write {i* = i (+) € [0, 1). Let d ~ po,, and define

d+

II* = I1*(d, 0) = ]_[ (1 —ﬁ;), T =1I"(d,2) = ld—[ (1 —a;),

i=1 i=1
and note that IT* € (0, 1]. Let n = 11(#) be the probability measure defined by
I (1-11%) I (1-11") [T 11"
("(+)"’(')”7(f)) - (H+ I —IPIF IF + 1T — 100 I + 1T — 10T )
Let Rii denote the law of this 1. Thus R defines a mapping from P to P, which captures how randomness is passed

(4.4)

through the variable BP recursion.

Definition 4.10 (full distributional recursion). Let R denote the composition R o Re: this gives a mapping from &
to P, which captures how randomness is passed through one full update (clause updates follows by variable update)
of variable-to-clause messages. We can explicitly describe R, as follows: given p € &, let 1 be an array of ii.d.
samples from y, as in (1.8). Independently, let d ~ po,, and let K = (K;);>1 be a sequence of i.i.d. samples from cl¢
(as in Definition 4.6). From this, define the random variables

d* Ki-1 d*
I =1T*(d,n) = l_[(l— 1_[171*]) = n(l—ﬁi*).
i=1 j=1 i=1
Substitute these IT* into (4.4) to define n = 17(d, K, 17). Then the law of 17(d, K, 17) is Rept € P. As in (1.10) we let
R(é/ K/ H) = [’7(4/ K/ H)] (-) .

As we noted in §1.6, since all the 1’s must lie in [0, 1), we must have IT* € (0, 1] and therefore R(d, K, 1) € [0, 1).
We finally define Rt € & to be the law of R(d, K, 17), so Re gives a mapping from 2 to itself.'* We denote R = R,
and R = R, for the € = 0 case.

16The formal characterization of R¢ is that for any measurable B C [0, 1),

(Resn € 8) = Y postd) [ l [Ara K € B af ]| a0 ®),
d

where we abbreviate y® for the law of the array 7 of i.i.d. samples from y, and similarly we abbreviate (cl¢)® for the law of the sequence K of
i.i.d. samples from cle.
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Definition 4.11 (coupled sequences of messages). Recalling the statement of Proposition 1.1, let u® = 6,/,. For
0> 1let ub¢ = (Re)u® and p'c = R u'~"€. Moreover, for all £ > 0 let i*1/2€ = ﬁey‘}’e. The natural mapping
from P to P (as discussed above) takes p!€ to €. Recalling the discussion below (2.24), if we take Ty, 4, ~ PGWe
and define the random sequence

(1")eso = (Fe(%mam)) , (4.5)

€20
then the marginal law of each ' is precisely y[’e. The marginal law of n = °(-) € [0,1) is [u‘}'e. Likewise, if we
take *%mvm ~ PGW, and define

@) = (Fl+1/2(%”vn)) ,
020
then the marginal law of each #*1/2 is precisely fi**'/%€. We drop € from the notation when € = 0.

4.2. Concentration bounds for the distributional recursion. In this subsection we prove two lemmas on the
distributional recursion described above: Lemma 4.13 studies the distributional effect of a single clause update, and
Lemma 4.12 gives concentration bounds on the variable-to-clause messages. The lemmas will be applied below in
§4.3 to show that under the PGW measure, the root is 1-nice with very good probability.

Lemma 4.12. Let i be any probability measure over 11 € [0, 1) that satisfies the bounds
(@M wn = 1/2+s) < u(n[n/(1 —n)] > 4s) < exp(=9s25/*) for all s > 27F/4;
(M) p(n < 1/2—s) < exp(=9s2%/%) for all 27%/* < s < 1/2.
Then the measure y‘/"’: = (Re)‘}‘u satisfies the same bounds (I) and (II) for all{ > 0. In addition, for all{ > 1, the measure

pbe = Reul=Ve satisfies the bound
1
l, k
u 6(2 +1n(f)—1| > %) <

The estimates of this lemma hold for all0 < € < 1.

1

M . (4.6)

Remark. In Lemma 4.12, we remark that the right tail bound (I) tends to zero in the limit s — oo, which is consistent
with {1 = 1} having zero measure under zi. On the other hand, the left tail bound (II) does not go below exp{—2/4},
which means that ;(n = 0) can be positive. Although the precise bound (II) is likely suboptimal, we point out that,
under the conditions of Lemma 4.12, ‘LLF (n = 0) must indeed be positive for all £ > 1. This is simply because it holds
with positive probability that d~ is zero, which implies that the empty product I'l” is one, which in turn implies that
R(d,n) = 0. The probability for d” to be zero is

W L O
o z)‘ " exp(ak/2) = exp(k2F)’

so pf(n = 0) > exp(—k2F) forall ¢ > 1.

Lemma 4.13 (bounds on clause recursion). Let i be any probability measure overn € [0, 1), and let i = ﬁey for Re
as given by Definition 4.8. Sample it ~ [i, and note that ii(+) € [0, 1) almost surely. Let

X=In >ii(+) > 0.

1
1—1u(+)
Write P and IE for probability and expectation over the law of X. If i satisfies the conditions (I) and (II) of Lemma 4.12,
then X satisfies the following estimates:

(@) P(X < (27¢/2)F71) < exp{—Q(&2"/*)} forall k/24/* < & < 1.
(b) Forallx > 1,P(X > x) < exp{—Q(kx2k/*)};

() P(X = (2'/1/2)"7") < exp{-Q(k2"/")});

(d) EX = [1+O(k/2"/%)] /2"

(e) E[X1{X > (2V/19/2)*"1}] < exp{-Q(k2K/*)}.

The estimates of this lemma hold uniformly over all0 < € < 1.
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Proof. We can sample X as follows: let (1););>1 be a sequence of i.i.d. samples from y, let K ~ cl¢, and let

K-1 K-1 k-1
XE—ln(l—l_[T]j) >[[n=a=]]n=o0.
j=1 j=1

j=1

If0 < & < 1then27¢/2 < 1/2 — £/4. Consequently, for all 4/2K/* < & < 1, we find

-\ 2\ ) _, 1 & k
Pla<(Z] |<P| mn << << S-Sl —,
(“ (2) ) (]»g;,gg]m 2) “(’7 2) ¢ (’7 2 4) exp{Q(E2H7))

where the last step is by the assumed lower bound (II). Since X > i, we obtain, for all 4/ 2k/4 < & <1, that

- k-1 - k-1
]Pst— slPﬁsz— s;. (4.7)
2 2 exp{Q(&2k/4)}

This implies (a). We next consider the right tail of X. We have x + In(1 — e™) > Q(x) uniformly over x > 1, so

K-1
]P(XZx)z]P(ﬁszZl—e") S]P( max 17]-21—ex)
j=1

1<j<k-2
n k-2 1
= u| In >x+In(1-e"* <—
iz rrmo-o) s o
for all x > 1, where the last step follows by using the assumed upper bound (I). This proves (b); and we obtain
1
E(X1{X>21}| < ——F— 4.8
e ) < o, 4
by integrating (b) over x > 1. Next, for 0 < £ < 1, we have
o\ k—1 3 3 (k—2)&/2
. 2¢ 2&/2 k=2 ) 2¢/2
IP(u > (?) ) < ]P(nj 2 — for at least ( 5 ) indices j € [k — 2]) < kk‘sy(n 2= ) ,
where the factor k*¢ upper bounds the choice of indices j. We then note that
2¢/2
=1 > (2ln2
() =In 7 2 (@n2)e
by calculus. Substituting into the previous bound gives, for all 275/ < & < 1,
£\ k-1 (k=2)¢/2 k&
2¢ k
P(2 > = <kl T > @mo: <—, (4.9)
2 1-1 exp{Q(k&?2k/4)}

having again used the assumed upper bound (I). We next note that if X > (22¢/2)k1, then

o\ k—1 k—1 o\ k—1 k-1
92¢ 22¢ 92¢ 2¢
ﬁzl_e_XZl_eXp{_(_) }:(_) eXp{_O(_) )}Z(_) ’
2 2 2 2

where the last inequality holds if we restrict to & < 1/4. Combining with (4.9) gives
2& \ k-1 ke
P(x > (£ < k < ! (4.10)
2 xplO(KE2 )]} = explQ(kez2b))

for all k/2K/* < & < 1/4, of which a special case is the claimed bound (c). Combining (4.7), (4.8), and (4.10) gives (d).
Finally, we can combine (c) with (4.8) to bound
1

21/10 k-1 k-1
b)) ) o) = St

which gives (e). O

21/10

0<E

<pfx




64 J. DING, A. SLY, AND N. SUN

Proof of Lemma 4.12. First we recall that if D is a Poisson random variable with mean A, then a standard Chernoff
bound gives, with f(u) = (1 + u)In(1 + u) — u,

P(D - A| Zy)SZeXp{—)\min{f(%),f(—%)}}. (4.11)

Suppose inductively that the bounds (I) and (IT) hold for uf. Sample d = (d*,d”) from po, and 1 from (u*)®*, so

that n*! = R(d, 1) has law p‘*!. We then expand
17€+1 _ H+(l _ H_)

1— 77é’+1 =1In TI-

_ 1 1
In =1In(1-1T1I )+lnﬁ—lnﬁ. (4.12)

Conditional on d we can decompose L* = In(1/IT*) as a sum of i.i.d. terms:

d:!:

lnﬁ:Z{ ln(l—ﬁqu)}EZXfZO, (4.13)

=1

Z:{:

where the Xf are equidistributed as the random variable X of Lemma 4.13. The remainder of the proof is divided
into a few steps.

Step 1. Concentration bounds for Y*. Consider =%, and define the truncated random variables

o1/10\ k=1 o1/10\ k=1
Yl-EX;'l{X;'S( 5 ) } Yle{Xs( 5 ) }

o1/10\ k=1
BIG = { max X > , DEG=
i<ak 2

On the complement of the event DEG U BIG, it follows using Lemma 4.13(e) that

. ak/2 ak k295k/8
Zx ——IEX‘ ‘ZY——]EX Zm—7ﬂ~:¥'+ i T AKEX =)
ak/2

i=1
2 5k/8
<| D v~ Py| 4 L2
29k/10 exp{Q(k2k/4)}

Next define the events

dr -

ak
2

> ).

ZY

ak/2
‘ kszk/4 :

i=1

Consequently, for t > 1/ (kzk/ %), we obtain by a union bound that

( Z X - —k]EX
By Lemma 4.13(c) and a trivial union bound over 1 < i < ak, we have

ak < 1
exp{Q(k2k/4)} ~ exp{Q(k2k/4)}
In the Poisson Chernoff bound (4.11), for small u we have f(u) < u?, so P(DEG) < exp{—Q(k>2%/4)}. Finally, by the
Azuma-Hoeffding inequality, it holds for all ¢+ > 0 that

ak/2
]P( > t) < o) . (4.14)
s exp{Q(t224/5 /k)}

ak/2

ZY k]EY

t
>-].
2)

> t) < IP(BIG U DEG) + ]P(

P(BIG) <

> (i —EY)| >

Recall from (4.13) that the sum of X.+ over 1 < i < d* is exactly Z*. Combining the above bounds gives
1

]P( ak S t) 1 .
exp{Q(k2k/4)}  exp{Q(t224/5/k)} '

Tt - —]EX (4.15)
The same bound holds for £~, which is equidistributed as ©*.
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Step 2. Proof of right tail bound in moderate deviations regime. We now rewrite the decomposition (4.12) as

(+1
1 k k
In— —inf1- ) I A P s A P ) —“—JEX Z‘—a—]EX (4.16)
1—nf+ exp L
We can then apply the preceding bound (4.15) to obtain that for all k/2!1K/4 < 5 < 1,
{+1
k 1
s s| <Pz -5t 2 s sz]PZ—“—]EX Sl I . S
1-pf+ 2 exp{Q(sk2k/*)}

This implies the desired upper bound (1) for 27%/4 <5 < 1.

Step 3. Proof of left tail bound. We will show u(n < 1/2 — s) < exp(—Q(sk2¥/%)) for all 27¥/* < s < 1/2; the
bound (II) then follows. For 0 < s < 1/2, note that 7 < 1/2 — s if and only if

n <In 1-2s
-1 1+2s
Recall the decomposition (4.16) for In[n*'/(1 — n*1)]. It follows that

erf 0v1 o 1 __1 - A
u (17 <3 s)gIP(ln(l epo')S 25)+]P(Z Tt < 25). (4.17)

On the right-hand side of (4.17), we bound the first term by noting that

P{In|1- l_ < -2s :IPZ_SIn;SInl,
exp X 1 — exp(—2s) s

again for all 0 < s < 1/2. Recall Lemma 4.13(d), and let 5 be the solution to the equation

< —4s.

In
1

k k/8
lni:a—k]EX_Zkln21+O(k/2 )Zkln2’
5 2 2k-1 2
s05 < 27%/2 Then for 27K/ < s < 1/2 we have s’ = s —5 > 5/2, It follows that the first term on the right-hand

side of (4.17) is upper bounded by

1 k 1 1 1
Pz <ln-|=P Z‘—a—IEX <In ~In-<-s|<— (4.18)
s 5+s/2 5 exp{Q(sk2k/4)}
where the last step uses the earlier estimate on X.™. The same estimate implies that the second term on the right-hand
side of (4.17) is also at most exp{—Q(sk2¥/%)}; and this concludes the verification of the lower bound (II).

Step 4. Proof of right tail bound in large deviations regime. We now verify (I) for s > 1. Define the event
DEG® = { > 523"/4}.

Now note that in the Poisson Chernoff bound (4.11), the function f(u) = (1 + u)In(1 + u) —u > 0 is strictly convex
with respect to u € (—1,00). Consequently, if u > 2uy > 0, then f(u) > f(uo) + f'(uo)(u — up) = f'(uo)u/2.
Likewise, if u < 2uy < 0, then f(u) = f’(uo)u/2. We note also that f'(u) = In(1 + u), so if u, is small then

f’(uo) = uy. We can therefore conclude that for all s > 1, we have

+  ak
d 2

1
P DEGS <—.
(Pec?) exp{Q(s2k/2/k)}

Recall from above that Y; denotes the truncated version of X .+. On the event DEG® we have
at ak/2 ak/2 ak
Zlfi——]EX ZYI > + —E(X-Y)
i=1 i=1

ak/2 21/10 k=1 ak/2
D (% — EY)| + 5254 +
2 exp{Q(kzk/4>}

i=1
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where we used Lemma 4.13(e) to bound [E(X — Y), and the last bound holds for all s > 1. Then, by combining the
bound on IP(DEG®) with the Azuma-Hoeffding bound (4.14), we find

dt K
>vi- Y Ex
i=1 2

P >

Next we account for the difference between Y; and X;'. Recall Lemma 4.13 parts (b) and (c). Together they imply,
with < denoting stochastic domination, that

S 1 1 1
= %) = SplQG2 /0] T eplQG ) © aplaery . )

d* d*
Z(X; -Y) < Zl,-(l +Z)) (4.20)
i=1 i=1

where I; are i.i.d. Ber(e~?) indicators, and the Z; are i.i.d. 6~'Exp random variables (where Exp denotes a standard
exponential random variable), with 6 = ck2*/* for some absolute constant ¢ > 0. By Poisson thinning,

d+
_ [ak _
A=;Ii~P0|s(2e—6=A).
Note that A’ is very small, and it follows from (4.11) that for all s > 1,

1/2
IPAZi Sexp{—Q ilns/k }S ! < - .
k1/2 ki/2 A exp{Q(s0/kV2)} ~ Q(skl/22k/4)

Conditioned on A, the other term of (4.20) is distributed as a gamma random variable with shape parameter A,

d+
Gamma(A
B= Z L.Z; ~ % .

i=1

Let E be a standard exponential random variable, independent of A. The moment-generating function of B is

A A ’
m(t)=]E(€tB):]E[{]EeXP(%)} =]E[{1—1t/9} ]:eXP{GA—tt}’

fort < 6. For x > EB = A’/0, optimizing over ¢ gives

v 1/2q92
]P(BZx)Sexp{—Gx[l—(a) ] },

which implies P(B > s/k'/?) < exp{—-Q(sk'/22k/*)} for all s > 1. Combining these estimates on A and B with our
earlier bound (4.19) gives altogether

S 1
P > - < .
( 2) exp{Q)(sk!/22k/4)}
The same bound holds for ™. Substituting into (4.16), we obtain the desired bound (I) for all s > 1.
Step 5. Conclusion. Having verified (I) and (II), it remains to show (4.6). Recall that we can express
(6) = ITTT B 1
e = o e — e exp(Z*) +exp(Z7) - 1"
It follows from (4.15) that ©* is concentrated near (ak/2)[EX, which by Lemma 4.13(d) is close to k In 2:
P k < ! ,
2911k/40 exp{Q(k2k/4)}
and likewise for ™. It follows that
k 1
I —kln z’ > ) <

{+1 k+1 1
Y (|2 Nev1(£) — 1] 2 W <2P 211k/40 eXp(Zk/4) ’

which concludes the proof of (4.6). O

DI %k]EX

Tt —kln 2’ > (4.21)
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4.3. Niceness in the Galton-Watson tree. The main goal of this subsection is to prove that under the PGW
measure, the root variable fails to be 1-nice with very small probability. For technical reasons (which will emerge in
the proof of Lemma 5.2), we will prove a version of this statement which is slightly stronger in two ways. First, we
generalize from PGW to PGW(T) (Definition 4.5) where T is very sparse, with maximum degree O(1) (not growing
with k) — since typical degrees in PGW diverge with k, it is intuitively plausible that planting the sparse subtree T
cannot have a large effect. Second, we replace 1-nice with a more restrictive property which we now define:

Definition 4.14 (robustness). If U is any rooted tree and x is any vertex in U, we let U(x) denote the subtree of
U that lies below x. Given any tree I rooted at a variable gy, we say that @ is a c-modification of I if @ can be
obtained from I by

— deleting at most one subtree I (1) for # € N(vgy), and

- changing at most ¢ subtrees I (1) for u € JyUg.

The new subtrees @(u), for # € d,vgy, can be arbitrary. We then say that an acyclic variable v is c-robust if every
c-modification of B, (v) is nice. Note that being c-robust is stronger than being 1-nice.

Proposition 4.15. Let ¢ be an absolute constant. Let P = PGW(T) where T is a fixed bipartite factor tree, rooted at a
variable, with maximum vertex degree at most ¢. For I ~ P,
1
IP(9 is not c—robust) <—.
exp(Q(k2k/4))
(We allow T = @, in which case the statement is for P = PGW(2) = PGW.)

In fact, this result is a relatively straightforward consequence of the technical lemmas of the previous §4.2. We
first consider the effect of changing a small number of subtrees. If 7, 4. and @, 4,, are both variable-to-clause trees,
we will say that they are c-perturbations of one another if @,, 4, can be obtained from 7, ,,. by only changing
subtrees T, ,q,. (1) for at most ¢ variables # € N(vgy). The new subtrees @y, 4, (1) are allowed to be arbitrary.'” The
next lemma says, essentially, that c-perturbations have very little effect on the outgoing variable-to-clause message.
The formal statement is as follows:

Lemma 4.16. Let P = pGW(T), where T = T,,_q,, is any fixed variable-to-clause tree of maximum vertex degree at

most ¢. We allow T = @, in which case P = PGW(D) = PGW. If T = Ty, .4, is sampled from P, then

]P(max{ Z |2k1{x:f}1]/(x) - %| N = Fe(@oprare), fOr Qo } > L ) < !

relmg) a c-perturbation of 75,4, [ — 2k/4| T exp(Q(k2k/4))

forall > 0.

Proof. Throughout this proof we will abbreviate T = Ty, 4., I = Jo,.4,,> and @ = @y, 4,,. From the definitions (see,
in particular, the discussion below (2.24)), the measure ) = F;(9") only depends on the tree up to depth ¢ below vg;.
For 0 < ¢ < 1, any c-perturbation has 1’ = 1, so there is nothing more to prove. We therefore assume ¢ > 2 for the
rest of the proof.

We next describe a procedure to generate a sample of 7. In the fixed tree T, we partition the first layer of clauses
(at depth 1/2 below vgy) according to the signs on the edges from these clauses to Ugy:

(‘9+T/ a_T) = (T n aURT("'aRT) , TN aURT(_aRT)) .

Let d*(T) = |0*T|; these are both upper bounded by ¢. (If T = @ we define d*(T) = 0.) For 1 < i < d*(T), the i-th
clause in d*T has ¢*(i) child variables in T. Let T(+, , j) be the subtree of T descended from the j-th child variable
of the i-th clause in d*(T). Define similarly ¢* (i) and T(-, 7, j). Now define 7 by the following steps:

(i) Sample an array of independent random trees 97 ~ PGW(T (¢, 1, j)), and define the corresponding messages
T = [Fe )]0,
for1 <i<d*(T)and1<j < *(i).

17Note that the c-perturbation defined here is different from the c-modification of Definition 4.14.



68 J. DING, A. SLY, AND N. SUN

(ii) Let 1 be an array (as in (1.8)) of i.i.d. samples from pu‘~' = R*11°, where u® = §,/, as before. Let

0 k-1 k-1

ul(T) = l—lfﬁj(T) l_[ My, uj = l_ln:}
j=1

j=ct(i)+1 j=1
Define similarly u; (T) and u .
(iii) Let d = (d*,d”) be an independent sample from po,, and define
a*(T) dt(T)+d*
IT(T) = ﬂ (1 - u;(:r)) , II'= ﬂ (1 - u;) , I = IT7(T)IT . (4.22)
i=1 i=d*(T)+1
Define similarly IT(T), IT", and IT*™ = IT"(T)IT".
(iv) Substitute the [T** into (4.4) to define 7:
H*—(l _ Hx—+) 1—[*+(1 _ H*—) H*+H*—
(n(+)f 17(_)' ’l(f)) - (1—[*+ + T =TT+ 1+ 4 T + 1T = [T 1+ 4 T + 11 — T N
The 1 that results from this construction can be regarded as a sample of F;(J) for 7 ~ pGW(T), although we did
not explicitly generate all of 7. Moreover, if 1’ = F¢(@) where @ is any c-perturbation of 7, then 1’ can also be

obtained from the above procedure by modifying at most ¢ of the messages from depth one.
For convenience we will let @ denote the messages that are actually used in the definition of 7, so

o { n;}(T) if1<i<d"(T)and1<j < c*(i);
ij =

17;']. otherwise,

and similarly Ql'j To bound the different between 7 and 1)’, we first assume a fixed set of affected indices: without

loss of generality, let 9 denote a new set of messages such that
{(i,j):sfjiefj} c {(i,j):lSiSZC,l sjszc}.

Returning to (4.22), let 2*(T) = — InTT*(T), £* = —InIT*, and Z** = — In[T*. Let Z%(T), 2*, and & be defined
analogously as the X quantities, but with 9 in place of 6. It is then straightforward to check that

at (1) k k-1 k-1
|E* - ¥ < Z —ln(l— ln(l— sl.*j) —ln(l— e;j)
i=1 j=1 j=1

Z[l(l

A* (i)

1 2¢

S;'j)+ Z

i=d¥(T)+1

9;}.” = ZA*(:’).
1 i=1

j=1
k-1

j=2¢+

By the same argument as for the estimate (4.10) from the proof of Lemma 4.13, we have
91/20\ K g1/21\ K .
P(IE" -2 > [—] | < 2¢-P[|A*(D)] = <—,
2 2 exp{Q(k2bh)}
and the same bound applies for |E*~ — Z7|. Now recall the bound (4.21) from the proof of Lemma 4.12, which says

that the =* are well concentrated around k In 2. In particular, it holds with probability at least 1 — exp(—Q(k2k/*))
that |Z* — kIn2| < k/2!11K/40 and |2** — £*| < (21/2°/2)k, in which case

, exp(E™*) - 1 1+ O(k/211k/40)
() = exp(E2**) + exp(E**) — 1 - 2 !
, 1 1+ O(k/211k/40)
() = exp(2*) + exp(E**) — 1 - 2k+1 '

Thus, given a fixed choice of at most ¢ perturbed indices, it holds with probability at least 1 — exp(—C(k2¥/4)) that
any resulting message 1)’ satisfies the above estimates, regardless of how those ¢ indices are perturbed. To conclude,
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we note that by (4.11) the event DEG* = {{d*,d™} > 4¥/k} has probability upper bounded by exp(—Q(4¥)). On the
complement of DEG™, the number of distinct choices for the ¢ perturbed indices is exp(O(k)), so we can take a union
bound over all choices to obtain the result. O

Proof of Proposition 4.15. Let  be a sample of PGW(T), rooted at variable v = vgy. Write dv(+) and dv(-) for the
clauses neighboring the root v in 7, and let

2%k 1n2
2

2Kk 1n2

|0v(+)| = NFv()l -

DEG’ = max{

} > k2%k/3

It follows from (4.11) that P(DEG’) < exp(—Q(k2K/4)).

Now, recalling Definition 4.14, we want to show that (with very good probability) any ¢-modification @ of I is
nice in the sense of Definition 3.8. On the complement of the event DEG’, it is clear that every c¢-modification @ of
I will satisfy the degree condition (3.13). It remains to determine whether the canonical messages «§(Q) and (@)
satisfy the bounds (3.14) and (3.15).

To this end, let us fix @ momentarily, and abbreviate g = (@) and § = ,4(Q). Note that g and J are based the
r-neighborhood @, of the root v in @; see Definition 3.4. For any edge (au) in @, let us abbreviate

Nua = rl(@)ua = F(Q,,ua s
Hoy = ﬁ(@)au =Fe,,au -

Recall from (2.38) the correspondence between (4, §) and (1, #) for edges (av) incident to the root v:

[ MNva (+) + MNova (£) MNova (-) nvu(f) 11‘1}{1(+)
(QW(I)/ QW(Y)/ lhu(g)/ Qvu(b)) = ( 2 — TTog (_) . nvu(‘)/ 95— rlva(‘)/ 2 — 1on (_)) ’ (4.23)
a a a ~ _ ﬁuv(*) ﬁav(f) ﬁav(f) ﬁav(f)
(Qav(r)/ qu(}’)/ qu(g)/ Qav(b)) = (3 _ Zﬁav("') 13 Zﬁav(*‘) 13 Zﬁuv(*')’ 3_ Zﬁuv("’)) . (4.24)

Recall also from §2.5 that i1,, can be recursively computed as (cf. (2.25))

(ﬁgv(+),ﬁw(f>)=( [l 2= [] w-)). (4.25)

ue(@nda)\v ue(@nda)\v

In view of these relations, for @ to be nice, it suffices to have

1| a€e@nNv, 1
max { n(@)lm(_) - 5 u € oa \'U } = 2](7 s (426>
k1{x=£} 1 1
max{ Z 2 N(@ua(x) - 5| |a €@ mav} < (4.27)

xe{+,-,£}
Indeed, substituting (4.26) into (4.25) and (4.24) shows that § = .§(Q) satisfies condition (3.15); while substituting
(4.27) into (4.23) shows that q = (@) satisfies condition (3.14).

It remains to bound, on the event DEG’, the probability for (4.26) and (4.27) to hold for every c-modification @ of
the original random tree & ~ PGW(T). For any such @, for alla € @ N dv and all u € da \ v, the subtree @,
is a ¢-perturbation of J;,,;, so Lemma 4.16 applies. For all 2 € @ N dv, the subtree @, is a ¢-perturbation of T,
so Lemma 4.16 again applies. It follows by a simple union bound that for & ~ PGW(T), with probability lower
bounded by 1 — exp(—Q(k2¥/4)), every c-modification @ of I satisfies the degree condition (3.13) and the message
conditions (4.26) and (4.27), and hence is nice. This concludes the proof. O

4.4. Stability in the Galton-Watson tree. The main goal of this section is to prove the following:

Proposition 4.17. For R exceeding a large absolute constant, we have

1
PGW(Z) not 1—stable) <—),
o exp(2k/20R)

where the 1-stable property is given by Definition 3.9.

The next few results (Corollaries 4.18-4.20, and Lemma 4.21) give some preliminary estimates, related to the
concentration bounds from §4.2. They will be used in the proof of Lemma 4.27 below.
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Corollary 4.18. Let u be any probability measure over 11 € [0,1) that satisfies condition (I) from Lemma 4.12. If
p = 2% for any 1/100 < 6 < 1/9, then we have the p-th moment bound

1 k
/n”dy(n)sz—p 1+—}.

k(1/4-20)
Proof. Write 0’ = 1/4 — 6. We can decompose

1 Ink\’ (2}’ 1 Ink 2

Note that 8" > 6, so (p Ink)/25®" is small. Combining with (I) gives

O(plnk 14

E(p)si{1+ (Pr,l )}+ (2/3) — + ! :
2p 2ko exp(Q(2k/427k" Ink))  exp(Q(2k/4))
Substituting p = 25° and &’ = 1/4 — 6 into the above gives
E(p) < 1 . O(lnk)  exp{2f¥In(4/3)} exp{2k¥®In2} 1 O(ln k)
P)= 2pr 2k(1/4-20) * exp(Q(2k0 Ink))  exp(Q(2k/4)) | ~ 2F ok(1/4-20) |’

which concludes the proof. O

Corollary 4.19. Let ui be any probability measure overn € [0, 1) that satisfies conditions (I) and (I) from Lemma 4.12.
Ifp = 2k for 1/100 < 6 < 1/9, then

Proof. 1t follows from (I) and (II) that for any 6 < ¢’ < 1/4 we have

P k2

dp(n) <

= okp(1/4-0) °

n—1/2
n+1/2

n—1/2f o(1) 1
< .
/ n+1/2 dpn) < o + exp(Z/12 )
The claim follows by setting 6’ = 1/4 — 6 — (Ink)/(k In 2). O

Corollary 4.20. Let u be any probability measure over 1 € [0, 1) that satisfies condition (II) from Lemma 4.12. Write
u® for the law of a sequencen)’ = (1;)j1 of i.i.d. samples from u. Ifp = 2k0 for any 1/100 < 6 < 1/9, then
k-1

p 3
/(1—1_[17;') d#®(n’)ﬁexp{‘%[l_%”'

j=1

Proof. Write IP and [E for probability and expectation over the law of

k-1
X = —ln(l - ]_[17]-).
j=1

The quantity of interest is then IE(e 7%). Recall that Lemma 4.13(a) gives

276\ 1
PIX<|— <—
= (5] )= o

for all k/2%/* < & < 1. It follows that

—pX p k*Ink 1 k*Ink
]E(e”)Sexp{—W[l— Sk/a +PX§%1—W

ol P | Kkl 1 <ol P_|,_ O&Ink)
= &Xp 2k-1 2k/4 exp{Q(kInk)} ~ =P 2k-1 2k/4 !

and this implies the claim. O
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Lemma 4.21. Let D be a Pois(ak/2) random variable, and let E denote expectation over the law of D. If p = 2k for

1/100 < 6 < 1/9, then
Dp k3 3k\"
]E{Dpexp{_zk_—l l—ﬁ}}}ﬁ(?) .

Proof. The quantity of interest can be written as E[D? /e?"] for

_p K
:%1_%.

We can check by differentiation that d7 /e?? is decreasing with respect to d for all

P_ ], K
2 s fie]

For all & in the regime (1.7), the mean ED = ak/2 is much larger than p/y. As in (1.7) let aypg = 2F In 2. Then

p P
E D D> kaua < katupa exp | — ]/kaubd
exp(yD) 2 2 2

k2kIn2 BN kln2
:( 21‘1 exp{ k1n2|:1—k—/4 }) O(l)( 1 ) .

On the other hand, we can use the Poisson moment-generating function to bound
P p
E D D < kaypa < kaypa E 1
exp(yD) 2 2 exp(yD)

_ (kazubd)pexp{_ a?k(l B ei),)} . O(l)(klnz) ‘

Combining the bounds gives the claim. O

Lemma 4.22. Let D be a Pois(ak/2) random variable, and let F; be events such that whenever D > ak/4, we have
IP(F; | D) < exp(—2K/%) forall1 < i < D. Ifp = 2K for1/100 < 6 < 1/9, then
D

JE[DP—1 Z 1r,

i=1

Proof. It follows from the Poisson Chernoff bound (4.11) that

1 ak\? ak ak\? 1 1
[DP ZlF b=7|= (T) P(D : T) : (T) p(Q(2) ~ exp(Q(R2n)

We can use integration by parts and (4.11) to bound

1
exp(2k/5)

© 3kp 0 tp-1
E|D?; D > 3| <3 IP(D > 3* / tP'P(D > t)dt < ————— / R A—
( ) ( ) 3k P ( ) exp(Q(k3k)) " sk exp(Q(kt))

3kp p 1
< + < ,
exp(Q(k3K))  exp(Q(k3K)) ~ exp(Q(k3K))
so we have IE(D?) < O(3*?). It follows from the assumption on the F; that

D
p
E[Dp_lzla;D > a—k} PgL-CORPY S—
4 exp(2K/4) T exp(Q(2k/4))

i=1
which implies the claim. O

Lemma 4.23. Let Z,Z; be i.i.d. random variables with symmetric distribution (meaning that Z is equidistributed as
—Z). Then, for any positive integer d and positive even integer p,

d /2
E(Zzi)p < 0(1)(%’7)p E(Z]7).

i=1
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Proof. Writing i = (i3, ..., ip) for elements of [d]?, we expand

E(Zd"zi)p = Z E[Z;, - Z;)].

i=1 ield]
On the right-hand side, [E[Z;, - - - Z; ] is zero unless every index appears an even number of times. The number of

choices for i for which this holds is upper bounded by dp/z(p — 1)1, where (p — 1)!! is the number of matchings on
p elements. By Stirling’s formula,

dr/2p! dp \P"?
dp/Z(p S ML SR O(l)(?P) .

20/ (p/2)!
By Jensen’s inequality, for any i we have E[Z;, - - - Z; ] < E(|Z]7). Combining these bounds gives the claim. O

The next three lemmas record some simple (deterministic) bounds, based on elementary calculus manipulations,
which will also be used in the proof of Lemma 4.27 below. For 0 < x < 1and y € R, define the function

_ (1—=x)e¥
Flx,y) = 1+(1—x)e¥’

and note that F takes values in [0, 1). Write VF = (Fy, F,) = (JF /dx, dF [ dy).

(4.28)

Lemma 4.24. Let F be as defined by (4.28). If 0 < x; < 1 and y; € R with x;e¥’ < 1, then

< +

X1 —X2| + Y1 — Yo, (4.29)

'F(xu yl) — F(x,, yz)

1

F(x1,y1) — F(x2,y2) — <VF(X1/]/1)/ (xl : ;2) >‘ < C{(X1 —x2)* + (y1— ]/2)2} , (4.30)

where c is an absolute constant.

Proof. Write Fyy, Fyy, Fyy for the second-order partial derivatives of F. It is straightforward to verify that for 0 <
x <landally € R wehave |F,| < 1and |Fy,| < 1. Further, under the additional restriction that xe¥ < 1, we have
|Fx| <1, |Fxx| < 2,and |Fyy| < 1. The bounds (4.29) and (4.30) directly follow. O

Lemma 4.25. Let F be as defined by (4.28). Forany 0 < x; < 1l andy; € R,
F(xy, y1) = F(xz, y2) < ¥ x| + ly:1 — vl .

< 4.31
Flo,y0+ o,y |~ 2-m-xn | 2 (30
(Unlike Lemma 4.24, this does not require xje¥ < 1.)
Proof. Note that the function G(z) = z/(1 + z) satisfies
G@) -Gl _ _lw-zl _w-z| s
Gw)+G(z) w+z+2wz~ w+z
for any w, z > 0. It follows from (4.32) that for any 0 < x; < 1 and any fixed y € R,
[Fxa, ) = FGy )| _ [G(( = xp)e!) = G((L = x)e)] _ Jva=1, s
F(xz, )+ F(xi,y)  G((1—x2)e¥) + G(1—x1)e¥) ~ 2—x1—xp '
A further consequence of (4.32) is that for any w, z € R,
wYy _ z W _ oz _ —
Ge) =Gl _ Je =] _ (fw=zI| _fw=z]
G(e®) + G(e?) ev + e 2 2
It follows from this that for any fixed 0 < x < 1 and any y; € R,
F -F — x)e¥2) — —x)eV -
IFGe,y) = Gyl _ 16U = x)e%) = Gl = x)e?)| _ Iy~ vl s

F(x,y0) + F(x,y2) — G((1—x)e¥2) + G((1—x)e¥r) ~ 2
Combining (4.33) and (4.34) gives the claim. O
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Lemma 4.26. For any positive numbers a; and b,

15 a; — 15, b; ;
‘ ;1/ ;{Hs Z 2'”1_[ b (4.35)
nj:1 aj + H;‘:l bj ocJC[k] el aj+
Proof. Partition the indices [k] ={1,...,k} into A= {j:a; > b;} and B = [k] \ A. Write 6 = a — b. Then
k k
NEHQJ l_lb] l_l(bj+6j)1_[aj_l_[(aj_6j)l_[bj
j=1 j=1 jeA jeB jeB jeA
= 2 Lo [ Lol L= 20 [f=eon [ [ ] [or
@CJCA jeJ jeA\] jeB @CJCB jeJ jeB\] jeA
It follows using the definition of A and B that
INEE Y ]_[ min{a;, b;}
oc]clk], jel LI\
JCAorJCB
On the other hand, for any J € A, we have
aj +bj
D= l_[a] + ﬂb > ]_[a]- > [ [ max{a;, b} [ | minfa;, b5} = [ [ [ ] minfaj, b5},
j=1 j=1 j€l JelkI\ jel jelkIN
and the same bound holds for any | € B. Combining the last two bounds gives
IN| 2161
— <
D ~ Z 1_[ aj+b;’
ocjclkl, jel 1
JCAor]JCB
which implies the claim. O
Now recall from Definition 4.6 the measure PGW,. Let I = J;, 4., ~ PGW,, and (as in (4.5)) let
")ez0 = (Fe(%”um)) . (4.36)
>0

The next lemma gives the main technical estimate which will be used to prove stability in the Galton-Watson tree.

Lemma 4.27. Write P. for the law of the random sequence defined by (4.36), and write E. for expectation with respect
toPe. Letn® = n'(-). Forp = 2[2K/197 we have the bound

forall{ > 0. This holds for any0 < € < 1.

T]é’+1 _ né’
T]f-l-l + nf

P 1 1

- 2kp/722kp[/5 - 2kp(€+1)/7

Proof. We will prove the bound by induction, starting from the base case { = 0: by definition, we have n° = 1/2
(with probability one), and so Corollary 4.19 gives

171_17077 B nl—l/zp 1
nm+n| | nt+1/2| | T oke/7”
Now suppose inductively that for some £ > 1 we have
¢ {—1|p ¢ —1|P
-1 -1 p_ 1
]Ee[— S]Ee m ] SI(E) = W (4.37)
Let A = (H, h) denote a random variable with the same law as the pair (n¢, n°71). Let
H: * H:
= ] + = 2l T = 1
A=|4i= (hj) A= e | A = h.‘.))
gl Uiz




74 J. DING, A. SLY, AND N. SUN

be an array of i.i.d. copies of A. Let K denote a random variable which takes value k with chance 1 — €, and takes
value k — 1 with chance €. Let K = (K+ K; )l ,j>1 be an array of i.i.d. copies of K, and let

KE-1 KE-1
+ _ + + +
j=1 j=1

Note that by construction the H and k random variables lie in [0, 1) almost surely, so the S and s random variables
lie in (0, 1] almost surely. Let d = (d*,d”) ~ po,, and use this to define the random variables
a* d* T -
+ + P + _ —
I =]:l[si, m =]:1[sl., L=lngz, o=lhn—. (4.38)
For the remainder of the proof we will abbreviate S; = Sl._, 5; = sl.', IT=1II", n = n~. With this notation, the pair
(n"*1, 1Y) is equidistributed as
1-11 r 1-
(1-Mep® _0-mew@) | _ (oo po )
1+(1-IDexp(X)" 1+ (1 —m)exp(o)
for F as defined by (4.28). To prove the result, it suffices to bound [E(J?) for
p _ p
= F(I1,X) - F(m, 0) < 2|IT - n| ey
F(IT,XZ) + F(m, 0) 2-11-=n
where the last bound follows by Lemma 4.25. Since each of I'l, 7t is a product over d~ terms, we can decompose their
difference as a telescoping product:

d” - d” i-1
Im-n= 1_[51 I1[i)(S; —s;), TI[i El_[ 1_[
i= i=1 j=1 j=i+1
It follows from Hélder’s inequality that for any u € RY, |(1, u)|P < dP~!(|lal|,)?. This implies
-
IIT—nfP < (d)P Z TI[i]P|S; — sil? . (4.39)
i=1
Note that 0 < TT, 7t < 1, and IIrt < I1[{] for any i. Let F; be the event that I1[i] > 1/4. If F; does not occur, then we
must have either I'T < 1/2 or IT < 1/2, therefore 2 — IT— 7t > 1/2. It follows that

=
. H[i]P1Si — sil?
p p p-1 1P1S. — g:|P 14 p-1 —ol?
P < l4 (d) ;n[z] IS — sil 2P (d") Z L Py g +|Z - o (4.40)
Ji(p) J2(p)
Similarly to (4.39), we can expand S —s = S; — s; as a telescoping sum, then use Holder’s inequality to bound
p K-1 j-1 K-1
IS —s|P = l_[H] ]_[ i\ <kt ulpiH - m, util= ]| H ] e (4.41)

j=1 j=1 t=1 t=j+1

It follows by con51derat10ns of conditional independence that
k-3
EJ.(p) < (4k)”]E[(d_)p(max{]E(5’”),IE(S’”)})d__l} (max{]E(H’”),IE(h’”)}) E(|H = hlP).

Both [E(57) and [E(s?) satisfy the bound from Corollary 4.20; and combining with Lemma 4.21 gives a bound on the
first expectation on the right-hand side above. Both IE(H?) and E(h?) satisfy the bound from Corollary 4.18. The
last factor [E(|H — h|?) is bounded by the inductive hypothesis (4.37). Altogether it gives
PE(H - hp) _ ( )” 1 _ (kw))”
2k '

op(k=3) okp/792kpt/5 ok

EJ\(p) < O(l)(4k>P(3k) (4.42)
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Turning to J5(p), we note that (very crudely) we have 0 < II[i] < l1and2-II-m >2-S;—s;forany 1 <i <d".
Therefore, again with considerations of conditional independence, we have

4 P
S-s
EL(p) <2’E|(d ) > 1g|E||————| |- 4.43
Jo(p) < [( ) Zp} [2_5_5 ] (4.43)
Recall that F; is the event that T1[i] > 1/4, or equivalently that
1 i-1 1 d”
Yli]=ln —= = In—+ In— <In4
[7] nH[i] ) nsl _Z n l n
J=1 J=i+1

By essentially the same argument as for (4.18), as long as d~ > ak/4 we have P(F; | d”) < exp(—Q(k2k/*)). We can
then apply Lemma 4.22 to bound the first expectation in (4.43):

=
1

E((d )™ ) 15| < ——. 4.44

|:( ) ZZ:; F;:| exp(2k/5) ( )
For the second expectation in (4.43), Lemma 4.26 gives

p K- lh NP
A R
2=o-s H H]+H hj ocicky e VN

Let ] = (J1,...,]p) denote any p-tuple of nonempty subsets of [k — 1]. We abbreviate |[| = |J;| +...+|],| > p. For
any j € [k — 1], let n;(]) denote the number of occurrences of j in the sets [y, ..., J:

4 k-1 14
m(D=>.10jely, YmD=> lhl=l=p.
=1 =1 =1
With this notation, we can bound
p117p
Il Il
o5l < e e | = e

where the last step is by Jensen’s inequality. The number of choices of | = (Jy, ..., J,) with |[| = b is upper bounded
by k?. Combining with the inductive hypothesis (4.37) gives

1p\ b ) b o
2
< <
]E[ Z ‘ } ) - é (2k/722k€/5) = okp/792kpt/5 :

bzp
Substituting this and (4.44) into (4.43) gives
k2p 1 - [_F1© 4
exp(zk/5) okp/792kpt/5 ~ exp(2k/1°) :

S—s |F

_— 2kE
2—-S-s

E,(p) < (4.45)

Finally we bound [E(|]X — ¢|7), where we recall from (4.38) that

G d* d-
=gz =) InS - > InS;,
i=1 i=1

and similarly o = In(rt*/7t7). Let D ~ Pois(ak), and let (3;);>1 be a sequence of i.i.d. symmetric random signs. Then,
recalling that p is an even integer, we have
dp \P/?
< 0(1)(7”) IE[

D p
( Z 5i(ln Si —In Si))

i=1

S

E(Z-ofP) = E In2

p
] , (4.46)
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where the last step uses Lemma 4.23. We then use a telescoping sum to bound

K-1 K-1 . K-1 .

S - [1;5 Hj 1-U[j]H; Ufj]
In—| =1 —S In - < — - |H; — hi|, 4.47
e il el A e D 3 R i

where the last step uses that the function fi;(h) = In(1 — Uh) has |(fy)'(h)| < U/(1 - U) forall U, h € [0,1]. In
the last expression above, we can further replace U[ ] (defined by (4.41)) with

-1
Uelj] = ]_[Ht ]_[ e > U[j].

=1 t=j+1

It follows by Holder’s inequality, combined with the Cauchy-Schwarz inequality, that

p (k=3)/2
i |

For x > 3, we have Inx + In(1 — 1/x) > (Inx)/2. It follows that

k-3
]P(l_;uo[]] > x) = IP(UO[]'] >1- %) < max{IP(H >1- %)’]P(h >1- i)}

k-3
< max {PP| In H Zln—x,]Pln i Zln_x S;,
1-H 2 1—-h 2 exp(k(In x)2k/4)

where the last bound is by (I) from Lemma 4.12. Integrating this bound gives

1\
E[(l—uom)

The other factors in (4.48) are controlled by Corollary 4.18 and (4.37). Substituting into (4.46) gives

1 2p11/2
In ; ]r;l]?_XZIE[(]——L[O[]]) :| IE‘(IH - ]’llp) (448)

< kp(max{IE(HZP),IE(hZP)}

< (3/2)-3% ppldt<2 3%,
—(/) +3 tkk/4

dp\F k1 K21(0)\"
—olP - -
E|Z -0 < O(1)( . ) R TIE < (zgk/zo) (4.49)
Substituting (4.42), (4.45), and (4.49) into (4.40) gives
{+1 P 2 p
A i k*1(¢)
]E[ ne+1 + ,7(2 =E(") < O(l)( 29k/20 | 7
which verifies the induction (4.37) and proves the result. |

We will apply Lemma 4.27 below to obtain our final bound, Proposition 4.17, on 1-stability in the PGW tree.
Before doing so, however, we note that Proposition 1.1 is essentially an immediate consequence of Lemma 4.27:

Proof of Proposition 1.1. Take the random sequence (1][)520 as in (4.5) or (4.36), with € = 0. Then, as noted in the
discussion around (4.5), the marginal law of each 1’ is precisely ¢ = R‘u®, the same as the u’ appearing in the
statement of this proposition. It follows from Lemma 4.27 that for p = 2[2k/19] we have

<ZZ [ 1/p

< 0co.
Thus (17°)¢s is a Cauchy sequence in L?, hence it must converge in L? to a limiting random variable 17 as £ — co. It
follows that y‘/ converges weakly to a limiting probability measure u as { — oco. Since y‘/ = Ryg_l and the mapping
R is continuous with respect to the weak topology on the space of distributions, we conclude u = Ry. O

l’+1 P

p|P
{+1 14
ZE[)U+ _77’ €+1+n
0

>

The remainder of this subsection is devoted to the proof of Proposition 4.17. The following lemma records the
easy observation that the canonical messages can only become “more free” when the neighborhood is enlarged:
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Lemma 4.28. Let T, be any variable-to-clause tree in the sense of Definition 3.3. Similarly as in (4.5) or (4.36), let
13 —
10 = (R

It holds for any Ty, and any € > 0 that ifn'(+) = 0 then n’*1(+) = 0 also; likewise ifn’(-) = 0 then n’*1(-) = 0 also.
Moreover r]‘}(f) € (0,1] forall £ > 1. As a consequence we always have

>0

{g} C supp «7 C supp.m, (4.50)

forallr > 2, for 47t and it as in Definition 3.4.

Proof. Thanks to the symmetry between + and -, it suffices to prove the first assertion for the quantities 17‘} 1]‘1(—).
That is to say, we shall argue that if r]g = 0 then 1]”1 = 0 also, for all £ > 0. Note that 770 = 1/2 # 0 by assumption,
so the statement holds trivially for £ = 0. Suppose inductively that it holds up to £ — 1; we then compare 1’ with
n®*1. Similarly as in Definitions 4.8-4.10 and the proof of Lemma 4.27, we can express

IT*(1 - IT°)

0+1 _ * _ _ os

L seay s e o RN L [T {t= ] n'@w
bedv(*a) ueadb\v

and similarly
+ -
[ _ TC (1 — Tt ) + — _ [_1 o
e 1—[ ! 1_[ N (Tu)-
bedv(+a) uedb\v
Now suppose r][ = 0. Since 7 € (0, 1], it must be that 77~ = 1. This can occur in one of two possible ways:

~ The first possibility is that dv(-a). In this case [T~ = 1 also, and so ‘*! = 0.

~ The only other possibility is that n/~'(7,;,) = 0 for all u € db \ v, for all b € dv(-a). In this case, it follows from
the inductive hypothesis that n‘(,;) = 0 for all u € db \ v, for all b € Jv(-a). Therefore [T~ = 1 also, and so
again we conclude n‘*! = 0.

This verifies the induction and thus proves the first assertion. It is easy to see from the form of the recursion (4.4)
that n’(£) € (0, 1] forall £ > 1, since IT* € (0, 1]. For the next assertion (4.50), recall from the discussion around (3.3)
and (3.4) that 47t is proportional to the product of +§4, and «§y,, while .1 is proportional to the product of 44, and
Jva. The only difference is that «j,, corresponds to " while .§,, corresponds to 177! (via (2.38)). It then follows
from the prior assertions of this lemma that we have

{£} S suppn” C suppn’™
for all ¥ > 2, and (4.50) follows straightforwardly by substituting into (2.38). O

Lemma 4.29. For the measure PGW, of Definition 4.6, we have

1
PGW (U not stable) < —,
e exp(2k/12R)

where “stable” means 0-stable in the sense of Definition 3.9. This bound holds for all0 < € < 1.

Proof. For any tree I and any edge (au) of 7, we can consider the variable-to-clause tree 7, € 7, and define (cf.
(4.5) and (4.36)) the measures 1!, = Fy(Ty,). We define two functions on variable-to-clause trees,

f1(Gu) = 1{ max {n:,a(o,n;;%)} >1- ki} ,
Ma(+) = 0" (+)

1
>
Moa) + i ()|~ 28 } '
and likewise f™(Jy,) and §7(Jy,). If u and w are neighboring variables on I, we let a(uw) = a(wu) denote the

unique clause that they share. For the rest of the proof, we let 7 be a sample from PGWy, rooted at v = vgy. Since
PGW, is unimodular, we can apply (4.1) to evaluate

/ Z f_(%a(vu))] dAPGW (T ) = / [ Z f_(tcjua(uv))} APGW(T). (4.51)

ueN(v) ueN(v)

§(Tua) = 1{
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Note that, given By(v), the f~(Z;4(,u)) are not conditionally independent over u € N(v), but the f™(Fy(u0)) are.
The above is therefore upper bounded by
Fa [ F @) < — Lo,
exp(Q)(r2k/*)
where the last bound is by the upper tail bound (I) from Lemma 4.12. By symmetry, the bound (4.52) also holds with
f* inplace of f~. With ¢~ in place of f~, the identity (4.51) also holds, and conditional independence gives the upper

(4.52)

bound
TIT’ _ TI?’—] 1
kza/g (Toa) APGWe(T0a) < ko P. e +TI,_1 = ki /s |7
where P is the measure from Lemma 4.27. From the bound of Lemma 4.27, the last expression is
r r—1|F 2 okpr/8 k
- ke 2kpPT 4 1
< k2a (2K *YE, T-n a < < ) (4.53)
N+ nrfl okpr/7 okpr/56 exp(kl’zk/ll)

Let A= f*+ f~+ ¢" + ¢, and define the (B,(v; I )-measurable) event

E= ﬂ {A(sz,a) =0forallu € aa}.
a€dv

We then find by Markov’s inequality together with (4.51), (4.52), and (4.53) that

A O;a ou
pow.() < [[| 3 {2704 4G} | apow(o) <

exp(r2k/11)

uedv
We will prove that the root v is stable on event E.

Recall from Definition 3.9 that v is stable if all its incident edges e € 6v are both message-stable and marginal-
stable (Definition 3.7). It is clear that E implies that every edge incident to v satisfies the message-stability condition
(3.12). (The first part of (3.12) holds because E implies f*(Zy,) = 0 foralla € dv and u € da. The second part
of (3.12) holds because E implies §*(7;,) = 0 for all a € dv and u € da.) Therefore it remains only to check the
marginal-stability conditions (3.8)—(3.11).

For the rest of the proof, for all a € dv and u € da, we will denote Hy, = 11,,(-), hua = 1103(-), Pua = 0},0(+),
and py, = 11/, (+). For a € dv we also let

gy = 1—[ hya -

ueda\v

With this notation, and using the correspondence (2.38), we have for all 4 € Jv that

(1 - Hva)ﬁav Hva(l - ﬁav) Pva(l - ﬁav) (1 - Hva)(l - ﬁav)
7 7 b 7 = ~ 7 ~ 7 ~ 7 ~
*nuv(r) *nuv(}’) *nav( ) *ﬂuv(c)) ( 1—f,,H,, 1—f,,Hy, ' 1—fi,gHy, 1— fi,,Hy,

We can obtain .7, from the same expressions, only 1y, and py, in place of Hy, and Py, (keeping #l,, the same). By
Lemma 4.28, if hy, = 0 then Hy, = 0, and if py, = 0 then Py, = 0. On the event E, if (H, h, @I) = (Hya, hoa, fiay) for
any a € dv, then either h = H = 0, or i > 0 and

|H — h| H-h H-h

1| = <2 1-—
h h H+h H+h
|u—ﬁHj—U—ﬁhN<|H—h| H-h
1-1h T 1-h H+nh

The analogous bounds hold with (P, p) = (Pys, Poa) in place of (H, h). It follows that for all ¢ € {r,y, b}, we have
either 71,,(0) = Tt40(0) = 0, or 7zp(0) > 0 and

H

o) 1
< <
okr/8 okr/9)10 7

2k” 1
< < .
okr/8 okr /910

< K'|H - h| < 2k"

1
= okr/9

*Tap(0) = TTav(0)
Jlav (0 )

For 0 = ¢, we know that ,71,,(c) = 7,0 (g) is always positive, and the estimate (4.54) holds on all of E. This implies

the last stability condition (3.11). It remains to verify the other three conditions (3.8), (3.9), and (3.10). This essentially

(4.54)
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amounts to a quantitative version of the argument of Lemma 3.49. Using (2.34) and the correspondence (2.38), we

have
h
coher,, (1) = ;;a [1 - 1_[ hwa — Z (1= hwa) 1—[ hza] ’

weda\u weda\u zeda\{u,w}

where Z, is the clause normalization, given explicitly by

2a=1_1_[hwasl-

weda

If w, z are any two distinct variables in da \ 1, on the event E we have the crude lower bound

h h
cohergy, (,T) > #(1 — hwa)(1 = hza) > 3 =
Za Zak?
Similarly, if u, w, z are any three distinct variables in da, then on the event E we have
1 1 1
coher, (1) > —(1 - T]ua)(l - Thua)(l - Uzu) 2 3 3 2 T3 -
Za Za k3" r
On the other hand, we have
h h
Tau(y) = 22 [1 - l_[ hoa| € =2 < k¥ coherg, (). (4.55)
Zy Zg
weda\u
Similarly, for all w € da \ u we have
1-h h
Taw(x) = M 1_[ ha < 22 < k¥ cohergy, (7). (4.56)
a z€da\w Za
For all u € da, we have trivially
{DTCau(c) + Dﬂiuu(r)} <1 < k¥ coher, (). (4.57)
The bounds (3.8), (3.9), and (3.10) follow by combining (4.54) with (4.55), (4.56), (4.57). O

We now apply Lemma 4.29 to conclude the proof of the main result of this subsection:

Proof of Proposition 4.17. We can sample from PGW, in the following way: first sample & ~ PGW. Declare each
clause of 7 to be “open” with probability €, independently over all clauses. For each open clause a, choose one of
its child variables u € da uniformly at random, and declare u to be “open” as well. Let V’ be the (random) set of all
open variables in Br(vgy; 7)), and let T be the connected component of 7 \ V'’ that contains vz — as a shorthand
we will write 77 = J’(V’). Then I is a sample from PGWe¢. Let y(-| 7)) denote the law of V' given 7. Let ()’
denote the subspace of I for which |Bg(vrr; 7)| < M’, where M’ will be chosen below. Then

P(e) = PGW, (ZJRT is not stable) > / / I{Z)RT not stable in Pf’(V’)} dye(V'|T)dPGW(T)

J

e( ;Ael_)M/ /(; Z I{URT not stable in 97’({u})} dPGW(T),

v

1{0,” not stable in 9’({u})} / 1{V’={u}}dy€(V’|9‘) APGW(T)

’
u EBR(URT;g)\vRT

/
MEBR(vRT;g)\vRT

where, for any 7 € () and any u € BR(vgr; 7) \ {Vxe}, the quantity e(1 — €)' /M’ a crude lower bound on the
chance that V’ = {u}. If we rearrange the above and consider the contribution outside {0, we obtain

P = 3 1{vRT not stable in F/"({u})} APGW ()
HEBR(URTQ-C/‘)\URT
P(e)M’ 1
_—,+IE|B ;F]HB ;9‘(2M’ <
6(1 — €)M R(URT ) R(URT ) eXp(Q(Zk/lzR))
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where the last bound follows by taking M’ = 1/e = exp(k?R), and applying Lemma 4.7 with Lemma 4.29. Combining
the above with the € = 0 case of Lemma 4.29 gives

0(1)
exp(Q(2k/12R)) 7

and the claimed bound follows. m]

PGW(Z)RT not l-stable) < PGW(Z}RT not stable) +P' <

4.5. Threshold upper bound. In this subsection we complete the proof of Proposition 1.3. Recall that in §4.4 we
proved Proposition 1.1, saying that the sequence of measures u‘ converges weakly to a limit 4 = °* which satisfies
the distributional fixed point equation Ru = u. Given this result, the 1-rsB free energy can be written as

_ I1°(d, n) +117(d, n) — I1*(d, TT"(d, n)
Pla) = zd: Po.(d) / o (1- 1‘[54‘:1 nj)k-Da

(This is the same as (1.11).) We defer to Section 10 the proof of Proposition 1.2, which guarantees that @ is decreasing
in a so that the conjectured threshold a, is well-defined. In the current subsection, we give the proof of Proposi-
tion 1.3 assuming that Proposition 1.2 holds. The proof is an application of interpolation bounds [FL03, PT04] on the
free energy of positive-temperature dilute spin glasses. We believe this argument was generally known, especially
among the physics community; we include the proof of Proposition 1.3 only for the sake of completeness.

The positive-temperature k-saT model can be formally defined as follows. First let (Lsj)s,j>0 be an array of
iid. symmetric random signs, L;; € {+} with P(L,; = +) = IP(L;; = -) = 1/2. We then use these to define a vector
6 = (60,)a>0 of i.i.d. random functions

du® ((’71’)]’21/ g) . (4.58)

Oa(x1,...,x5) = 1{ngx]- =-forall1 <j< k} )

Let M be a Poisson random variable with mean na. Define the random k-saT Hamiltonian H,, : {}" — [0, M],
M
Hy(x) = " 0a(xa0)
a=1

where da are chosen independently and uniformly at random from [1]. The random k-sAT free energy at inverse
temperature § is then given by
1
F,(B) = =E, In exp{—BH,(x
(B)= x%ﬁﬂﬁ(ﬁ

with [E,, denoting expectation over the random Hamiltonian H,,. The next bound is from [PT04, Theorem 3], edited
only slightly to fit our notation. (In the remainder of this subsection, we will no longer refer to the random scalar 1
from §4.1, but will instead use 1 to denote a certain random measure which is closely related.)

Theorem 4.30 ([PT04, Theorem 3]'%). Let .4, denote the space of probability measures on R, and ./, the space of
probability measures on My. For C € My, let1) = (14,j)a,j>0 be an array of i.i.d. samples from C. Conditioned on 1), let
0 = (Pa,j)a,j=0 where each p, ; is a conditionally independent sample from 1,,;. For x € {+}, define

exp{pa,jx;}

k-1
w0 = 3 tho=x)ep-por [ [ 5
j=1 "

xe{x}k

with ch the hyperbolic cosine. Define also

k
exp{pg,ixj}
u; = Z exp{—p6a(x)} l_[ TM]
xefEt jar SPad

Note u,(x) and u, are random variables. Then, for any 0 < m < 1 and for any C € M,

d m —
a@s®mﬂﬂ;wE$EmEH§]erm)yiﬁiﬂﬁmpmmm

m
xe{d:} a=1

18Although the theorem in [PT04] is stated for even k, the same proof applies equally to odd k, as noted for example in [Tal11, Ch. 6].
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where IE' is expectation over p conditioned on d, 0,1; and E is the overall expectation overd, 6,1, p.
The threshold upper bound is a straightforward consequence:

Proof of Proposition 1.3. We will deduce the bound from Theorem 4.30 by taking a particular choice of C, m which is
suggested by the survey propagation heuristic. Let 1 € 9 be the fixed point given by Proposition 1.1. Let g = Ry
for R = Ry as given by Definition 4.10. Now fix § > 0, and let

(p+,p-,pf) = (5,—5,0) : (4.59)

Let 1) be defined as the law of p, where y € {+, -, £} is distributed according to 77, and 7 is distributed according to
y: formally, for any Borel set B C R (where it suffices to consider B C {B,—B,0}).

0 = [ nwnfp, € 8} autn.

Thus 1 € A, is an 1-measurable random measure supported on {p+, p-, ps} = {8,—B,0} C R. Let  denote the
law of n, so C € M and the randomness in C is the randomness of 1. For x € {-,+} and y, € {+, -, £}51 Jet

= = ex
wiun = 3 D,y = SR
j=1

L2, ep(p0,x) 2chp,
Note it follows from the definition (4.59) that
eb
) = 71 = 5o = 1= rCl) = 1),

It follows by combining with the definition of 0, that

k— —
1 1
7 (‘La,k (‘La,j)lsjsk—l) = ]_[r(—La,;I—La,;) +l-
j=1 j=1

—i i k_l+ 1— i o <L
~ efl2chp 2¢chp = ez’

where the last bound holds assuming k is large enough and > k. Thus, with P’ denoting the law of p conditioned
ond, 8,1, for x € {+} we have

d k-1
]P’( 1—[ 1, (x) > eﬁ% ) <II*= l_[ (1 - l_[ na,j(-La,j)) .
i=1

a=1 a:Lg p=x

k-1

r(‘Lu,j|‘La,j)}

event Fy

Since Fy can be decided by looking only at the clauses dv(x), we have P’(F+ UF-) < 1— (1 = IT")(1 = IT"), so

(3 [Tu)’

xe{#} a=1

2 \" 1
miyps m |17+ - Tt
<2 ]P(F+UF_)+(—65/2) <2 (n +1T - IT*T1 +emﬁ/2).

Similar considerations give

k
’ 1, 1 1
E )| 2 5P (”ﬂ = 5) > 2—m(1 - l—llflu,j(‘Lu,j))-
]:
Combining the above bounds gives

[T + 17 - TT*IT + e~ ™B/2

m®y r55(B, C,m) < m4* + Eln -
[1 - [T}2) nyl-na
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Taking m = 1/ ﬁl/ 2, the right-hand side converges to the function ®@(«) from (4.58) in the limit  — co. Now assume

a > ay, so that @(ar) < 0 (of course, this uses Proposition 1.2). Then, for sufficiently large 8, we will have
I/Zq) I/Zq)

k. B (a) < B (@) <o.

1
Fn(ﬁ) < q)l-RSB(,B/ C, W) <4 + 5 1

To conclude, recall that the log-partition function In Z,(B) is well concentrated about its expected value nF,(B)
(take the Doob martingale of In Z,(8) with respect to the k-saT clause-revealing filtration, and apply the Azuma-
Hoeffding inequality). Thus (4.60) implies that with high probability In Z,, () is negative, i.e., the SAT instance is
unsatisfiable. O

(4.60)

4.6. First moment of judicious colorings. In this subsection we complete the proof of Proposition 3.29 — recall
the statement of the proposition is that

EsZ > exp {Tl [‘D((X) - OR(l)]}

with high probability over &, where ®(«) is the 1-rRsB free energy (1.11). We pick up from the discussion of §3.5
where several preliminary calculations were done. In Corollary 3.37 we saw that

EgZ = exp {nllfg(*a)) - o(n)}

where W (4w) is defined by the constrained optimization problem (3.49). Below Corollary 3.37, we discussed that
the natural guess for the limiting value of Wo (x@) (as 1 — oo and R — o0) is ®°!(), the Bethe free energy of the
coloring model (Definition 3.40). We first verify that this coincides precisely with the 1-rsB free energy ®(a) of the
original model:

Lemma 4.31. For « in the regime (1.7), the 1-RSB free energy of the k-sat model (®(«) from (1.11)) coincides with the
replica symmetric (Bethe) free energy of the coloring model (®°'(t) from Definition 3.40).

Proof. We will show that the form of ®<°!(a) given by (3.62) and (3.63) is equivalent to ®(a). As in Definition 3.39,
let 17; be i.i.d. copies of 7, and let #i as in (3.59). Let q; = §(1;) via the correspondence (3.60). Then the Z in (3.62) can
be re-written as

k
2= 4k(0)7(0) = G + [1 - Gu@)a() = : (1 - ﬂm(—)) .
o ]’:1

[3 = 2a(+)][2 - nk(-)]

Similarly, the Z in (3.62) can be re-written as
k

k k k
2= 0@] [ajop =] -4 -] [450)+ D140 - aiN | [
j=1 j=1 j=1

j=1 I#j

k k k
[[o-a@1-] ] = (1 - ]_[n;(-)) / (
j=1 j=1 j=1
For the 2 in (3.62), given d = (d*, d”) let us abbreviate

+ _
o= (o [
- (( ’)151'501*'( ’)1sisd‘)'

k

]

[2- le(—)]) :

1



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 83

and let ¢(g; d) be the indicator that ¢ gives a valid coloring of a variable where the first d* incident edges are of +
sign while the remaining d~ incident edges are of - sign. Then we can rewrite

d* d- d* d-
z=> o@d]| [aren] [a@en=][a&] o
a i=1 i=1 i=1 i=1
d* dt d- d* dt d-
- { [Tae-] a:@)} [ 1470+ {1‘[ OB a:a»} [ 14
i=1 i=1 i=1 i=1 i=1 i=1
dt d- k-1
- (H+ +IT - H+n-) /{ [ i3 -2a71] 13- 2121.‘(+)]} it =] [ate).
i=1 j=1

i=1

Let us write simply IE for expectation with respect to the law of the 17;. Substituting the above into (3.62) gives

In (3 - 2ﬁ(+)” ,

o] o)

j=1

ofi-[ e

j=1

QDCOI'V((X) -FE

In (H+ + I — H‘Tr)l —kaE

a® ' (q) = aE

—ka ®°(a) = —ka E +kaE +kaE

In (3 - 2ﬁ(+))

in2- ’“(‘)ﬂ .

Substituting these into (3.63) we see that ®°°(a) agrees with ®(a) from (1.11). O

To conclude the proof of Proposition 3.29, in light of Corollary 3.37 it remains to relate Wg, () to ®°!(a). The
value Wy (»w) is defined by the constrained optimization (3.49). As we already noted in the discussion following
Corollary 3.37, the optimal v°P[,w] takes a simple form, given explicitly by the .V in Lemma 3.38. However, we also
noted that the analogous 47 (see (3.58)) is not the same as 7°P[,w], simply because 4V is not consistent with the
given marginals ,w. However, we do have the following:

Lemma 4.32. Let w be as specified by Definition 3.26. If L is a stable clause type (Definition 3.7), then there exists a
measure Vp which is consistent with w and satisfies, for all ¥ > (In k)?,

~ n 1

H) = HID) -

Proof. Throughout this proof we fix a clause a of type L, and suppress these from the notation when possible. The
idea is to start from the explicit measure V4 = 4V of (3.58) — which has incorrect edge marginals as commented
above — and make small iterative adjustments to achieve the required edge marginals ,7t. Indeed, for all e € 6a, by
the message-stability condition (3.12) on e, we have

Puoe=0) _(__ 7o) ) / ( «e(0) ) _,, o0
= = . (4.61)
*Tle (G) (Z *ﬁe(T)ﬁe(T) Z *’/76(’[)*@3(’[) k

T T

for all o € {r, y, g, b}. This shows that the edge marginals of 7, are only slightly off from the canonical ones 4.

Step 1. Correct marginal proportions of red spins. We first reweight 7, to produce a measure ¥, which has the
correct marginal proportions of red spins. To this end, let cY denote the event that s, has no red spins. It follows
by using (2.19) and (3.58) that for any e’ # ¢” in 04,

*ﬁe’(c)*l.]e”(c)

Pulen) =1- ) Duloe =) 2 0*((;6, == og,) = ¥l
ecda Zx feda\{e’ e}

*ﬁf(cz Y) 7
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where Z is the normalizing constant in (3.58). It is given by

zero

> (se) = ae@) [ st

e€da e’eda\e

2* = I_] *ﬁe(c,y)'— I_I *ﬁe(Y)'+

e€da eeda

< 1_[ *qe(C, Y) 7 (4'62)

e€oa

where the term in square brackets vanishes by the correspondence (2.38). It also follows from (2.38), in combination
with the message-stability condition (3.12), that

*ﬁe(c) 1
- =1- =)z .
*Qe(C1Y) *WE( ) 2
Combining these bounds gives, assuming r > (In k)?,
o e (c) *er(c) 1
Vi(CY) = — s — > —. 4.63
{02 5 ety 2 ¥ .69
On the other hand, for any measure 7 that is consistent with 47, for all ¢ € da, we must have
(9] 1 ( . 4"
= —-1== Vx(0e =1) — *R(r)) = O(—) , (4.64)
Px(cY) 7w (cy) 6625; EZ&; k"

where the last inequality follows by combining (4.61) with (4.63). It follows by using (4.61) and (4.64) that

- *T(e(r) 9*(68 :r) _ ﬂ
Ve = ( P(cy) )/( Pe(cy) ) =1+ O(kr) ’ (4.65)

for all e € 6a, where 7 again stands for any measure that is consistent with 4. Then define

N 1, —
folse) = 5-Pa(oe) [ (o)),

e€da

where 2, is the normalization constant that makes ¥ a probability measure. We then calculate

A _on N Dley
Zo = Vx(cy) + Z Va(0e =1)ye = 9*((“))
e€da
(using the definition of y with some simple algebra). It follows that
. Vx(0e = 1)
Po(oe =) = L = (o),

for all e € 04, so ¥y has the correct marginal proportions of red spins, as desired.

Step 2. Estimates for measure conditional on no red spins. Note that the above reweighting does not change
the measure conditional on cy, that is to say, fio(-) = Do(- | cY) is the same as V(- | cy). It remains to correct the edge
marginals conditional on cy. If ¥ is any measure that is consistent with 47, we must have for ¢ € {c, y} that

ﬁ("f = ‘7) = 17(% = G‘CY) = @(iﬂe(‘j) -1{o =y} Z *ﬂg/(r)) < ()

e’eda\e V(CY)

It follows using (4.61), (4.63), and (4.64) that, for o € {c, y},

n n n n 4" 7. (0) 16"
o, =0 —[ilo, =0) =Vx|lo.=0|cY| =V|o. =0]|cy) =0~ =0|-—]. 4.66
”"(f )”(3 ) *("’ |) (E ‘) (kr DY) k" (4.66)
Now, with respect to a given coloring gs,, let us say that an edge e € 6a is w = white if at least two of the other
edges in the clause are cyan: that is, if

{€’€6a\€:0g/€{g,b}} >2.
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Again recalling (2.19), the interpretation of e being white is that ¢, can be freely flipped between c and y without
invalidating the coloring around a. For each e € 64, we can choose any e’ # ¢” in 64 \ e and lower bound

HO(GE = 0; e is vhite) > *qe(o-)*[]e’(c)*‘?e”(c) l_[

Welo) = = @ 0k

*qf(cr Y) .
feoda\{e,e’ e}

By a similar calculation as in (4.62), we have
w1e(0)24 < 4e(0) [ | wile).
feoa\e
It follows that, for 0 € {c, y} and any choice of three distinct edges ¢, ¢/, ¢” € da, we have
Al el 1
e y) wen(e,y) — 477
Recalling the definition of W, (o) above, (4.67) says that uo(o, = 0;e is white) is large relative to (4.66).

W, (o) >

(4.67)

Step 3. Correct marginals given no red spins. We can now define a sequence of measures [, . . ., {i|5,] Where fl,
is as defined above, and ﬁ j will be consistent with .7 on the first j edges in 0a. Given ﬁo, we look at the first edge
and define [i; to satisfying the following constraints:

(a) For any ¢g_; that contains only one c spin, fl;(c, 0-1) = flo(c, 0-1);

(b) For any g, that contains at least two ¢ spins, {I1(c, 0-1) + f1(y, -1) = flo(c, 0—1) + flo(y, 0-1);

(c) The appropriate amount of mass is shifted between {0, = ¢} and {0; = y}:

ﬁl(ael =o0;e; is white) = [l (ael = 0;e; is white) + {ﬁ(ae = a) — [lo (a@ = 0)} .

Constraints (a) and (b) ensure that the marginals on the other edges are not affected. Finally, constraint (c) ensures
that ﬁl will have marginals consistent with 47 on the first edge in 64, and it is feasible thanks to the estimates
(4.66) and (4.67) from above. We can repeat the procedure with the remaining edges in 6a to arrive at fij5,] = [l.
From the construction and from (4.66) we have the very crude bound
16"k
< O( ) , (4.68)

< 5 e =e) - e o) o[ %
eeda

for all g5, € cy. We then finally define a measure on all valid colorings of 6a by

fi(gsa) = flo(05a)

P(g50) = Po(oas 30 # 07) + Po(e0)fi(@sa) -
By construction, 7 is consistent with the marginals 47, and satisfies
< o(lz:k)
for all 05,4, by combining (4.68) with our earlier estimate (4.65) on the weights y,. This gives

~ ~ 1
H(B) > H(on) =

concluding the proof of the lemma. O

[#(050) = 7u(as0)

Proof of Proposition 3.29. We have from Corollary 3.37 that
EgZ = exp {n‘Pg(*a)) + o(n)} ,

where Wy is defined by (3.49). Let v = (4, V) for 4V as in Lemma 3.38, and ¥ as given by Lemma 4.32. Then, by
construction, v is consistent with marginals ,w, so Z > Z[v]. It follows by Lemma 3.36 that

EgZ > EgZ[v] = exp {nq)g(v) + 0(11)} ,
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for @y (v) as defined by (3.42). Now let ,v = (47, 47) for «V as defined by (3.58). Then Lemma 4.32 gives
1
Dy (v) = Py(uv) - Pk
In the limit # — oo followed by R — oo, the R-neighborhood empirical measure & concentrates around the
limiting Galton-Watson measure, using the fact that an or(1) fraction of variables are removed by preprocessing
(Proposition 3.22). It then follows by the stability results (Lemma 4.27) that v converges in the distributional sense
to the measures on the limiting random tree. It follows that
lim [ lim q)@(*v)] = Ol(a)
n—oo

R—oo

in probability, and the result follows since ®°°'(a) = ®(a) by Lemma 4.31. O

5. ANALYSIS OF PREPROCESSING

In this section we prove Propositions 3.22-3.24. The section is organized as follows:

- In §5.1 we bound the occurrence of defective variables (Definition 3.10) in the PGW random tree (Proposition 5.1).
We already have Proposition 4.15 from Section 4 which bounds the probability that a variable fails to be nice. The
main task of §5.1 is to control the bootstrap percolation of non-nice variables that creates defective variables.

- In §5.2 we continue to analyze local properties of variables in the PGW random tree. To this end, recall that the
self-contained (Definition 3.11) and orderly (Definition 3.12) properties both refer to being near relatively few
defects (although each property captures a different notion of “relatively few”). In §5.2 we apply the estimates
of §5.1 to bound the occurrence of variables that fail to be self-contained or orderly (Propositions 5.6 and 5.7).
An immediate consequence of these two propositions is that most variables are perfect, i.e., both self-contained
and orderly. Now recall from Definition 3.13 that a variable is fair if it is stable, it satisfies a loose bound on the
volume of its local neighborhood, and it does not lie near many imperfect variables — thus we can deduce from
the combination of Propositions 4.17, 5.6 and 5.7 that most variables are fair (Corollary 5.8). In fact we can further
deduce (Corollary 5.9) that most variables are excellent — from Definition 3.14, excellent roughly means fair in a
strong sense. Since good is weaker than excellent, it immediately implies that most variables are good.

- In §5.3 and §5.4 we prove Proposition 3.22, which controls the set of variables BSP’(A; &) that is removed by the
preprocessing algorithm (Definition 3.15). Recall A is the set of variables in & that are improper (Definition 3.1) or
not 1-good (Definition 3.14) — it is easy to bound the occurrence of improper variables, and the bound on variables
that are not 1-good comes directly from Corollary 5.9 in §5.2. Thus we already know from §5.2 that variables are
unlikely to be in A, and the task of §5.3 and §5.4 is to deduce a bound on BSP’(A;¥). To this end, in §5.3 we
prove a deterministic result (Proposition 5.14), saying that any large connected component of BSP’(A; ) must
have certain characteristics. In §5.4 we show that those characteristics rarely occur in the random graph, thereby
concluding the proof of Proposition 3.22.

- In §5.5 and §5.6 we prove Proposition 3.23, which says that, with high probability over the random graph &,
each surviving total type occurs linearly many times in the processed graph pr &. To this end, in §5.5 we prove a
deterministic result (Corollary 5.27) which says that if the local neighborhood of a clause 4 in & satisfies certain
properties, then a will have a particular total type L in the processed graph pr &. Since the conditions to have any
given total type L are essentially local, in §5.6 we are able to argue that the total number of clauses satisfying the
local conditions for type L concentrates around its mean, which grows linearly in 7.

- Lastly, in §5.7 we prove Proposition 3.24 which says that the processed graph pr & is uniform given its processed
neighborhood profile 9, in the sense discussed in Remark 3.21 .

5.1. Bootstrap percolation of defects. Recall from Definition 4.1 that 7 denotes a PGW tree, rooted at a variable
Ugr- For i € {0, 1} we can use Definitions 3.9 and 3.10 to define the following subsets of 7
D' = D*{(J) = {variables in 7 that are not i-nice}
C D¥' = D*(J) = {variables in I within distance «, of D"}
C DEF! = DEF{(J) = {i-defective variables in 7 }.
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The main goal of this subsection is to bound the occurrence of the i-defective set DEF! in 7. More precisely, we will
bound the intersection of DEF' with sparse subtrees of 7. Let

A, = bipartite factor trees T = (Vr, Fr, ET), rooted at a variable vy, (5.1)
“¢ = with maximum degree at most ¢, and number of variables |Vr| = ¢ ’
For any variable-rooted tree 5 we let
Ay(T) = bipartite factor trees T = (Vr, Fr, Er) withvg, € T € T, (5.2)
ot " | maximum degree at most ¢, and number of variables |Vr| = ¢ ’

Without loss of generality we always assume ¢ > 2. When considering T € 7, for any vertex x € J we will always
use dx to denote the immediate neighbors of x in 7, and N (x) = d;x the set of vertices at unit distance from x. We
then denote

drx =T Nox,
Nr(x)=TNN(x).

IfT € A ¢(F), then by definition we have |drx| < ¢ for all x € Vr U Fr, so Np(x) < ¢(¢ — 1) < ¢ The main result
of this subsection is the following:

Proposition 5.1. Leti € {0, 1}, and suppose ¢ > 2 is upper bounded by an absolute constant. Then, as long as k exceeds
an absolute constant kq (depending only on the bound on ), we have the bound

i ke
PGW/||DEF' N V7| > e forsomeT € A 4| < M
exp(2k/4le [ k?)

foralle > 0 and all integer £ > 0.

Lemma 5.2. Leti € {0, 1}, and suppose ¢ > 2 is upper bounded by an absolute constant. Then, as long as k exceeds an
absolute constant kg (depending only on the bound on ¢), we have the bound

exp(k?f)
exp(2k/4le)

PGW(|DK*’i N Vr| > €e for someT € Ac,g) <

for all € > 0 and all integer-valued { > 0.

Proof. We divide the proof into three steps below. In the first step, we show that if some sparse subtree T € I has a
nontrivial intersection with D**/, then there must exist T € T" € 7 such that T” is also sparse, and has a nontrivial
intersection with D*' — this step is deterministic. In the second step, we explain a general identity concerning the
expected number of subtrees of 7 ~ PGW satisfying a given property. In the third step we bound this quantity to
show that T’ is unlikely to occur. If f€ = 0 the bound is vacuous, so we assume without loss that fe > 1.

Step 1. Construction of T’. Take any T € A ¢(J) such that A = D" N Vr has size |A| > fe. For each variable
u € A, the number of variables in the (4x. — 1)-neighborhood of # in T is at most

4x.—1 ch*
|Bye.—1(u) N Vp| = Z 2t = e < (8K
=0
Therefore we can extract A’ C A of size |A’| = [fe/c] such that variables in A’ lie at pairwise distance at least

4x.. By definition, since A’ C A C D", every variable in A’ lies within distance k. of D*'. For each u € A’, let
¢(u) be any of the variables in D*! which lies closest to u, and let (1) be the path between u and g(u). The paths
y(u), u € A’, are of length at most x., and are mutually disjoint. Let T’ be the union of T with the paths (). Then
we have T € Ay ,1(9) for

(<l <l+

“(K* -1) < Ix..

Let B’ = g(A’) C D*!, and note that ¢ : A” — B’ is a one-to-one mapping. We have thus shown that if there exists
T € A ¢(9) with at least £¢ variables in D**/, then there must exist T’ € Acy1,¢/(T), for £ < ¢’ < k., and a subset
B’ € D*' N Vr such that B’ = [£e/ 3], and variables in B’ lie at pairwise distance at least 2x..
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Step 2. Expected number of embedded subtrees. Now fix any tree T’ € Ay, for £ < ¢’ < {x,, and a subset B’
of variables in T” such that |B’| = [fe/c®], and variables in B’ lie at pairwise distance at least 2x.. For this fixed
pair (T’, B") we will bound the probability

P(T',B) = PGW(there exists an embedding { : T < J such that {(B’) C D*’i(P/‘))

]

(Later we will enumerate over (T’, B’).) To calculate (5.3), it is useful to take the following (equivalent) view of the
random tree I ~ PGW: to each variable v we attach D(v) which is an independently sampled Poisson point process
of unit rate on the interval [0, ak]. The atoms of D(v) correspond to the child clauses of v, and we write them in
ascending order as

{embeddings C:T" <> T such that {(B’) C D*’i(F/‘)}

APGW(T). (5.3)

D(v) = (a[(v) :1<i < ID(v)l) , 0<ay(v) ... <apE) ) < ak.

Meanwhile, to each clause a we attach D(a) = {1, ..., k — 1} to indicate the k — 1 child variables of a. In this view,
an embedding C : T” < T can be specified by giving Dr/(v) € D(v) and D1/(a) € D(a) for the variables and
clauses of T’. Moreover, if D is a Poisson point process of unit rate on [0, ak], and D, is a finite subset of [0, ak],
then (by standard properties of Poisson point processes) the law of D conditioned to contain D, is the same as the
law of D U D,. The volume (under Lebesgue measure) of all possible Dr+(v) is given by

(ark)!Pr @)
IDr ()t

{({Zi 11<i < |DTr(?J)|) 0S4 <. S app) S ak} =

The volume (under counting measure) of all possible Dr/(a) is given by

k
(vj 117 < DT/(a)) 1 0; integer-valued, 1 < v; < ... < Up,(g) < k| = (|D (a)|)
T/
It follows that the expected volume of all embeddings C : T" — T is
emb(T’) = / {embeddings C:T — 9}' dPGW(9)
(ak)lDr/(v)l ( k ) F ~ ,

< (ak)FrlEVr=t < (ak?)tc. 5.4
=L o Ll o) = @ () .

veVp

The law of I conditioned on any such embedding is equivalent to its law under the measure PGW(T”’) described in
Definition 4.5. The expectation (5.3) is then equal to

emb(T") - [PGW(T’)] (B’ - D*/!) (5.5)

where emb(T”) < (ak?)!'c < (ak?)f<<.

Step 3. Probability bound for T’. We now bound the last term in (5.5), recalling that T’ € A1, and B” C Vv
with |B’| = [£e/#*]. The main difficulty is that the neighborhoods Br(1) C 7, for u € B’, need not be disjoint,
since we only ensure that variables in B’ have pairwise distance at least 2k, for k. an absolute constant. This can
be addressed by a simple modification: for # € B’, consider Br(u) as a tree rooted as u. In this u-rooted tree,
take each w € T’ N dyu and delete the subtree descended from it (without deleting w itself). Denote the result
Br(u)~ € Bgr(u). The modified neighborhoods Br(u)~, for u € B’, are mutually disjoint. Define the depth-two
subtree T, = T’ N B,(u), and note that Br(12)™ has the same law as the random tree I (1)~ defined as follows: first
sample I’ ~ PGW(T},) (rooted at u), then form " by deleting from I’ the subtrees of depth-two variables in T;,,
then form Jg (1)~ by taking the R-neighborhood of the root of 7. If the root of 7 is (¢ + 1)*-robust, then Ig (1)~
must be 1-nice. It follows that

1

<
~ exp(Q(|B’[k2k/4))

[PGW(T')] (B' C D*’i) < 1—1 [PGW(Tu)] (root of 7 is not (¢ + 1)*-robust (5.6)

uep’
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— in the intermediate expression we use I’ to denote a random variable with law PGW(T},), and the last bound is

by Proposition 4.15. We can substitute this last bound into (5.5), which we recall is equal to (5.3). Enumerating over

all pairs (T’, B’) (such that T" € A1 for { < ¢’ < {x.,, and B’ C Vpr with |B’| = [le/]) gives

%/

1<l <lx.

{embeddings (:T" < T such that {(B’) C D*'i(g)}’ APGW(9)

(c + 2)t/ (22l (g 2)l'e < exp({x.ck)
exp(Q([le/ B3] - k2k/4)) ~ exp(2k/4te)’

for k exceeding an absolute constant. The claimed bound follows. O

Lemma 5.3. Let I be any bipartite factor tree in which all clauses have degree at most k. Then
BSP(A; T
Al > BSPAT)]
2k
for any finite subset A of variables in T .

Proof. Let Ag = A, and for t > 1 we let A; be the union of A;_; with all variables u € I with [N(u) N A;_;| > 2.
Thus A = A9 C A; C ..., and (as in (3.17)) we define

BSP(A; 7) = UAt .
£>0
Forallt > 0,let G; = (A, Ft, Et) be the subgraph of 7 induced by A; — thatis, F; is the set of all clauses in I having
at least two incident variables in Ay, and E; is the set of all edges in  between A; and F;. As long as t is finite,
Gy is a finite subgraph of 7. If we denote the (maximal) connected components of G; by G;; = (As i, Ft,i, Et i)
for1 < i < i(t), and let A; = A N Gy, then we must have BSP(A;;G; ;) = A;;. If we can show for all i that
|Ati| < 2k|A;|, then summing over i gives
i(t) i(t)
Al = D 1Al < 2k )" Al = 2k|A]
i=1 i=1

If the bound holds for all ¢, then the conclusion of the lemma follows. Since each G; is a finite tree, we conclude
that it suffices to show the following special case of the lemma: for any finite bipartite factor tree = (V,F,E) in
which all clauses have width at most k, if A C V such that BSP(A; ) = V, then we must have |V| < 2k|A|.

To show the last assertion, for all v € V let 7(v) = min{j > 0: v € A;}. For each edge e = (av) € E, let

m(av) = min {2,

{u € da: 1(u) < T(v)}|} € {0,1,2}.

Since BSP(A; 7)) = V, the definition of BSP implies that each variable v € V must have
Z m(av) > 2.
a€dv

On the other hand, for each clause a € F, if we reorder the variables in da as (vy,...,0}9,)) such that 7(v;) is
nondecreasing in i, then we must have m(av;) = 0 and m(av,) € {0, 1}, so

Z m(av) <0+ 1+ (|da] - 2)2 = 2|da| - 3.
veda

Combining these inequalities gives

2qV\AI< Y Y mav) =3 Y mav) < Y (2|8a| - 3) = 2|E| - 3|F].

veV aedv a€F veda acF

Since = (V, F, E) is by assumption a finite tree where all clauses have degree at most k, we must have

V| -1=|E| - |F| :Z(|aa|—1) < (k-1)|F|.

acF
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Substituting into the previous gives

2V \ Al < 2(|V] - 1l) - Fl < (2— ﬁ)(m -1).

Rearranging gives

vi-1 _ V]
Al>1+ > —
Al = 2(k—1) ~ 2k’
which proves the claim. The lemma follows as discussed above. O

Lemma 5.4. Let I be any bipartite factor tree in which all clauses have degree at most k. For any ¢ > 2 and { > 1,
and any T € Aco(T), thereis atree T’ € Ay ¢(T), withd = c+2 and £ < £’ < {(¢)X, such that

. 1 i
|DK”1 N VT’| > %(lDEF‘ N VTl + |VT/ \ VTl

forie{0,1}.

Proof. Recall Definition 3.10 that v € DEF' if and only if v € BSP(D*' N Br//5(v); Br/2(v)). Let T’ = Breja(T),
that is, the union of the (R’/2)-neighborhoods of all variables in T. Let Ag = D*' N J”, and for t > 1 let A; be the
union of A;_; with all variables in I that have at least two neighbors in A;_;. Then let

Aw = UAt =BSP(D*'NJ";T7).
t>0

Let G be the subgraph of ’ induced by A;. We will construct a sequence of trees T, = (V5,Es, Fs) € Goo
(terminating at T”), as follows. Let Ty = T. For all variables # € A, let (1) = min{t > 0:u € A;}. Fors > 0, let

U(Ty) = {u eV,

1 < 1(u) < o0, and u does not have at least
two neighboring variables in T; with smaller 7 }

If U(T;) = @, we terminate the process and set T, = Tw. Otherwise, take any u € U(T;): it must have at least one
neighboring variable u’ that does not lie in T; and has 7(4”) < t(#). Among all such #’, choose one with minimal
7. Let Ty4q be the graph induced by Vs U {u’}. In the resulting Too = T”, any vertex that did not belong to T will
have degree at most 3, while any vertex that did belong to T will have its degree in T’ at most two larger than its
degree in T. It follows that T" € Av (T ), with ¢ = c+2and £ < ¢’ < £(¢')R. It is straightforward to check (e.g. by
induction) that the above construction implies

(DEF N Vr) U (Vpr \ Vr) € BSP(D™' N Vi T').
Combining with Lemma 5.3 gives

BSP(D*' N Vi, T”)
2k

as claimed. O

1 ) )
§(|DEF10VT|+|VT'\VT|) < <|D*'nVpl,

Proof of Proposition 5.1. It follows from Lemma 5.4 that
PGW(|DEFi N Vr| = fe for some T € A(,g)
[

< Z PGW(|D’<~imVT,|Z
o=t

+ -
% for some T € Ay /| .

It follows from Lemma 5.2 that the last expression is upper bounded by

MNP + (7 — 0)]) . OWep(kt) _ exp(k*0)
exp(2K/4[e + (& — 0)]/(2k)) ~ exp(Le2k/4/(2k)) ~ exp(fe2k/*/k2)’

concluding the proof. O

={



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 91

Up to this point we have proved bounds for the PGW(T) measures (for instance, Proposition 4.15) by direct
analysis — the basic intuition being that, when T is a sparse tree, the PGW(T') measure is not so different from the
PGW measure. We now make this more precise by proving a general bound which allows us to more easily transfer
bounds from PGW to PGW(T):

Lemma 5.5. Let T be any fixed variable-rooted tree of maximum degree ¢, where ¢ is an absolute constant. Then the
Radon-Nikodyn derivative between the measures PGW(T) and PGW satisfies the second moment bound

E[(dPGW(T))Z} <
APGW

where E denotes expectation under PGW. (The bound holds for k > ko where ko depends only on ¢.)

Proof. According to the original definitions, in a random tree 7 ~ PGW or 7 ~ PGW(T), only the root variable
is distinguished, while all other variables are unlabelled. For the purposes of this proof, however, we now instead
consider both 7 ~ PGW and & ~ PGW(T) as rooted labelled trees, where the children of each vertex are ordered
uniformly at random. Separately, we also assume that T comes with a fixed labelling of its vertices, so that we may
speak of embeddings T — I
Step 1. Martingale of Radon-Nikodym derivatives. If PGW(T) <« PGW, then the labellings discussed above
do not affect the value of the Radon-Nikodym derivative, which we hereafter write as

_ dPGW(T)

- dPGW

To show that PGW(T) << PGW (so that X is well-defined), and to obtain the bound on ¥ claimed in the statement
of the lemma, we shall take the limit of depth £ — 0. Let Ty = By(0;T); and let Iy = B(0gr; I ) where vgy is the
root variable of . Let %, be the o-field generated by . Define the restricted measures

—saw (T) = XTT).

PGW =PGW| , PGW((T) = PGW(T)|  =PGW((Ty).
{

Fu
For finite ¢ it is clear that PGW(T) << PGWy, so we can define the Radon-Nikodym derivative
dPGW,(Ty)
= —=X(91:Ty),
‘= ~Ipaw, «(T6:T)

which is a nonnegative martingale. We will show inductively that for all £ > 0 we have

M(f) = max]E[(%g(,%; Tg))z (5.7)

where the maximum is taken over all depth-{ trees Ty of maximum degree ¢. This will imply that the martingale
X, is bounded in L?, so that (by the L? martingale convergence theorem) it converges almost surely to a finite limit
X = X, satisfying the same L? bound.

Step 2. L? bound on martingale. We now prove (5.7). The base case { = 0 holds trivially since X, = 1, so let us
suppose inductively that the bound holds up to depth £. Suppose T has root degree f, meaning that the variable o0 has
child clauses ay, ..., a;. Suppose a; has t(i) children in T, which we denote v; 1, ..., v; 4. Let emb(T,J") denote
the set of embeddings T < J that map root to root, and note that at depth one we have

t
lemb(Ty, 77)| = (d); ﬂ(k — i)

where d is the root degree of 7. Let E denote expectation over I and over a uniformly random element C from
emb(T;, 7). We then have the recursion

pois ;. (d — t)E{

X11(90; 1) =
[+1( 0 [+1) pOiSak(d)

1_[ 36e(ffz(C(U;’;’));Teurl(vij))},
(i,j)A<ist,
1<j<t(i)
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for a rooted tree U we write U (x) for the subtree of U descended from vertex x, and Uy(x) = By_;(x; U) (we view
U(x) and Uy(x) as being rooted at x). We can then express the second moment as

x| = B[ (2)o{ [T (o Toten et | 7|

t
(ak) (i,j):1<i<t,
1<j<t(i)

where E now refers to expectation over 7 and over a uniformly random pair of elements , & from emb(T;, 97). Let
j(C, &) count the number of pairs (i, j) for which C(v;;) = £(v;}), and note that
1} <E

for M({) as in (5.7). Since T has maximum degree ¢, we can rather crudely bound i(C, &) < ca(C, &) where a(_, &)
counts the number of indices 7 for which ((a;) = &(a;). For any fixed C,
(6 a(C &) = s} _ (d—heslD)s
lemb (T, 71| (d): '

E{ 1_[ Xy (Jg(C(v,])) T(+1(Ul])) ’Q(J(z(é(v,])) 7}»+1(01])) My é)]
(

i,j:1<i<t,
1<j<t(i)

It follows from this that

]E[(er)Z]S]E{((f]z;t) Z(d e Z(t)s (@S IO

Combining with the inductive hypothesis (5.7) glves

E[ (¢ = Z MO < > (%) <2,

where the last bound holds for k > ky, and verifies the induction. As noted above, it follows from the L? martingale
convergence theorem that PGW(T) <« PGW, with Radon-Nikodym derivative X satisfying the claimed bound. O

5.2. Orderliness and containment. As above, let 7 denote a sample from the measure PGW. This subsection is
primarily occupied with the proofs of the following two propositions:

Proposition 5.6. Leti € {0,1}, and let $' = $1(F) denote the set of all variables in I that are not i-self-contained.
There is an absolute constant ko (depending only on the absolute constant 6. which appears in Definition 3.11) such that
forallk > ko we have

o . . 2
PGW ( I contains a path P of { variables, ) < exp(k?f)

emanating from g, with |80 Vp| > be | = exp{2kd-/3¢e} ’
for alle > 0 and integer { > 0.

Proposition 5.7. Leti € {0, 1}, and let @' = DY(T) denote the set of all variables in I that are not i-orderly. There is
an absolute constant k, (depending only on the absolute constant 5. which appears in Definition 3.12) such that for all
k > ko we have

o ) : 2
PGW ( T contains a path P of { variables, ) < exp(k*0)

emanating from vy, with [@' N Vp| > le | = exp(2K/4te/k3)’
foralle > 0 and integer { > 0.

From these propositions, it will be fairly straightforward to deduce the next two corollaries, which are the main
consequences from the analysis in this subsection:

Corollary 5.8. Fori € {0, 1}, recall what it means for a variable to be i-fair (Definition 3.13). For 0. a sufficiently small
positive absolute constant, we have for all k > ko (where ky is an absolute constant depending only on d.) that
1

PGW(U not i- air) < —
o e exp(2k0-/3R [ k)

forallR asin (3.1), withr > 1.
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Corollary 5.9. Recall what it means for a variable to be proper or improper (Definition 3.1). Further, fori € {0, 1},
recall what it means for a variable to be i-excellent (Definition 3.14). We have

1
exp(Zk‘S*/4R)

forallk > ko, where k¢ is an absolute constant (depending only on the absolute constant O.).

PGW | vy, is improper or not i-excellent| <

Proposition 5.7 is a straightforward consequence of the definitions together with Proposition 5.1, and we give its
proof next. We then give the proof of Proposition 5.6, which is slightly more involved. Finally, at the end of this
subsection we give the proofs for Corollaries 5.8 and 5.9.

Proof of Proposition 5.7. If £e = 0 the bound is vacuous, so we assume without loss that e > 1. Suppose I contains
a path P of £ variables emanating from vy, such that Sy = Q” N Vp has size |Sg| = fe. For any u € S, there is a
path (1) € 7 that emanates from u, along which more than (8.)? fraction of the variables are i-defective. We will
define a sequence Sp 2 S; 2 ... as follows: as long as S, # @, take

s € arg max {Iy(u)l ue s} 5= 501 \ Bup o (ts).

Eventually this terminates at S = @, and the resulting sequence of paths y(u;) will be mutually disjoint. Since
So was a subset of the path P, we have

Ss—1 \ Ss < 4|Vy(u$)| .

< ‘Vp 0 Bajy (ug))+1(ts)

Let U be the union of the paths y(u;): then

S S
_¥ AN _ ISl  te
Vul = Z Vil 2 5 D (|ss_1| - |ss|) =r e

s=1
Let T = PUU. Then T € A3 (T ) for some ¢ > £, and |DEF N V| > |DEF N V| > [Viy|(6.)°. Note that since
|[Viu| = fe/4 and also |Vr| < |Vp| + |Vi1], we have
14 Vr| -V, ! Vr| - |V { -1
|VU|Z_€+|T||P|:_€+|T||P|:_€+ .
8 2 8 2 8 2

It follows that

o . .
PGW ( J contains a path P of £ variables, )

emanating from vy, with |[@1 N Vp| > le

< Z PGW(some T € As¢(T) has |DEF N Vr| > [%e + ¢ 2_ g}(é,f) .
U=t
It follows from Proposition 5.1 that the last expression is upper bounded by
exp(k?[€ + (¢ = 0)]) < O(1) exp(k*¢)
2= exp((0. 32814 [be /8 + (' = 0)/2]/K?) ~ exp((5.)°2/4¢e/(8k2))

and the result follows. m]

We now turn to the proof of Proposition 5.6. For the reader’s convenience, we repeat (3.18) here:

i ~ exp{k(5.)71B(u, v)}
Ri(v,t) = Z exp{(kIn2)(1 + 6.)d(u,v)}

w:t<d(u,v)<2R’

for 1 < t < 2R’. For any variable v, let

paths P emanating from v of length } (5.8)

i — r
') = { IP| < 2R’ — 1 with [DEF N Vp| > [Vp|(6.)?
(Recall that for a path P of length |P| = ¢ — 1, the number of variables is |Vp| = £.) Let

y'(v) = 1 + max {lPl :P e Fi(v)} .
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By definition, every path in T(v) has length at most 2R’ — 1. If () does not contain any (non-null) path, then we

define !(v) = 1. Therefore we always have 1 < ¥'(v) < 2R’. If yi(v) < d(u,v) < 2R’ — 1, then the shortest path
between u and v must have less than (5.)° fraction of i-defective variables. Define also

6*
7(v) = min {t > 1:|Be(v)| < exp {(kan)(l + ?)E} forallt </{ < 2R/} , (5.9)
and note that 1 < 7(v) < 2R’. Recall the definition (3.19) of rad'(v). We claim that rad'(v) is upper bounded by

)(i(v) = max {yi(v), )7(0)} , (5.10)

where 1 < x'(v) < 2R’. Indeed, if t > )'(v), then (by taking k > k, with ko an absolute constant) we have

2R’ -1
i |Be(v)| exp{k(5.)7"(6.)*(1 + £)}
R ) < ; exp{(kIn2)(1 + 0.)0}
2R’-1

exp{k(6.)?(1 + )} < O(1) exp{2k(6.)?} < 1

1
: ; exp{(kIn2)(0.72)0) ~ expl(kIn2)(6./2)] — exp(ko./3) ~ 4~

This shows that rad'(v) < x!(v), and we now turn to controlling x'(v). The sketch for the proof of Proposition 5.6
is as follows: in Lemma 5.11 we show that if & ~ PGW, then it is very unlikely to have a sparse subtree T C I
where many variables have a large value of (u). In Lemma 5.12 we show that if I has a path P emanating from
Ugr With many variables that are not i-self-contained, then there is a sparse subtree P C T C J such that either (i)
T has many variables with a large value of (1), or (ii) T has many i-defective variables. The probability of case (i)
is bounded by Lemma 5.11 while that of case (ii) is bounded by Proposition 5.1, and the result of Proposition 5.6
follows. The remainder of this subsection gives the details of this argument.

Definition 5.10. For T € A (9 ) and S C Vr, we say that the pair (T, S) is e-thick (in 7) if the neighborhoods
By (uy(u) for u € S are mutually disjoint with
Z (77(u) - 1) > le.

ues

(Note that variables u with (1) = 1 give no contribution to the above sum.) We then say that T is e-thick if (T, S)
is e-thick for some S C V7.

Lemma 5.11. For k > ko (an absolute constant depending only on the absolute constant 0.), we have

. L exp(k?()
PGW|someT € A3 (T ) ise-thicking | £ ———————
exp{2ko-/20¢ [ K5}

foralle > 0 and integer { > 0.

Proof. We shall bound the expected number of e-thick subtrees of 7. To this end, first let us fix a sparse tree T € As ¢
and a subset of variables S C V7. Similarly as in the proof of Proposition 5.1 (cf. (5.3) and (5.5)), we use Markov’s
inequality to bound

PGW(there exists an embedding C : T < J such that (C(T), C(S)) is e-thick in T )

]

< (ak?). [PGW(T)] ((T, S) is e-thick in 9‘) , (5.11)

{embeddings C: T — T such that (C(T), C(S)) is e-thick in 9'} APGW(9)

where in the last line (ak?)** is an upper bound on emb(T) (similar to (5.4)). Now let A denote any tuple of integers
(M) : u € S) such that A(u) > 1 forallu € S, and

I/\IEZ/\(u)Zl’e.

ues
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Recalling the definition (5.9) of 7, we see that if (1) — 1 > A(u) > 1 then the ball |B;(,)(#)| € I must be large.
Therefore, writing T;, for the tree T N B, (1) rerooted at u, we have

[PGW(T)] ((T, S) is e-thick in 9‘)

forall u € S, and the B,(,)(u) are mutually disjoint

< ; g [PGW(Tu)] (|BA<M)(URT) > exp {(k In z)(1 + %)/\(u)})
1/2
< Z 1_[ { (exp{(Zkb /Z/ks))\ u)}) }/

ues

< Z [PGW(T)] ( [Baqu) ()] > exp{(kIn2)(1 + 6./2)A(u)} )
A

where the last inequality follows by Lemma 4.7, Lemma 5.5, and the Cauchy-Schwarz inequality. Note that for all
A>eandx > 1wehavelnx < x —1 < (InA)(x — 1), and rearranging gives A* > Ax. It follows that

. o exp{O(1)|S[}
[PGW(T)] ((T,S) is e-thick in J) < ZAl (@A)

(where, as always, O(1) refers to an absolute constant). Note that |S| < ¢, and the number of distinct tuples A with
|A] = L is crudely upper bounded by
( L-1 ) <9l
IS|-1) =~

Substituting these bounds into the preceding calculation gives

. o 2L exp(O(¢)) exp(O(¢))
[PGW(T)] ((T, S) is e-thick in 7 ) < Z exp{(2K0-12[K3)L/2} < exp(25-T20e K]

L>le

The result follows by substituting this into (5.11), and then summing over all (T, S). (The size of A3y is bounded by
exp(O(¢)); and for any given T € As ¢, the number of subsets S C Vr is clearly at most 2¢.) O

Lemma 5.12. Let J be any bipartite factor tree rooted at variable vy;. Let 8t = §(T") denote the subset of variables
T that are not i-self-contained. Fore > 0 and { > 1, if I contains a path P emanating from vy, with |Vp| = { and
|81 N Vp| > €l, then at least one of the following must occur:

(i) ThereisatreeT € Asp(T) (with{’ > {) which is €’-thick for €’ defined by
1 le
Ve ==’ -0)+—].
¢=gle-0+%)

(ii) ThereisatreeT € Ay p(T) (with €' > £) with

DEF N V| >
| T| > 5 5

6. ¢—¢ e
1 + .
Proof. Let So = 81 N Vp. For each u € Sy, by definition there exists g(u) such that
1<d(u,g(u) <R,
1<d(u,g(u)) <rad(g(u)) < x'(g(u) < 2R’. (5.12)

We will first build a tree T”, with P € T/ € 7, by combining P with paths between u and g(u) for a subset of u
from Sy, as follows. We will keep track of
8'NVp=5252...25,. =92,
P=TyCT,C..CT, =T.
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As long as Ss—1 # @, we can choose U5 from S;_; such that g(u5) achieves
g0 = e = ma (gt € 5. ).

Let P; be the path joining s to (us); it has length |Ps| = d(us, g(us)) < rad'(g(us)) —1 < xs — 1. Let
Ts = Ts—1 U Ps,
S5 = Ss-1\ Bagr,—1)(g (1)) -
Then the paths Ps will be mutually disjoint: indeed, for any s < t, by definition the variable u; must lie outside

the ball By(,._1)(g(us)), so the distance between g(us) and u; must be at least 4(ys — 1) + 1. Since g(us) € Ps and
Uy € Py, we conclude that the minimum distance between P, and P; must satisfy

d(Ps, Py) > d(g(us)/ut)_ |Ps| = |Pt| > (4()(5 - 1)+1) (s =D =(xt =1 =22xs -1,

where the last step uses that s > x;. We then continue the procedure until we reach S
define T’ = T;, . Note

= @, at which point we

Smax

Vil < €+ ) dlus, g(us)) < €+ ) (s = 1). (5.13)
s=1 5=

The intersection between By, -1)(g(us)) with (any) path P can contain at most 8(xs — 1) + 1 < 9(xs — 1) variables,
where the last inequality holds since xs > 2 from (5.12). Therefore |Ss| = |Ss—1]| — 9(xs — 1), which implies

smi()(—l);mzaxlsé‘ il = |S|_@z%€. (5.14)
Recall (5.10) that x'(v) = max{y(v), (v)}, so one of the following must hold:

Z (Yigtun-1) = ] Z (g -1), (5.15)

> (7(gwn -1) = ] Z (x(g( -1) (5.16)

We consider separately the two cases:
(i) If (5.16) occurs, then we let T = T’. Combining with (5.13) and (5.14) gives

Z(?(g(us))—l) f(xs > 2l@-0+ Sl

Therefore the tree T = T is €’-thick for €’ as defined in the statement of the lemma.

(ii) If (5.15) occurs, then for each s we can find a path Qs emanating from g(us) with y(g(us)) variables, of which
at least (6.)* fraction are i-defective. Let T be the union of T’ with all the paths Qs, for 1 < s < Syay. The Qs
are mutually disjoint. Recalling (5.13), we have

Smax Smax Smax
= Vil <0+ ) -0+ ) (Yw) =) <042 ) (e - 1), (517)
s=1 s=1 s=1
Combining (5.14), (5.15), and (5.17) gives
Smax Smax 3 Smax

IDEF N V| 2 > IDEF N Qs 2 (6.)°

(6.)° [e' -y l’e]
> + —.
4 2 9

Combining the two cases gives the claim. O
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Proof of Proposition 5.6. It follows from Lemma 5.12 that

T contains a path P of { variables,

. < P, .
emanating from vy, with |31 N Vp| > e | = P + Pai)

PGW (

where Py and P refer to the two cases of Lemma 5.12. For case (i), we use Lemma 5.11 to bound

P < Z exp{k2[{ + (¢’ — )]} < exp(k?0)
0 exp{20-/2[0e/36 + (£ — £)/4]/K5) ~ exp{2k/20e/ko}

>t
For case (ii), we use Proposition 5.1 to bound
P < Z exp{k?[{ + (' = 0)]} < exp(k?f)
0= L exp{(6.)225/4[Le /36 + (" — €)/8]/k2} ~ expl{2K/*e/k3}

1224
Combining gives the result. O

We conclude this subsection with the proofs of Corollaries 5.8 and 5.9, which are easy consequences of what was
proved above.

Proof of Corollary 5.8. Recall from Definition 3.13 that an acyclic variable is termed i-fair if (i) it is i-stable; (ii) its
5R’-neighborhood contains no more than exp{k?(5R’)} variables; and (iii) every length-R’ path emanating from it
contains at least one i-perfect variable, where i-perfect means both i-orderly and i-self-contained. For condition (i),
it follows from Proposition 4.17 that

1
exp(2k/20R)

For condition (ii), it follows from Lemma 4.7 and Markov’s inequality that

PGW(?}RT not i—stable) <

e 1
< .
exp{exp{k*(5R")}/(ak?)>}'} ~ exp(exp(kR))
For condition (iii), it follows by combining Propositions 5.6 and 5.7 that

PGW(|BsR/(vRT)| = exp{kz(SR’)}) <

T contains a path P of R’ variables, O(1) exp(k?R’)
PGW . . i <—————.
emanating from vy, with Vp C g U,@‘ exp(Q(Zk‘s*/3R’))
Combining these bounds gives the result. O

Proof of Corollary 5.9. Recall from Definition 3.14 that an acyclic variable v is termed i-excellent if its neighborhood
T = Byor’(v) satisfies condition (3.20), which we repeat here for convenience:

1
exp{k3R’} "

Baor/(#4) contains any

Pexi(T) = PGW ( variable which is not i-fair

Bior/ (1) = T) <

By Markov’s inequality and iterated expectations,

pex,i(BIOR’ (URT; ,/57))
1/exp{k3R’}

p= PGW(Z]RT not i—excellent) < / dPGW(9)

= exp{k’R’} PGW(BzoR/ (vgr; T) contains any variable which is not i—fair) .
By another application of Markov’s inequality, together with the unimodularity property (4.1), we find

p < exp{k’R’} Z l{u is not i-fair} dAPGW(9)

u€Byor! (Vrr;T)
= exp{k’R’} / |BZOR/(URT;7)|1{URT not i-fair} APGW(T) < Psmall + Plarge ,

where pgman is the contribution from the event |Bar/(Urr; 7)| < exp{k®R}, and piarge is the contribution from the
complementary event. It follows from Corollary 5.8 that
1

exp(zké*/3R/k2) ’

Psmall = exp{k®R’ + sz}PGW(vRT not i-fair) <
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The contribution from the complementary event is

Plarge — N - > 2 o
exp{k3R’} = / |B20R (URT>'/)|1{|B20R (URT>'/)| = exp{k R} dPGW(J)

< eXP{sz}PGW(|B20R’(URT;9)| 2 eXP{sz}) +/ PGW(|B20R’(URT§9)| >s|ds.
exp{k?R}
It follows from Lemma 4.7 that this is very small: plaee < 1/exp(exp(kR)), which is negligible compared with the
bound on pgma. Combining these gives the claimed bound (it is easy to show, using Markov’s inequality, that the
probability for vy to be improper is negligible). O

5.3. Combinatorial analysis of preprocessing. In this section we analyze the preprocessing algorithm described
by Definition 3.15, which maps the original k-sAT instance € to its pruned version pr &. Recall that the procedure
starts from an initial set A € V, which is the set of all variables in & that are improper (Definition 3.1) or not
1-good (Definition 3.14). It then iteratively produces a sequence & 2 (G4 2 1G4 2 ..., terminating in pr& =
& \ BSP’(A; ©). It is a straightforward consequence of Corollary 5.9 that the fraction of variables in the initial set A
is 0r(1), so the main challenge is to bound the effect of the BSP” procedure. We do this in two parts:

a. The current subsection (§5.3) is devoted to the proof of a structural result, Proposition 5.14, which says roughly
that if BSP’(A; €) has a large connected component, then € must contain a certain kind of subgraph (either a
“bicycle” or a “sparse corrupted subtree”) of comparable size. This statement holds deterministically.

b. In the next subsection (§5.4) we bound the probability for such subgraphs to occur (Lemma 5.21). This allows us
to control the typical size of BSP'(A; &), and we conclude §5.4 with the proof of Proposition 3.22.

Turning to the task of this subsection, we note that BSP” is highly analogous to the BSP procedure (3.17), which

determined the i-defective variables based on the initial set D**! (see Definition 3.10). Recall from §5.1 the result

Lemma 5.4, which roughly says that if  has a sparse subtree T that has a large intersection with the i-defective

set, then it must also have a sparse subtree T’ (T C T’ C ) that has a large intersection with the initial set D**'.

We now prove an analogous result for BSP’, given by Proposition 5.14 below. To state the result, we introduce the

following definition:

Definition 5.13. Let € = (V, F, E) be a bipartite factor graph, and fix any A C V. We say that a subtree T C & is
e-corrupted with respect to (A, €) if there is a subset of vertices B C Vr N A such that |B| > €|Vr|, the minimum
pairwise distance between vertices in B exceeds 2R, and the graph

T UBr(B; %)
is acyclic. (We may say simply “e-corrupted” if (A, &) is unambiguous.)

Proposition 5.14. Let & = (V, F, E) be a finite bipartite factor graph in which all clauses have degree k, and let A be
any subset of V. IfBSP’(A; &) contains a connected component & of diameter at least 5L where L > 400R, then either
(i) there is a subgraph B’ C B with diam B’ < 11L that contains at least two cycles; or (ii) there is an 1/(80R)-corrupted
subtree T C RB of maximum degree at most four with |Vr| > L and L < diam T < 11L.

The remainder of this subsection is devoted to the proof of Proposition 5.14.

Lemma 5.15. Let T = (V, F, E) be a finite bipartite factor tree in which all clauses have degree k. Assume that I has
diameter L > 8R. If A is a subset of V such that BSP’(A;J) = T, then there is a 1/(80R)-corrupted subtree T C I of
diameter L and maximum degree at most four.

Proof. Since diam I = L, it must contain some path P of length L. Let vy, denote one of the endpoints of this path.
From now on we regard  as being rooted at vUgy.

Step 1. Simplified bootstrap percolation of marked blocks. We now define a much simpler bootstrap percola-
tion process, which we will show (in subsequent steps) to dominate BSP’(A; 9) in an appropriate sense. For integers
j = 0,let T [j] denote the subgraph of 7 induced by variables whose distance to the root vy lies between 4R;j and
4R(j + 1); we then consider each connected component of 7 [j] as a “block.” Note that the blocks themselves have
a tree-like (i.e., hierarchical) structure: if U is a block rooted at depth 4R(j + 1), then its root is a leaf of a block U’
rooted at depth 4R, and we say that U is a “child block” of U’. Let ‘B be the tree structure of blocks. Let Ay be the
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set of all blocks that intersect A. For t > 1 we will say that a block belongs to A; if either it belongs to A;_1, or has
at least two child blocks in A;_;. Iterate this to define the set of all “marked” blocks,

mark(Ay; B) = U A .

t>0
Note that this “marking” is also a bootstrap-percolation-type process, but is much simpler than BSP’.

Step 2. A general property of BSP'(A; J). We next state and prove a useful property of the BSP’(A; I) process:
if S is any subset of V which does not intersect A, then in the first round of BSP’(A; ") in which any variable is
deleted from S, it must be the case that some variable on its internal boundary

oS = {u €S :u € By(w;T) for some w GV\S}

is also deleted. To see that this property holds, say the first deletion from S occurs at round ¢ +1. This means that after
round f, the subgraph remaining in the BSP’(A; ) process is 7; = (V;, F;,E;) € F with V; 2 S (i.e., no variable
has yet been deleted from S). The subgraph remaining after the next round t + 1is J541 = (Vi41, Fr41,Et+1) € ¢
where V; \ Vi intersects S. By the definition of BSP,

Tt =T \ Br(At; )

where A_; = A and A; = Act(J;) for t > 1. Now suppose for contradiction that V; \ V;4; does not intersect d™™S.
For any variable v, its neighborhood Br(v; ;) is a connected subgraph of J; (hence also of 7). As a result it must
be that for all v € Ay, the neighborhood Bg(v; 7;) is either disjoint from S, or contained in S \ ™. Since V; \ Vi14
intersects S, there must be at least one v € A; with Br(v; J7) € S \ d™S. Since S does not intersect A, it must be
that f > 0 and v € A; = Act(J;). By definition of Act(J;), this means that some clause a in Bg(v; J7) must have
degree less than k. Since all clauses in I were assumed to be of degree k, this means that in I there was a variable
u € da which was deleted by the end of round ¢. However u must also belong to S, contradicting the hypothesis
that no deletion occurred from S by the end of round ¢. This proves the claim.

Step 3. Comparison of marking and BSP’. We now argue that the marking process “dominates” BSP’(A; ) in
the following sense. Let us say that a block U is a “tall block” if it has depth at least 2R; otherwise we call U a
“shallow block” We claim that any tall block must be marked. Suppose for contradiction that this is not the case,
then let U be any block of maximal depth among all the unmarked tall blocks. This means that all the child blocks of
U must be marked, or be shallow blocks. Since U itself is unmarked, the definition of the marking process implies
that at most one child block of U can be marked. If such a block exists we will denote it U’. We let W denote any
child block of U which is unmarked; this means that W must be a shallow block.

We now argue that throughout the BSP’(A; I) process, W has no influence on U. To see this, apply the claim
from Step 2 with S = W. Since W is a shallow block, it follows that at the first round during BSP’(A; J") in which
any variable is removed from the upper half of W, the root of W must also be removed. After this, any variables
remaining in W will be disconnected from U. Thus, throughout BSP’(A; 9), there is no time at which any variable
u € U has in its (3R/10)-neighborhood a clause a of degree less than k that lies in W. This shows that W has no
influence on the evolution of U under BSP’(A; J).

Let p denote the root of U, and let p” denote the root of U’ (if it exists). Let 7 be the first time during BSP’(A; J")
that any variable is deleted from U; note that 7 must be finite by the assumption that U is a tall block. Let 7,
be the time that p is deleted, and let 7,/ be the time that p’ is deleted. It follows from the preceding discussion
that 7 = min{7,, 7,/}. Let us suppose first T = 7, < 7. At time 7, the BSP’(A; ") process deletes a connected
component U, containing p. The definition of BSP” implies that variables in U, can lie at depth at most 13R/10
below p, and hence at distance at least 27R /10 from p’. As aresult, no other variables will be removed from U until
time 7,/, when the BSP’(A; 7) process deletes a connected component U, containing p’. Variables in U, can lie
at distance at most 13R/10 from p’, hence at distance at least 7R /10 from U,. No other variables will be removed
from U after time 7,y. In particular, this contradicts the assumption that U is a tall block and BSP’(A; J) = 7. Very
similar arguments give the desired contradiction in the cases T = 7y < 7y and T = 7y = 7). This proves our claim
that any tall block must also be marked.
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Step 4. Extraction of sparse subtree. Now recall that the tree J is rooted at a variable vy, from which there
emanates a path P of length L > 8R. Let = ¢/(8R) and note that | L/(4R)] > L/(4R) — 1 > {. It follows that there
is a path of blocks ¥ = (Uy, ..., Uy), where Uy is rooted at vy and U is a child block of U;_; foreach 2 < i < {. By
the claim proved in the previous step, each U; must be a marked block: that is, each U; either intersects A or has at
least two marked child blocks. It follows from the definition of the marking process that the path ¥ can be covered
by a disjoint union

S
=] |y
j=1

where each 1j is a nonempty full binary tree of marked blocks, rooted at a block Ui(]-) € ‘B, such that the leaves ﬂj

of T; are all blocks intersecting A." Let T be the tree of blocks given by the union of T;, ..., Ts; it has maximum

degree at most four. We then construct a subtree T C I as follows:

a. For 1 < j < slet Bj C A be defined by taking one variable from U N A for each U € ;.

b. For 1 < j <sletTj C J be defined by taking the union of all paths between B; and the root of Ujj).

c. For1 <j < s —1,let Q; be the union of Tj with a path joining the roots of Ui(j+1)-1 and Uj(j+1). Let Qs be the
union of T; with a path joining the root of U, with a variable of maximal depth in U,. (The precise definition of
Qs is not so important; we choose this one as it will guarantee diam T = L.)

d. Let T € I be the union of Qy, ..., Qs. Let B’ be the (disjoint) union of By, ..., Bs.

Thus T is a subtree of I that includes the root v, and has maximum degree at most four. We now argue that T is

1/(80R)-corrupted. The intersection of T; with any block U is given by a union of at most two paths, so contains at

most 8R variables. This implies

Vgl < > |V nU| < 8R|T|

Ueg;
where || denotes the number of blocks in T;. We then have [Vq,| < |[Vr| + 4R < 8R(|T;| + 1), so
S S
Vel < ) Vol <8R D (|z]-| + 1). (5.18)
=1 =1
On the other hand, in any nonempty full binary tree, the number of leaf nodes is exactly one plus the number of
internal nodes, so
% ﬁA|>|B’|—251|B4|>zsl|)3'|—zs:|Ij|—+1 (5.19)
T = - £ Jjl= & = P 2 ' ’

Since T has maximum degree at most four, we can extract B C B’ with |B| > |B’|/5 such that variables in B lie at
pairwise distance greater than 2R. Combining with (5.18) and (5.19) gives
|Bl _ |B] 1
-
[Vr| — 5|Vr| — 80R
so T is 1/(80R)-corrupted as claimed. (Note in this case that the condition that T U Br(B; ") be acyclic is trivially
satisfied, since I is a tree.) O

In fact, by an essentially identical proof, we have the following slight generalization of Lemma 5.15, which will
be used in the analysis that follows.

Corollary 5.16. Suppose & = (V,F,E) is a finite bipartite factor graph in which all clauses have degree k, and which
can be expressed as

g=gUug
where &’ is an arbitrary graph, and I is a tree that intersects &’ at a single variable v, such that 5 has depth L when
rooted at v. If A is a subset of V such that BSP'(A; &) = &, then there is a 1/(80R)-corrupted subtree T C T of
maximum degree at most four, with L < diamT < diamJ < 2L.

e will explain the T; by an example. The root of T is always Uy, so i(1) = 1. Suppose that Uy does not intersect A, in which case it must

have two marked child blocks, say U, and az. Suppose that these do intersect A. Then T; consists of U;, Us, and ljlz. We then take T, to be
rooted at Us, so in this case i(2) = 3. Suppose Us also intersects A; then T, consists only of Us. We take T3 to be rooted at Uy, and so on.
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Proof. The proof of Lemma 5.15 applies to T ; the only difference is that we fix v to be the root of 7. In the final
step of extracting B from B’, it is easy to arrange that none of the variables in B lie in the topmost block of 7.
By construction, the tree T has depth exactly L, hence diameter between L and 2L. Then the requirement that
T U Br(B; €) be acyclic is satisfied, since this will be a subgraph of the tree 7. O

For the proof of Proposition 5.14, the main challenge remaining is to reduce to the case of Corollary 5.16 (or to
its special case Lemma 5.15). To this end, it is useful to consider a slight variant of BSP” (Definition 5.17) and prove
a self-consistency property thereof (Lemma 5.18 below).

Definition 5.17 (slowed removal process BSP”). Let € = (V, F, E) be any bipartite factor graph (finite or infinite),
and let A be a finite subset of V. Recall from Definition 3.15 that the removal process BSP’(A; &) goes from &; to
G141 (for t > —1) by removing the R-neighborhoods of all the variables in A;, where A_; is the initial set A, and
Ay is defined inductively using (3.21) as Act(%;). We now define the process BSP”(A; €) which is equivalent to
BSP’(A; &) except that it removes one R-neighborhood at a time. That is to say, for each { > —1, we arbitrarily order
the variables in A; as

(vt,i 11<i < |At|),

and then remove first Br(v;,1;%;), then Br(v; 2; G;), and so on. We say that v; ; is visited at the i-th step of this
process (even if it may have been deleted at an earlier step). Thus BSP” reaches the graph &;,; in

t
D lAdl

s=-1
steps. The point of BSP” is that each step cannot increase the maximum component diameter (of the removed
subgraph) by too much: if the maximum component diameter before a BSP” step is ¢, the maximum component
diameter after the BSP” step is at most 2(£ + R + 1). We let BSP® denote the BSP” process stopped after s steps.

Lemma 5.18. Let & = (V, F,E) be any bipartite graph (finite or infinite) in which all clauses have degree k. Let A
be a finite subset of V.. If for some finite s we have BSP*(A; &) = F, then BSP'(Age; #) = H where Age denotes the
restriction of A to I .

Proof. First we note that Ag is a strict subset of A if and only if BSP® stops before the initial round of BSP’(A; %)
is finished, i.e., if and only if s < |A_;|. In this case the result is straightforward: let U_; € A_; denote the first s
variables in A_q, so # = BSP*(A; %) = Br(U_1; &). This implies U_; C Ay and Br(U_1;€) = Br(U-; #). From
this we obtain the chain of relations

H 2 BSP'(Ag; #) 2 BR(Aw; #) 2 BR(U-1; &) = BR(U-1;8) = X,

and so we have BSP'(Ag; #) = # as desired. We therefore assume from now on that s > |A_;|. This means that
BSP?(A; &) completes the initial round of BSP’(A; ), producing &, = € \ Br(A;¥). It also means that Ay = A,
and BSP’(A; %) completes its initial round to produce #y = % \ Br(A; %) = # \ Br(A;&). We hereafter index
this initial round as the “zeroth round”
We now suppose inductively, for i > 0, the following hypothesis: provided that BSP*(A; &) fully completes the

first i rounds of BSP’(A; &) (again, i starts from zero), the following hold:

(i) Ar = Act(%;) = Act(%;) forall £ <i—1;and

(i) The subgraph &#; removed from & within the first i rounds of BSP’(A; ¥) agrees with the subgraph removed

from # within the first i rounds of BSP'(A; %), i.e.,

1—1 1—1
R = U Br(Ai; %) = U Br(An ). (5.20)

t=—1 t=—1
The base case i = 0 follows from the preceding argument. Let &; be the graph remaining after the first i rounds of
BSP’(A;€), and let % be the graph remaining after the first i rounds of BSP’(A; ). By induction, &; = & \ &#; and
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H; =\ Ri =G; NF. We will say that a subgraph is “lacking” if it contains at least two clauses of degree k — 1,
or at least one clause of degree < k — 2. Then, recalling (3.21), for the next round we must consider

Act(%;) = {variables v in &; such that Bsg/10(v; ;) is lacking} ,

Act(%;) = {variables v in #; such that By 10(v; %) is lacking} .

The inductive hypothesis implies %; C &;, so Br(v; #;) C Br(v; &;) for any variable v. On the other hand, let U;
be the vertices in Act(¥%;) that are visited by BSP*(A; ) (for “visited” in the sense of Definition 5.17). If v € U; then
the BSP?(A; &) process removes Bg(v; &;), which means it lies inside #. This implies Br(v;%;) C &, N #H = %,
where the last equality uses the inductive hypothesis. This proves that Br(v; &;) = Br(v; #;) for all v € U;, hence
also Bsr/10(v; i) = Bsg/10(v; #;) for all v € U;. Moreover, all variables in U; are removed, so U; must be contained
in G; N = X (using the inductive hypothesis again). It follows from this that

u; = {v € U; : Bsgy10(v; %) is lacking} - {Z) € i : Bsr10(v; ;) is lacking} = Act(%)) .

Conversely, suppose v € Act(%;), so Bsg;10(v; #;) is lacking: either there are two clauses a1, a; € Bsg/10(v; %;) of
degree k — 1, or there is a single clause a € B3g/19(v; #;) of degree < k —2. We have by induction %#; C &, therefore
Bsg/10(v; #;) S Bsrj10(v; ;) which means these clauses are also present in Bsg/1(v; &;). All clauses have degree k
in & (and hence also in %), so if a clause a € Bsg/10(v; #;) has degree k — j relative to %;, there must be j edges
joining that clause to variables in ;. It then follows from the inductive hypothesis (5.20) that the clause has degree
< k —j in ;. This implies that B3 /1o(v; ;) must also be lacking, so Act(%;) € Act(¥;). If the (i + 1)-st round is
completed, then we obtain A; = Act(%;) = U; = Act(%;). Since we proved above that Br(v; %;) = Br(v; %;) for all
v € U; = Aj, we conclude %i; = % U Br(Ai; &) = Br(Aj; #;). This verifies the inductive hypothesis.

If BSP*(A; €) completes exactly the first i rounds of BSP’(A; &) (and no more), then the above induction implies
H = R; = BSP'(A; %), as desired. It remains finally to consider the case that BSP*(A; &) completes the first i
rounds, and does not complete the (i + 1)-st round. In this case, # = BSP*(A; %) = &; U Br(U;; ;). The above
argument also gives U; C Act(%;). Altogether we obtain the chain of relations

H 2 BSP'(A; %) 2 Ri U Br(Act(F,): %) 2 R U Br(Ui; %) = % .

This gives BSP'(A; #) =  in the case where BSP°(A; &) stops partway through some round of BSP’(A; &), and
concludes the proof of the lemma. O

We are now finally prepared to prove the main result of this subsection:

Proof of Proposition 5.14. Instead of BSP’(A; &), we follow the slowed removal process BSP”(A; €) (Definition 5.17)
where we remove one R-neighborhood at a time. Recall that if the maximum component diameter before a BSP”
step is £, then the maximum component diameter after the BSP” step is at most 2(¢ + R + 1). Let t, be the first time
that BSP”(A; &) creates any component # C % of diameter at least 5L. The maximum component diameter at time
te — 1is at most 5L — 1, so # can have diameter at most 2[(5L — 1) + R + 1] < 11L. In particular, if % contains more
than one cycle, we are in scenario (i) and the conclusion follows.

If # is a tree, then Lemma 5.18 gives BSP'(Ag; #') = # where Ag is the restriction of A to #. It follows from
Lemma 5.15 (with = ) that there is a subtree T C 7 with maximum degree at most four and

diamT = diam & € [5L,11L],

which is 1/(80R)-corrupted with respect to (Ag, #) — in particular, this gives that T U Br(Ag; #) is acyclic. Note
however that the definition of the removal process implies Br(Ag; &) € #, and so T U Br(Ag; #) is in fact the
same as T U Br(Ag; €). It follows that T is also 1/(80R)-corrupted with respect to (Ag, &), and hence also with
respect to (A, &). This proves that scenario (ii) holds if Z is a tree.

Next we consider the case that # contains a single cycle C with diam C > 5L/2. Let t’ be the first time that the
BSP”(A; &) process created any component #’ C # of diameter at least L. Then t’ < t, and #” has diameter at
most 2[(L — 1) + R + 1] < 5L/2. It follows that #” must be a tree. Lemma 5.18 gives BSP'(Ag; #') = #'. Arguing
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as for the previous case, we apply Lemma 5.15 (now I = #”’) to see that there is a subtree T C %’ with maximum
degree at most four and
5L
diamT = diam #’ € [L, 7] ,

which is 1/(80R)-corrupted with respect to (Ag:, #”’), and hence also with respect to (A, %). This proves that
scenario (ii) also holds in this case.
Finally, in the case that # contains a single cycle C with diam C < 5L/2, we must be able to decompose
H =9 ux”

where C € %", and T is a tree that intersects #” at a single variable v, such that I’ has depth exactly L. The
conditions of Corollary 5.16 are then satisfied, so we conclude that there is a 1/(80R)-corrupted subtree T € I’ of
maximum degree at most four, with L < diamT < diam " < 2L. Thus scenario (ii) again holds. O

5.4. Probabilistic analysis of preprocessing. First we use Lemma 5.5 to transfer the result of Corollary 5.9 (from
§5.2) from the PGW measure to the PGW(T) measure of Definition 4.5, where T is any fixed sparse tree:
Corollary 5.19. Let T be any fixed variable-rooted tree of maximum degree ¢, where ¢ is an absolute constant. Then

1
exp(2k0:/4R / k)
forte {0,1} and k > ko, where ky is an absolute constant depending only on 0. and .

[PGW(T)] (?}RT is improper or not i—excellent) <

Proof. As in the proof of Lemma 5.5, let X denote the Radon-Nikodym derivative of PGW(T') with respect to PGW.
Let [E denote expectation with respect to PGW. For any event E we can trivially bound

E[hgx;% < } < PGW(E)!/?.

1
PGW(E)?/3

On the other hand we can use Lemma 5.5 together with Markov’s inequality to bound

2
Elxx> —— | < E[xz]pcw ¥> — | < 2(BEX)PGW(E)?® = 2 PGW(E)?/? .
PGW(E)?/3 PGW(E)?/3

Combining the bounds gives

PGW(T)|(E) = E|1:X| < E|1p¥;X < < 3PGW(E)'/?.
[Pow ()] ®) = E|1:x]

1 1
— | +E|X;X > —
PGW(E)2/3 PGW(E)2/3
The result then follows by combining with Corollary 5.9. O

We can use the above corollary to bound the probability, under the PGW measure, that the root lies in a sparse
tree that is corrupt (see Definition 5.13) with respect to the set of non-excellent vertices. Recall (5.1) that A s refers

to c-sparse rooted trees having s variables. Also recall (5.2) that A, () refers to c-sparse subtrees vy, € T € T
having s variables.

Lemma 5.20. Let ¢ be an absolute constant. For I ~ PGW let A(F) denote the set of all variables in I that are
improper or not i-excellent. It holds for all s > 100R that
some T € A is 1/(80R)-corrupt < 1

with respect to (7, A(9)) = exp(2ko-/4s /k2)

provided k > ko, where ky is an absolute constant depending only on 6. and c.

PGW

Proof. This argument is similar to (but simpler than) part of the proof of Lemma 5.2. First we fix a tree T € A, as
well as a subset B’ C Vr with |B’| > |Vr|/(80R) such that all variables in B’ lie at pairwise distance greater than
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2R. For this fixed pair (T”, B’) we bound (cf. (5.3), (5.5), and (5.6))

P(T',B') = PGW(there exists an embedding C : T < J such that {(B’) C A(F]))

]

— emb(T") - [PGW(T')] (B’ C A(&”)) < (ake - [ {[PGW(Tu)] (root of I is in A(P]’))} )

uep’

{embeddings C:T' — T such that {(B’) C A(g)}‘ APGW(9)

where T, now refers to the tree T’ rerooted at u, I refers to a sample from the measure PGW(T,,), and the prob-
ability factorizes over u € B’ since “proper” and “i-excellent” are properties of the R-neighborhood, and we have
assumed that variables in B’ lie at pairwise distance greater than 2R. Applying Corollary 5.19 (for the measures
PGW(T,)) and summing over all possibilities of (T”, B) gives

eO(tks) 1
Z P, B) < exp(2ko-/45 /(80k)) = exp(2ko-/45 /k2)
1,8
This implies the assertion of the lemma. O

We next transfer the bound of Lemma 5.20 from the tree measure PGW = PGW* to the random k-sAT measure
P = P (as given in Definition 2.3, and including the random marking I of (3.2)). For & = (V,F,E) ~ P and any
v € V,let A s(%,v) denote the set of subtrees v € T C & having s variables and maximum degree bounded by c.

Lemma 5.21. Let ¢ be an absolute constant. For & = (V,F,E) ~ P = P"? let A(¥) denote the set of all variables in
€ that are improper or not i-excellent, fort € {0,1}. For anyv € V, and for all 100R < s < n'/1°,
p| some T € A s(%,v)is 1/(80R)-corrupt < eO(cks)
with respect to (¥, A(¥%)) = exp(2k0-/45/(80k))

Proof. Fix atree T € A, as well as a subset B’ C Vv with |B’| > |V/|/(80R) such that all variables in B’ lie at
pairwise distance greater than 2R. We consider the event

E, (T, B') = there exists an embedding C : T’ < & such that
T2 LB € A(%) and C(T?) U BRr(C(B'); €) is acyclic |

Write P, (T’, B") = P(E,(T’, B’)) and Py, 4 (T’, B") = Py, (E#(T’, B)). Recalling (2.2), we can bound

|m —nal 1
P,(T',B’) < \————— < 1Py u(T,B)+ ———
nl ) n; {n1/2 Inn i ) exp{(Inn)3/2}

— the last term accounts for the probability under P/ that the total number of clauses in & (a Pois(na) random
variable) deviates from na by more than 7'/2 In n. We now fix any m satisfying

m —na‘ <n'?nn,

and consider ¥ sampled from P, ,,. Let {’ denote any mapping that sends V1» < [n], with {'(vxr) = v, and
Fr: = [m]; and let j denote a mapping Er» — [k]. We then write {C" : T” <; &} for the event that the pair
(', 7) is consistent with an actual embedding of T’ into &: this means that for every edge e = (av) € E/, the edge
{’'(e) = (C'(a)C’(v)) is present in Eg, and the index of this edge in the clause '(a) is given by j(e) € [k]. With this
notation we can bound

Pn,m(T,/ B,) < Z ]Pn,m (C, T —j ?)]Pn,m(

v
In words, we interpret the above decomposition as follows. To sample & ~ P, ,,, we start with n variables and m
clauses where each clause is equipped with k outgoing edges (indexed j = 1,..., k). Each outgoing edge matches
to a uniformly random variable, independently of all other edges — this means that we can sample & in a sequential
way, revealing one edge at a time. In particular, when we fix a pair (C’, ) and condition on the event {C" : T" <—; ¥},

C'(B") € A(%) and
C'(T") U Br(L'(B’); €) is acyclic

T —; ?) . (5.21)
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it is equivalent to say that for all @ € Fv and all e = (av) € da, we reveal that the j(e)-th edge incident to clause
(’(a) matches to the variable {’(v). Thus

1
]Pn,m((:’ T %] f) = m ’
and conditioning on the event {C" : T" <—; &} reveals nothing about the remaining mk — |E7-| edges in the graph
€. Note also that the total number of pairs ({’, j’) is upper bounded by !V 1=ty [Fr[glEr],
Now fix (C’, j) and condition on the event {C" : T” <; &}. We next want to explore the R-neighborhoods of the
variables in (’(B’). Note that this can also be done sequentially, in a “breadth-first search” manner: first take any
u € C’'(B’), and reveal all the edges incident to it. The degree of u is then

. 1
|6M| ~ |6C’(T’)u| + Bm(mk - |ET/|, ;) ,

where [6¢/(yu| is the degree of u in the subgraph ('(T’). We then proceed to reveal the edges incident to the
neighboring clauses of u#, and so on until we have explored the entire subgraph

# = C'(T") U BRr(C'(B)).

If at any point in the exploration we reveal a cycle inside #°, we can simply stop because this means the event of
interest does not occur. It is extremely unlikely to reveal any variable degree larger than (In 72)?, so if this occurs we
also simply halt the exploration. Restricted to the event that no cycle is formed and all revealed variable degrees are
at most (In7)?, the law of # can be bounded in terms of the PGW* law: more precisely, we claim that

exploration of # completes
Py m {C’ (B) ¢ A(?)} N without revealing any cycle or
variable of degree larger than (In n)?

<2[] {[PGW(Tu)] (root of " is in A(F/"))}, (5.22)

uep’
where T, is the tree T’ rerooted at u. The bound (5.22) can be justified by noting that for all integers m and j with
|m —na| <n'?Innandall 0 < j < (Inn)?, we have

P(Bin(mk, 1/m) =j) _ (mk|1( 1 k=] gak jy [ I of mn)?
P(Pois(ak) = /) —(]-)m( n) (ak)f‘(n—l) ‘exp{ ( n )}

If the exploration of # completes without revealing any variable of degree larger than (In 71)?, then the total number
of variables explored is upper bounded by 1'/? (for 1 large enough), so the joint distribution of degrees will be close
to i.i.d. Pois(ak) random variables, and this gives (5.22). Applying Corollary 5.19 and summing over (C’, j) gives

n!Vr =1 \Fr | Je|E7/| alFrlklEr| e O(cks)
Pym (T',B’) < = < S .
nlErl exp(2ko-/45 /(80k))  exp(2k0:/45/(80k)) ~ exp(2K0:/4s/(80k))
Finally, summing over all (T’, B’) proves the claim. O

Lemma 5.22. If1 < L < (Inn)/k* and y < exp(—k*L)/k, then

there exists a subset S C V with 1
S = ny and [BL(S)] = ny exp(k?L) | = explnetiy)

Proof. As in the proof of Lemma 5.21, we fix m satisfying (5.21) and consider & ~ P = P, ,,,. We then fix a subset
S C V of size |S| = ny, and explore its neighborhood by breadth-first search. Let Z¢(S) denote the number of
variables at distance exactly ¢ from S. Note that
El ex Zy(S) 7 n=[Be-1(S)]
" kY (k)

Bin(mk L) ) }

Bg_l(S)) < IE( exp {

Bl’—l(s)) . (5.23)
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Let Fy be the event that |Z¢(S)| < ny exp(k*/?L), and let E; = F; N - -+ N Fy. On the event Ey_; the neighborhood
By_1(S) cannot be too large (crudely, by the assumption on ), it contains less than 1/k fraction of V), and it follows
from (5.23) that

E(exp{ Zi(S) };Eg_l) < ]E(exp {w};h-l) < ]E(exp{ Ze-1(S) };Eé’—l) <e,

(ak?)t (ak?)t-1 (ak2)l-1
where the last bound holds by induction on ¢. It then follows by Markov’s inequality that
Z k2L
]P(Eg,l\l-"g) <P exp{ «(S) } > exp {ML()};Eel < ¢ .
(ak?)t (ak?)! exp(ny exp(k3/2L/2))

Summing the last bound over 1 < ¢ < L gives

L
. L
]P((EL) ) = ;P(Eé’—l\}:@) < exp(n)/eXpe(kS/zL/2)) = exp(ny ex;(k3/2L/3)) .

The claim follows by enumerating over at most 2”7 choices for the subset S C V. O

Proof of Proposition 3.22. Fix m satisfying (5.21) and consider & ~ P = P, ,,,. For v € V we let Y, be the indicator
that v lies within distance 10R of a variable that is removed during processing, i.e.,

= 1{0 e BloR(BSP’(A;?);?)}

where A is the set of all variables that are improper or not 1-good in & (Definition 3.15). Let

7. = v lies within distance 10R of a connected component of v
“ 7| BSP'(A;%) having diameter at most Lgspr = (Inn)/2K0/5 [ = 77

We first argue that, with high probability, Y, = Y, for all v € V. Indeed, Proposition 5.14 implies that if BSP’(A; €)
has a connected component of diameter more than Lggp’, then either (i) there is a connected subgraph B’ C & with
diam B’ < 11Lggp /5 that contains more than one cycle, or (ii) there is a 1/(80R)-corrupted subtree T’ C & that has
maximum degree at most four and diam T > Lgsp/ /5. Thus

IP( Y, #Y, ) < Z {]P( BiiLyg /5(0) contains) N ]P( someT € Ayp../5(9,0) )}

foranyv € V < more than one cycle is 1/(80R)-corrupt
ve

© 5Lpsprk?)\’ 1
< n{ exp(5Lgsp k?) = 0n(1),
n exp{2k0-/Lggp: K2}
where the bound marked © follows from Lemma 5.21 together with very crude bounds on the chance to see more
than one cycle in a neighborhood of v of radius 5Lgsp. This proves that Y = Y with high probability where

YEZYv, YEZYU.

veV veV

We now turn to estimating Y. Let B’(£) be the union of all connected components of BSP’(A; &) of diameter ¢ that
contain more than one cycle; and let T”({) be the union of all subtrees of BSP’(A; &) of diameter at least ¢ that are
1/(80R)-corrupted. Let A’(¢) = B/(£) U T’(£/5). Proposition 5.14 implies that if Y, = 1, then either v lies within
distance 2010R from A, or v lies within distance ¢ + 10R from A’({) for some 2000R < { < Lgsp'. Therefore

Lpsp

Banor(A)| + ), E[Benon(a’(®)]. (5:20
{=2000R

EY <E

Let y = exp(—2K%/4R/(2k)), and note that Corollary 5.19 together with Markov’s inequality gives
EA _Poed) _ exp(2F0/*R/(2k))
ny oy ep(@RR/K)

]P(|A| > ny) <
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Combining with Lemma 5.22 gives, for L = 2010R and y = exp(—2k%/4R/(2k)),
there exists S C V with |S| = ny
and |BL(S)| > ny exp(k®L)
1 exp(2010k?R) n N n < n
~ exp(2k0/4R/(2k))  exp(2k0-/4R/(2k)) = exp(nekly) T exp(2ko-/4R/(3k))
Similarly, if we take ¢ = exp(—25%/4¢/k?), then Lemma 5.21 together with Markov’s inequality gives
’ ’ ko./4 2
E|A’(¢)] < P(v € A’'(¥)) < o, (1) + exp(2*°/*0 [ k?)
nye ve exp(2K-/4Q)(¢/k))

where the 0,,(1) error term accounts for the probability that B,;(v) contains more than one cycle. Combining with
Lemma 5.22 gives

E

B2010R(A)| < nyexp(k’L) + n]P(|A| > n)/) + nIP(

(5.25)

P(A' (O] = nyr) <

<ve,

there exists S € V with |S| = ny, and
|Be+10r(S)| = nygexp(k*(€ + 10R))
n exp(k?(£ + 10R)) n N n < n

exp(2k5*/4€/k2) exp(zk‘s*/4€/k2) eXp(nek(uloR)w) - exp(zké*/4€/k3) ’

for all £ > 2000R. Substituting (5.25) and (5.26) into (5.24) gives
- n

EY < exp(zké*/“R/k‘*) ’
Next note that under P, ,,;, for any u # v the radius-(Lgsp’ + 10R) neighlzor}loods of u and v intersect with chance
0,,(1), and so are nearly independent of one another. If follows that Cov(Y;,, Y,) = 0,(1). Therefore

VarY <n + Z Cov(Yy,Yy) = 0,(n?).

u#v

]E|Bg+10R(A’(£’))| < nygexp(k3(€ + 10R)) + n]P(|A’(€)| > nyg) + n]P(

(5.26)

We can then use Chebychev’s inequality to conclude that

P[Y>—2 )< ]P(Y > 2]EY) < Var¥ _ 0,(1).
exp(2ké-/5R) (EY)?
Since we already argued above that P(Y # Y) = 0,,(1), the result follows. O

5.5. Combinatorial analysis for positive type fractions. We now turn to the proof of Proposition 3.23. In this
subsection we prove a deterministic result, Corollary 5.27, which says essentially that if the local neighborhood of a
clause a in @ satisfies certain properties (to be detailed below), then we can guarantee that a has a certain total type
in the processed graph pr&.

In preparation for this result, we recall some definitions and notations. As in Definition 3.19, we denote a clause
total type as L = (Lo, Lo) where Ly is the initial clause type and L is the final clause type. The initial type
Ly corresponds to the (R + 1/2)-neighborhood of the clause. If the clause does not lie in a compound enclosure
(Definition 3.16), then the final type Lo, corresponds to the (R + 1/2)-neighborhood of the clause in the processed
graph. If the clause does lie in a compound enclosure U, then L, instead encodes the structure of Br(U). Recall also
from Definition 3.16 that any compound enclosure has diameter at most R/100, so in any case Lo, has depth at most
R(1 + 1/100). Of course, we restrict our attention to types L that can actually occur, as formalized by the following:

Definition 5.23 (feasible types). A clause total type L = (Ly, L) is termed feasible if there exists some bipartite
factor graph #, with girth larger than 8R, such that P, ,,-o/(#’) > 0 for some n’, a’, and some clause a, € pr#
has total type L. Thus Ly and L« are both trees, which we regard as being rooted at a,.

Given a feasible type L, we now construct the tree 7 (L) (see Figure 5 for a schematic depiction):

Definition 5.24 (tree based on feasible type). Given a feasible clause total type L, we now construct a corresponding
tree 7 (L) as follows. Among all pairs (%, a,) for which the conditions of Definition 5.23 hold, fix one such that #
has minimal size. Let , be the (4R)-neighborhood of 4, in %, which we regard as a tree rooted at a,. We regard
Ly, L as subtrees of 7, and make the following definitions:
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a. Let V] denote the set of variables of Ly \ Le which neighbor some clause in Le. For each v € V1, let 75 (v, ) be
the subtree of 7 induced by all the descendants of v that lie within distance ¢ of v. Let You:(v) be the variables
in 7, (v) that lie at depth exactly R below v — we will argue in the proof of Corollary 5.27 below that Yo, (v) is
nonempty for all v € V;. We take a union over V; to define

Tx,out = U Tx(v,2R),  Now = U T, R=1), You = U Yout(v) . (5.27)
veV; veV; veV;
For each y € Yoy, let Zou(y) be the variables that lie at depth exactly R below y. If Zou(y) is nonempty, then
we fix an arbitrary w € Z,(v), and modify w by redefining I(w) to be the same as I(v) where v is the ancestor
of y in V. We let T4y denote the resulting modification of 5 oyt (the two graphs can differ only in the markings
[ at the last level).

b. Now let T4 be the component of 75 \ Ty that contains the root clause a4. Let W denote the variables at the
boundary of L. From the definition of the processing algorithm, each variable left in pr # is 1-good, which means
(Definition 3.14) that any length-(2R /5) path emanating from the variable must contain at least one variable that
is 1-excellent. This in turn means we can find a set X of 1-excellent variables that lie below W, at distance at most
2R /5 from W, such that X forms a cutset in J5, that encloses L. Let Y be the variables in T4 that lie at depth
exactly R/10 below X. Let 93, be the subtree of T4, enclosed by Y.

Let 7 (L) be the subtree of 75 induced by the union of J;, and Jgys.

v eV
Loo
out (depth R — 1)
¥ € p(Your) = «— ¢(W) (boundary of ¢(Lw))
depth at most 2R /5
Tout \ Aaf (depth R) )
— ¢(X) (1-excellent variables)
w € O(Zout) — depth R/10
P ity o 6(Y) (boundary of ¢( (L)
— oundary o n
to match I(v) X (depth R/5) y
depth R/10

«— X’ (1-excellent variables)

N (depth R — 1)

« Z (level R below ¢(Y))

FIGURE 5. Depiction of the events E;(L) and G, (L) (Definition 5.25). The shaded region shows ¢(7 (L)) where L is a
feasible type (Definition 5.23), 7 (L) is the tree based on L (Definition 5.24), and ¢ embeds I (L) into a neighborhood of 4
on the event E,;(L). The unshaded region points out the main features of the event G,(L).

We next define an event E, which says, roughly, that the neighborhood of a in & looks like (L) and does not
contain cycles of length < 8R. We then define events G, and K,; which capture additional desirable properties.

Definition 5.25 (events E,, G4, K;;). Fix a feasible type L, and let 7 (L) be as given by Definition 5.24, rooted at

clause a4. Let & = (V,F,E) be sampled from Py, ,,. For any clause a € F, we let E; = E,(L) be the event that

T’ = Bar(a; @) is a tree, and there is an embedding ¢ : 7 (L) < I’ that maps a4 — 4, and satisfies the following:
(i) For any variablev € ¢(J (L)) € I, either all or none of its child variables (with respect to ) lie in ¢(7 (L)).
(ii) For any variable v € Vi, the subtree of v in (L) agrees with the depth-2R subtree of ¢(v) in T'.
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If E; occurs, let X’ be the cutset of variables in 7 lying at distance exactly R/10 below ¢(Y). Let Z be the cutset of
variables in 7’ lying at distance exactly R below ¢(Y). Let % be the subgraph of 7 that lies sandwiched between
¢(X) and X’ (inclusive). Let /" be the subgraph of I that lies sandwiched between ¢(Y) and Z, including ¢(Y)
but not including Z. Let G, = G,(L) denote the event that & € E,, and moreover satisfies the following:
(I) All variables in ¢(Ji,) U A are proper;

@) I(u) # (w) for any u € P(Tou) and w € ¢(Tin) U N;

(IT) All variables in % are 1-fair;

(IV) All variables in X’ are 1-excellent.

If E; occurs, then we also define the subgraph
¢ =g \ gb(ym \ Y) . (5.28)
We then let K, = K,;(L) be the event that & € E,, and every variable in ./ U Z survives in pr &’.

Lemma 5.26. Suppose that L is a feasible clause type in the sense of Definition 5.23. Suppose & has girth greater than
8R and belongs to the event G, N K,, and let &’ be as defined by (5.28). Let A, A’ be the variables that are improper or
not 1-good with respect to &, &’ respectively. Then A C A’ CE'\ N and A’ \ A = ¢p(Now) N A”.

Proof. Throughout the proof we fix # as in Definition 5.23, and let 7 (L) be the tree given by Definition 5.24. Let
Agr denote the set of all variables that are improper or not 1-good with respect to #'. Then, with /4 as defined by
(5.27), we first observe that

Az 01 (T U o) = 0 (5.29)

— this is because the R-neighborhood of each variable in Ag is removed in the first step of processing on #, but
Jin is assumed to survive in pr Z.

We now turn to the comparison of A and A’. To begin, recall that one way for a variable to be improper is that
its R-neighborhood contains a cycle — however, by the girth assumption, this never happens in & or &’. It remains
to consider all the ways for an acyclic variable to belong to A or A”:

e Let A(R) denote the variables v € A for which Br(v; &) contains a repeat marking — i.e., two variables # # w with
the same marking I(u#) = I(w). Define similarly A’(R) C A’, and note A’(R) € A(R) since the R-neighborhood
of any variable relative to &’ is a subgraph of its R-neighborhood relative to &. Let

7 =5\ (U o),

that is to say, &” is the subgraph of & induced by variables lying at distance at least R from ¢(Ji,). If variable v
lies in €”, then Br(v; €) = Br(v; ¥’), and so

AR)NE"=A'(R)ng".

If v liesin @ \ €”, we distinguish two cases:

o Ifv € ¢p(Im) U N, property (I) implies that v must be proper in &, so v ¢ A(R).

o Ifv € ¢p(Now), it follows from (5.29) that v’ = ¢~!(v) must be proper with respect to #, so Br(v’; #') has no
repeat marking. We claim that the same holds for Br(v; €). Indeed, suppose for contradiction that in Br(v; €)
there are two variables u # w with (1) = I(w).

- If both u, w lie in (Tout), then we have two variables ¢! (1) # ¢~ !(w) inside Br(v’; #) with the same
marking, contradicting the above observation.

- Ifboth u, w lie in p(Fi,) U A, then it must be possible to join them by a path inside ¢(Fi,) U N of length at
most 2R — 1. It follows that u, w € Br(9; %) for o € ¢(Tin) U A, which contradicts property (I).

- Ifu € ¢(Tour) while w € ¢(Jin) U A, we must have I(u) # I(w) by property (II).

The above shows that A(R) cannot intersect € \ £”. Since A’(R) C A(R), we obtain that A’(R) also cannot

intersect ¥ \ €”. Combining with the earlier observation gives

AR)=A(R)cZ”. (5.30)
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e Let A(1), A’(1) denote the variables that fail to be 1-good with respect to &, &’ respectively. Recall that any
variable in & or &’ is acyclic, so whether it is 1-good depends only on its (2R /5)-neighborhood. If v lies in & at
distance at least 2R /5 from ¢(J3,), then it has the same (2R/5)-neighborhood in both & and &', so v € A(1) if
and only if v € A’(1). For v lying at distance less than 2R /5 from ¢(J5,), we distinguish three cases:

o First suppose that v lies either in ¢p(Nout), or in the part of ¢(Tin) above ¢(X). Then it follows from (5.29) that
v’ = ¢~'(v) must be 1-good (hence 1-fair) in #. Since being 1-fair is a property of the (R/10)-neighborhood,
and Br/19(v; @) = Brj19(v’; #), we see that v is 1-fair in &. Now consider a path y of length 2R /5 emanating
from v:

- Suppose Y never intersects ¢(X). Since v’ = ¢~!(v) is 1-good in #’, the path ¢~ ()) must contain a variable
u’ = ¢~(u) which is 1-excellent in #. Since being 1-excellent is a property of the (R/10)-neighborhood,
and Br/10(4; %) = Bry1o(u'; #), we see that u € y is 1-excellent in .

- Otherwise, y contains a variable 11 € ¢(X). From the construction (Definition 5.24), the variable 1’ = ¢~ (1)
is 1-excellent in 7. By the same reasoning as in the last case, # must then be 1-excellent in €.

This proves that v is 1-good in &, i.e., v & A(1).

o Next suppose v lies in % (i.e., between ¢(X) and X’, inclusive). Then v is 1-fair in & simply by property (III).
A path of length 2R /5 emanating from v must contain a variable u from either ¢(X) or X’. If u € ¢p(X), then
it is 1-excellent in & as argued above. If u € X’, then it is 1-excellent in & by property (IV). Thus, v ¢ A(1).

o It remains to consider the case that v lies in /" \ %. For any variable in & at distance at least R/10 from ¢(Jp),
the (R/10)-neighborhoods in &, &’ are the same, so that variable is 1-fair in & if and only if it is 1-fair in &’;
the same applies to the 1-excellent property. In particular, this tells us that v € A\ % is 1-fair in € if and only
if it is 1-fair in &’. If a path of length 2R /5 emanates from v and never intersects X’, then it must stay at least
distance R/10 away from ¢ (%), so the path contains a 1-excellent variable of & if and only if it contains a
1-excellent variable of €’. Otherwise, the path contains a variable from X’ which is 1-excellent in both € and
&’ by property (IV). This proves that A(1) N (W \ %) = A’ (1) N (N \ %).

It follows from the above that A(1) € A’(1) and

A) N P(How) = 2. (5.31)

Now note that A’ is by definition a subset of &’, and on the event K, it must not intersect /4. Thus, on the event
K,, we have A(1) € A’(1) € & \ #. We also noted that variables at distance at least 2R /5 from ¢(Ji,) belong in
A(1) if and only if they belong in A’(1), so in particular A(1) N &” = A’(1) N &”. It follows that

AWNAD) €\ #)\ T = 0 o)

We already saw in (5.30) (without appealing to K,) that A(R) = A’(R) € €”. Combining with (5.31) finishes the
proof of the lemma, since A = A(R) U A(1) and A’ = A’(R) U A’(1). O

Corollary 5.27. Suppose that L = (Ly, L) is a feasible clause type in the sense of Definition 5.23. Let G,, K, be the
events from Definition 5.25. If & has girth greater than 8R and belongs to the event G, N K, then the clause a has total
typeL, = L.

Proof. As before, we fix # as in Definition 5.23, and let 7 (L) be the tree given by Definition 5.24. We first argue
that (using the same notation as in Definition 5.24) we have

Your(v) NA# @ forallveV. (5.32)

We separate this into two cases:

o If Z,u(y) # @ for some y € Yout(v), then recall from Definition 5.24 that we choose some w € Zq,(y) and set
I(w) = I(y), which ensures y € A(R) C A.

e Now suppose that we do not have Zou(y) # @ for any y € Yout(v). Let a’ be the parent clause of v in (L), so a’
lies in F,. Since the preprocessing algorithm on % removes v but leaves a’ behind, it must be that at some stage of
the algorithm a removal is triggered by a vertex u which lies at depth exactly R below v. (In particular, # € You(v)
which proves that Y,,:(v) must be nonempty.) We now argue that in fact there must be some # € Yot (v)NA. If not,
then u triggers a removal after the initial stage of BSP’(A; &) — that is to say, at some stage, the R-neighborhood
of 1 must contain either one clause of degree < k — 2, or two clauses of degree k — 1. Let u’ be the parent variable
of u: by the assumption that Zy,(v) = @, the R-neighborhood of u” contains the R-neighborhood of u#, which



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 111

means that u’ should trigger a removal at the same stage of BSP’(A; €). This is a contradiction, since removing
the R-neighborhood of #” would remove the parent clause a’ of v.

This concludes the proof of (5.32), which immediately implies that V; C Br(A’; €’). For the remainder of the proof,
we partition Your = Yy LI Yy where

Y, = {y € Yout : Zout(y) # ®} .

Note that, by the construction from Definition 5.24, Y, C A(R). Let I3 denote the subgraph of I, induced by all
descendants of variables in Y.

Now assume that & has girth greater than 8R and belongs to the event G, N K,,. This means that the clausea € &
has initial type Ly. We next argue that

Br(A'5")\ (o) = {BR(A; @)\w%ut)} UKo (5:33

for some Ky © J. Indeed, recall that if v € &” then v has the same R-neighborhood in & as in &’, and Lemma 5.26
implies that A C€”", ANE”" =A'N%”, and A’ \ A = ¢(Hou) N A’. As a result we can express

Br(A5 %)\ ¢(ous) = { U (BR@;f)\qb(/Vout))} U { U (Bw;?')\qb(%ut))}
vEA

vEA’\A

= {BR(A;?)\(P(%M)} U { U (BR(U;?)\(?(/VOM))} .

VED(Nout)NA’

Now consider v € ¢p(Now) N A’ and u € Br(v; &’) \ ¢(Nout). The path between 1 and v must intersect exactly one
variable iy € Y. If this y belongs to Yy, then (since Y, C A) we have

u € Br(y: %)\ (o) € Br(4: %)\ (o).

If instead y belongs to Y, then u € K. Combining these observations proves (5.33).
Next, we also observe that Br (Yout; &) N ¢(Nout) is the same as Br(A; &) N P(AHout), and this must be a subset of
Br(A’;€") N ¢(Nout). Denote

K = (o) | BR(4:9) = (o) \ Br(Vous ©), K’ = p(ou) | Br(A's") € K.

It follows using (5.33) that

7'\ Br(4:%) = (8 U U o)) \ Br(4:9) = {(?" U /V)\BR<A';?'>} U(KUKy),

Z'(0) = se'\BR(A'; 2 = (z” U U ¢(/Vom)) \BR(A’; 2 = {(:‘6 U /V) \BR(A’; :‘e')} UK, (5.34)

where &’(0) is what is left of &’ after the initial stage of BSP’(A’; €’). For comparison, if £(0) denotes what is left
of & after the initial stage of BSP’(A; &), then

2(0) = S@\BR(A; 7) = {(? U /V) \BR(A’; z’)} U (T \ Y) U (KUKy). (5.35)

Recall that (5.32) implies that V; € Br(A’; €’). Consequently, in (5.34) the subgraph induced by K’ is disconnected
from the rest, and likewise in (5.35) the subgraph induced by K U K is disconnected from the rest. It follows by
comparing (5.34) with (5.35) that

?(0)\(1( UKg) = (z’(o) U o(Tin \ Y)) \K . (5.36)

Let ©(f) and €’(f) be the graphs &, €’ after the f-th stages of BSP’(A; &) and BSP'(A’; &’) respectively. We will
argue by induction (with (5.36) being the base case) that

90\ (KUKo) = (£ U o\ 1)) \ K. (5.37)
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Indeed, suppose inductively that (5.37) holds up to stage t > 0. Recall the notation (3.21). It is clear that
A(t) = Act(?’(t) \ 1<) c Act(?(t) \ K) = A(t),

where we have discarded the disconnected components induced by K U Ky and by K’ in defining A(t), A’(t). In

order for v to belong to A(t), there are two possibilities:

o In Z(t) there is a path y of length at most 3R /10 that joins v to a clause a’ of degree < k — 2. If y is contained
in €’(t), then clearly v must belong to A’(t) as well. Otherwise, if ) is not contained in &’(t), then using the
inductive hypothesis (5.37) it must be that y intersects ¢(Ji, \ Y). On the other hand, the clause a’ cannot be in
¢(Tin \ Y) (which cannot contain any clauses of degree < k — 2, since it was constructed from a processed graph
pr ). Moreover, on the event K, the clause a’ cannot be in .#". This is a contradiction, since there is no path of
length 3R /10 that intersects both ¢(Fi, \ Y) and €(¢) \ [¢(Tin \ Y) U A].

o In Z(t) there are two paths )1, v2 of length at most 3R/10 that join v to clauses a; # a; of degree k — 1. If the
yi are both contained in €’(t), then v must belong to A’(t) as well. Otherwise, by the same argument as above,
at least one of the paths must intersect ¢(Ji, \ Y). On the event K,, the clauses a; cannot be in ./, so they must
both be ¢(Fin \ Y). This contradicts the construction of ¢(Ji, \ Y) which was based on the processed graph pr .

The above shows that A(f) = A’(t) C €’(t) \ //, from which it follows that
Br(A() (1)) = Br(A'(1:%' () € 7'(0).
This implies that (5.37) holds at the next stage ¢ + 1. It follows that
pro\(KUKo) = (pr&’ U@\ 1)) \K,
so that the clause a in graph & has final type L. It follows that clause a has total type L, = (Lo, L), asrequired. O

5.6. Probabilistic analysis for positive type fractions. We now conclude the proof of Proposition 3.23. In view
of Corollary 5.27 from the preceding subsection, it suffices to show that for any feasible L, conditional on & having
girth greater than 8R, with high probability the events G,(L) and K, (L) (Definition 5.25) will occur for a positive
fraction of clauses a € F. We argue this in a few steps, below. The general idea is that all these events are fairly local
in nature, so they should occur a linear number of times in the random graph &.

Lemma 5.28. Let P = P, ,,, for |m — na| < n'2Inn, and let € denote a sample from P. There is a positive constant
co(k, R) such that for all n large enough, we have

IP(? e Ea(L)) > co(k, R).
for alla € [m] and all clause total types L that are feasible in the sense of Definition 5.23.

Proof. We first argue that there is a finite constant C(k, R) such that

{ feasible clause total }

types L = (L, L) [| < CoUk R)- (5.38)

To this end, let L = (Ly, L») be a feasible type, with #, a, as in Definition 5.23. Recall that the initial type L,
encodes the (R + 1/2)-neighborhood of a4 in . If any variable in the (R — 1/2)-neighborhood of a4 in % has
degree more than exp{k?(5R’)}, then one of the variables u € a, will fail to be 1-fair in # (since it will violate
property (ii) in Definition 3.13). But then the R-neighborhood of # will be removed in the initial stage of processing
on #, contradicting the assumption that a, € pr . This proves that all variables in Ly must have degree at most
exp{k%(5R’)}. All variables in the final type L, must be 1-good, hence also 1-fair, so they must also have degree at
most exp{k?(5R’)}. Finally L, is a tree of depth at most R, while L is a tree of depth at most R(1 + 1/100). This
proves (5.38). Since we fix a mapping from L to I (L) (see Definition 5.24), it immediately follows from (5.38) that
the number of distinct 7 (L) is also upper bounded by Cy(k, R).

Now take P = P, ,, as in the statement of the lemma, fix a € [m], and let & ~ IP. By revealing the neighborhood
of of 4 in & in breadth-first fashion, it is easy to see that IP(E;(L)) is lower bounded by a constant which depends
only on 7 (L). It then follows from the above that in fact there is a constant ¢o(k, R) such that (for n large enough)
we have IP(E;(L)) > co(k, R) for all feasible L. This proves the lemma. O
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Lemma 5.29. Let P =P, ,, for|m —na| < n'2Inn, and € ~ P. Then, for all n large enough, we have

IP(f € G.(L)

7
e Eﬂ(L)) >
foralla € [m] and all clause total types L that are feasible in the sense of Definition 5.23.

Proof. Throughout the proof, L is fixed and often suppressed from the notation. Let P, be the event that E; holds,
and that & satisfies properties (I) and (II) of Definition 5.25. Then E, € P, C K, and it is clear that

24

]P(? ep, |7 e Eu) > = (5.39)

This is simply because the markings I are chosen uniformly at random from a very large set (see (3.2)), so if we
consider all the variables in & \ ¢(J (L)) within distance 2R of ¢p(7 (L)), it holds with probability at least 9/10 that
all their markings are distinct from one another and from the markings on ¢(5 (L)).
Next we let F; be the event that E; holds, and that € satisfies property (III) of Definition 5.25. For x € ¢(X), let
2 (x) denote the subtree of % descended from x. Let F,(x) be the event that E, holds, and that every u € %(x) is
1-fair (with respect to &). Then
F, = ﬂ Fi(x).

xep(X)
For x € ¢(X), let %, (x) denote the subtree of % U ./ induced by descendants of x that lie within distance 3R/10
of x, so that %(x) C %+(x) C % U . Since F, C E, where E, imposes that Byr(a; %) is a tree, for any variable
in B(4—1/10)r(@; &) we can determine whether it is 1-fair based on its (R/10)-neighborhood only. It follows that the
event F,(x) can be determined from
BRrjio(x;9) U %4 (x) .

An important point is that the above does not see any part of ¢(7 (L)) at distance more than R/10 from x, because

(7 (L)) N {BR/lo(x;?) U %+(X)} = @(7 (L)) N Brj1o(x; %) (5.40)

Indeed, when we condition on E,, we in fact reveal information about the neighborhood of x in & beyond depth R/10
(simply because ¢(J (L)) contains vertices at distance more than R/10 from x), but (5.40) allows us to disregard the
additional information. It follows from the 1-excellence condition (3.20) that

]P(? € Fu(x)

¢ cE, +0u(1), (5.41)

B E—

exp(k3R)
where the 0,,(1) comes from the discrepancy between the Galton-Watson law and the breadth-first exploration in
&. Since all variables in 3, must be 1-fair, it follows from property (ii) in Definition 3.13 that 93, has cardinality at
most exp(O(k?R)). Therefore we conclude

e Ea) > 4 (5.42)

IP(Z cF, =

by taking a union bound of (5.41) over x € ¢(X).

Finally, let D, be the event that E, holds, and that ¥ satisfies property (IV) of Definition 5.25. For y € ¢(Y), let
X’(y) denote the subset of variables in X’ that lie at depth R/10 below y. Let X" (y) denote the variables in X’(y)
that fail to be 1-excellent in €. Again, on the event E, which imposes that B4r(a; %) is acyclic, for any variable in
B(s-1/10)r(a; @) we can determine whether it is 1-excellent based on its (R/10)-neighborhood only. Consequently,
by similar considerations as for (5.41), we have

]E(X’(y) ’ e Eu) — 0,(1) + /

and x is not 1-excellent

{x €T :d(vge, x) = R/10 }.dPGW(F/‘)

_ the root vy of 7 is o o
=0,(1)+ / 1{ ot 1-excellent Zrj10(7)dPGW(T), (5.43)

where Zg/19(") denotes the number of variables at depth R/10 in 7, and the last equality is by the unimodularity
property (4.1). Now recall from Corollary 5.9 that
1

PGW(Z) not l-excellent) < —\
RT exp(2k0-/4R)
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On the other hand, by a similar argument as in the proof of Lemma 5.5, we can bound

/ (ZR/w(y))2 APGW(T) < exp(O(kR)).

Combining these and applying Cauchy—-Schwarz in (5.43) gives
exp(O(kR))
exp(zk‘s*/‘*R) ’

Since we noted above that I3, has cardinality at most exp(O(k?R)), it follows by Markov’s inequality and a union
bound over y € ¢(Y) that

E(X’(y)|? € Ea) <

, 1
]P((Da)'-‘ e Ea) <y ]E(X () |? c Ea) < (5.44)
yep(Y)
The lemma follows by combining (5.39), (5.42), and (5.44), since G, = P, N F, N D,. |

Lemma 5.30. LetlP =P, ,, for |m — na| < n'/?Inn, and € ~ P. Then, for all n large enough, we have

IP(KH(L)

e Eg(L)) > % .
for alla € [m] and all clause total types L that are feasible in the sense of Definition 5.23.

Proof. Again, throughout the proof L is fixed and often suppressed from the notation. Let & ~ P = P,, ,,,. Recalling
Definition 5.25, let C, be the event that there is an embedding ¢ : (L) < ¥ satisfying properties (i) and (ii) of
Definition 5.25. Then E, is C, with the additional restriction that B4r(a; %) is a tree. Provided that ¥ € C,, we
define, as in (5.28),

?’z?\(p(%n\lf).

Recalling Definition 5.25, we can express K, as the intersection of E, with the event that no variable in ¢(Y) lies
within distance R of any variable removed in the processing of &’, equivalently,

K,=E,n {(;Z)(Y) does not intersect S(¥¢’) = BR(BSP’(A’; g); ?’)} . (5.45)

Now consider the graph &” where only ¢(Jou) is labelled (in particular, we ignore ¢(Y) for the moment). Let n’
denote 7 minus the number of internal variables in Jy, \ Y. Likewise, let m’ denote m minus the number of clauses
in I, \ Y. Under the measure P, ,,(- | € € C,), the induced law of €’ is equivalent (up to graph isomorphism) to
the law IP,s (- | &” € C’) where C’ is the event that there is an (arbitrary, fixed) embedding @oyt : Tour < €’. This
is only a minor modification of the original measure IP,, ,,, and a trivial extension of Proposition 3.22 gives

’
exp(2°kR)
Since we can choose a fixed embedding ¢ou:, we will suppose that it maps the variables in g to the last variables

in &', so that the variables left in &’ \ ¢out(Tout) can be written as [n”] = {1,...,n”}. We now returnto Y’ = ¢(Y),
which we regard as an element of

]Pn’,m’ (ls(?,)l 2

KA C’) =0,(1). (5.46)

[n"], = {(vl,...,vy) e [n") :v; # vj forall i # j},

where y = |Y|. Given (¢’,Y’) where &’ € C"and Y’ € [n”],,, we can uniquely recover the original graph & (modulo
isomorphism) by gluing back the tree ¢(Fi,), so we write & = Z(€’,Y’) (in this graph, ¢(7 (L)) is labelled). We
then denote

J= {(?',Y/) € C’' x[n"],:in% = Z(Z',Y’), the neighborhood B4r(a; %) is a tree} . (5.47)
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Recall from above that under P, ,(- | € € C;), the induced law of &’ is equivalent (modulo graph isomorphism) to
Py (- | € € C’). Recall also that E, is the same as C, with the added restriction that Bsr(a; &) is a tree. It follows
that if K is any event that is invariant under graph isomorphism, then we have

IP((?’, Y') e K

e E,,) - Pn,,m,((g', Y') e 1<| ]) . (5.48)

Conditional on C’, it is clear that Y” is a uniformly random element of [n”] y» which is independent of the structure
of &', and hence independent of S(¥”): for any Y, € [n”], and any subset Sy C [n],

Por (y’ = Y,

1
g€ C,5(%) =S) = ——.
@)=5) = G
We now argue that this does not change much if we condition further on Byg(a; %) being a tree. Indeed, since all
the random graphs we consider are locally tree-like, it is clear that the event J of (5.47) occupies 1 — 0,,(1) fraction
of C" x [n"],. This implies that, for any Y € [n”], and any Sy C [n'], we have
Py (Y =Y,]1% €C’,5(¢)=S
], S(?I) — SO) — n,m ( 0 {| - ) (_ ) 0)
Py (J &' € C',5(%") = So)
< ]Pn’,m’(Y/ = YO | g e C// S(?/) = SO) _ 1- On(l)

PGIS0) = P (Y = Y

< = 5.49
1=0,(1) )y o4
By a very similar argument, we can extend (5.46) to
n/
Py [IS(E)] 2 ————=|T| = 0a(1). 5.50
n,m (| (@) eXp(ZCkR) ‘I) 0n(1) (5.50)
Recall that |Y]| < exp(O(k?R)). It follows by combining (5.50) and (5.49) that
Po (Y 0S(5) % 2 | J) < 0u(1) + Py (Y NS # 0| ], 152 < ——
exp(2°kR)
O(k*R
<o)+ SROCR) 1
exp(2¢kR) 8
The lemma follows by the equivalence (5.48). O

Proof of Proposition 3.23. Let & = (V,F,E) ~ P = P, ;. Let L be any feasible type, in the sense of Definition 5.23.
For any fixed L we consider the events E;(L), G,(L), F,(L) as in Definition 5.25. Let

J@) = Y (1) = 3 1{EL) 0 Ga(D) N Ka(D)].

acF acF

It follows by combining Lemmas 5.28-5.30 that for all feasible L we have

3nco(k, R)
EJ(L) > —

We will argue that each J(L) is sufficiently concentrated around its mean, such that

M) = 0,(1). (5.51)

]P(] (L) >
Note that (5.51) implies the result: as discussed in the proof of Lemma 5.28, the total number of feasible types L is
upper bounded by some Cy(k, R), so (5.51) (together with the fact that & has girth greater than 8R with probability
at least ¢o(k, R)) implies

]P(](L) > w for all feasible L

girth(¥%) > SR) =0,(1).

In light of Corollary 5.27, this directly implies the result. It therefore remains only to prove the concentration result
(5.51). Let I (L) be the tree based on L that is given by Definition 5.24, and recall from Definition 5.25 that E,(L)
is the event that there is a certain embedding ¢, : I (L) — & mapping a, — 4, together with some local girth
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condition. The events E,;(L) and G,(L) are clearly local — they do not depend on more than Byg(a;%). By contrast,
the event K, (L) concerns preprocessing on the graph

7'(0) =%\ a(7n\Y),

which (a priori) cannot be locally determined. This can be addressed with a similar argument as for Proposition 3.22:
as we saw in that proof, preprocessing is in fact fairly localized with high probability. In particular, we can define

(@) = {Bgam s @)\ 0a (70 \ Y) € T'00).

Let A°(a) be the variables u € €°(a) with Br(u; &’(a)) C €°(a), that fail to proper or 1-good with respect to €°(a),
and let (cf. (5.45))

K.(L) = E.(L) N {cpu(Y) does not intersect BR(BSP’ (A°(a); ?"(a)); zf)(@)}

Let j_(L) be defined as J(L), but with K,(L) in place of K, (L). It follows from the proof of Proposition 3.22 that J(L)
and J(L) agree with high probability, and so

37’1C0(k, R) _
4

EJ(L) = EJ(L) - o(n) > o(n).

For any pair of distinct clauses a # b, their (Inn)/ -neighborhoods do not intersect with high probability, and
so are roughly independent. It follows that J(L) has variance o(n%), and so by Chebychev’s inequality

@) < on(1).

2k5*/6

]P(T(L) < M) < IP(’T(L) - ]ET(L)‘ >

Since P(J(L) # J(L)) = 0,,(1), this proves (5.51), and the result follows as argued above. O
5.7. Uniformity of processed graph. We conclude this section with the proof of Proposition 3.24.

Proposition 5.31. Fix any k-saT instance & = (V, F, E) that can arise under the measure P = P™%. In the processed
graph pr &, choose any two edges ¢; = (a;u;) (i = 1,2) having the same total type (Definition 3.18). Let sw denote the
switching operation in which we cut the edges e;, and reconnect the resulting half-edges as f; = (a;uz2) and f = (azuy).
Then the switching and processing operations commute:

pr(sw?) = sw(pr?) .
In particular, this implies that f; survive in pr(sw &).
We begin with a preliminary lemma:

Lemma 5.32. In the setting of Proposition 5.31, the initial set (of variables that are improper or not 1-good) in & is the
same as insw g.

Proof. Denote the initial set (of variables that are improper or not 1-good) as A_; in &, and S_; in sw &. Membership
of a variable in A_; (resp. S_1) is a property of its R-neighborhood relative to & (resp. sw €). If Br(v; €) is the same
as Br(v; sw &), then v belongs either to both sets A_; and S_1, or to neither.

If Br(v; €) is not the same as Bg(v;sw &), then it must be that Bg(v; ) contains at least one of the ¢;, and so
Br(v; sw &) contains at least one of the f;. In this situation, we have two observations:

() We must have v ¢ A_; by the assumption that the e; survive in pr & — in particular, this implies that Bg(v; &)
must be proper (acyclic, with no repeated I markings). It follows that Br(v; &) must contain exactly one of
the ¢; while being disjoint from the other — otherwise, it would contain two variables with the same marking
1, making v improper.

(I) Similarly, Br(v; sw &) must contain exactly one of the fi while being disjoint from the other — otherwise, there
isapath y. € &N (sw¥) of length at most 2R — 1 that joins the f; in sw €. In the graph &, either y, forms a
cycle with one of the ¢;, or it joins e; to e;. In both cases 7, will contain an improper variable that will cause
one of the e; to be removed during processing on &.
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Since we only switch two edges e; = (a;u;) of the same type, if Br(v; sw &) is also acyclic then it must be isomorphic
to Br(v; &), so in this case v ¢ S_;. The last possibility is that Br(v; sw &) contains a cycle C. By observation (II),
we can suppose without loss that Br(v; sw &) contains f; but not f,. If f; is disjoint from C, then C will also appear
in Bg(u;; €) for one of the u;. If f; lies on C, then C \ f; is a path in & joining e; to e,. In both cases C will contain
an improper variable that will cause one of the e; to be removed during processing on &. Altogether this proves that
A_; = S5_4, as claimed. m]

Proof of Proposition 5.31. Denote the initial set (of variables that are improper or not 1-good) as A_; in &, and S_; in
sw &. We showed in Lemma 5.32 that A_; = S_;. Note also that BR(A_;; &) cannot include either of the e;, again
by the assumption that the e; survive in pr @. It follows that BR(A—;; &) = Br(A—_1;sw &), and consequently

pr (3w %) = (sw5) | Be(A-sw ) = sw e (4-1) | = s (%) 552
that is to say, switching commutes with the initial preprocessing step. For ¢ > 0 let us abbreviate

At = Act(pr, ©),
St = Act(pr, sw ).

If Ay = Sy for all 0 < £ < ¢, then the same logic that led to (5.52) gives

pr, (sw ?) =sw ( pr, fé’) . (5.53)
Thus, let ¢ be the first time that A; # S;; we will argue that this leads to a contradiction. Abbreviate # = pr, Z.

Case 1. A; \ S; # @. Recall from the definition (3.21) that membership of a variable in A; or S; is a property of its
(3R/10)-neighborhood. Consequently, if there is any variable v € A; \ Sy, then Bsg/19(v; ') must contain at least
one of the ¢;. But the very next step of processing on & will remove Br(v; #), contradicting the assumption that
both edges ¢; survive in pr €. This proves that A; C S;.

Case 2. 5; \ Ay # @. Suppose v € S; \ A;. From the above definitions and the relation (5.53), we have Ay = Act(%)
and S; = Act(sw #). Thus, since v € S;, it must be that Bsr/10 (v; sw ') contains at least one clause of degree < k—2,
or two clauses of degree k — 1. On the other hand, since v ¢ Ay, the same statement must not hold for Bsg19(v; ).
It follows that Bsg/19(v; sw #') must contain at least one of the switched edges f;. In fact, by observation (II) in the
proof of Lemma 5.32, it must contain exactly one of the f;, say f;.

(a) If Bsg/10(v; sw ') contains any clause by of degree < k — 2, then the path joining v to by must pass through
at least one of the fi, so the distance between by and {fi, fo} in sw & is less than 3R/10. It follows that the
distance between by and {e;, e;} in # is also less than 3R /10, which again yields a contradiction since it means
that at least one of the ¢; will be deleted in the next preprocessing step.

(b) It remains to consider the case that Bsg/19(v; sw #) contains two clauses by # by, each of degree k—1. If 7; is the
path joining v to b; in B3g/19(v; sw ), then at least one of the 7;, say 71, must pass through a switched edge.
It follows that the distance between by and {f1, f2} in sw & is less than 3R /10; and so the distance between by
and {ey, e;} in # is also less than 3R /10. We now consider the path y in Bsg/19(v; sw #') that joins b; to by, and
distinguish two cases:

(i) If y does not pass through either f;, then it is also a path in 7. It has length at most 6R /10 and joins b; to
b, and we noted above that the distance between b; and {e;, e} in # is less than 3R/10. It follows that
the next preprocessing step in & will remove the R-neighborhood of some variable on y, and thereby also
remove one of the e;. This gives a contradiction.

(i) Now consider the case that y passes through fi. This situation is shown in Figure 6. We label f; = (xz)
and f; = (wy) where {x, w} is the same as either {ay, a;} or {1y, u2}. Then e¢; = (xy) and e; = (wz). Let
p1 denote the path between by and x, and p, the path between b, and z: these paths are the same in # as
in sw Z, and must satisfy

1 6R

len(p;) + len(p2) + 5= len(y) < T
where we use len to denote path length. Recall from Remark 2.4 that an edge e = (av) has length 1/2, so a
path joining two neighboring variables has length one. On the left-hand side above, the 1/2 term accounts

for the length of the edge fi = (xz). In the graph %, the path p; joins by to x without passing through y.
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Since we assume that e; = (xy) survives in pr &, any further processing on & cannot remove b; without
leaving behind a clause on p; of degree less than k that lies even closer to x. It follows that the final graph
pr ¥ contains a path p; C p; joining x to a clause by of degree less than k. Likewise, pr € must contain a
path p, C p; joining z to a clause b, of degree less than k. Now note that x and z lie on opposite sides of
the bipartite graph (one is a clause while the other is a variable). On the other hand, by the assumption that
the e; have the same total type, there must be an isomorphism

o BR(x;pr:‘e) = BR(w;pr?), o) =w, oy)=z.

It follows that Br(w; pr €) must contain a path ¢(p;) that joins w to a clause (1)(51) of degree less than k.
Then in the graph pr @ we have

A(B2, 9(51):pr) = len(9(71)) + len() + - < len(py) + len(py) +

This contradicts the fact that, by definition, Act(pr €) must be empty.

=

6
1

<

N =
[e=)

Conclusion. The above argument shows that in fact A; = S; for all ¢, so that the same logic leading to (5.52) and

(5.53) gives the desired conclusion, that pr(sw &) = sw(pr ). O
T
|
bO : b0
|
| ob, D(P’l(l;z)
p1 l
L d71(p2)
: €1
X0 Y ! h0) Y
fil | £
zZ® ow Z@——0w
| €2
L P2 ¢(p1)
P2 ! - _
Db, 0¢(b)
|
b,0 : b,0O
|

FIGURE 6. Case (ii) in the proof of Proposition 5.31. We let t be the first time that A; # Sy and # = pr, @, so that
pri(sw &) = sw(pr; &) = sw # by (5.53). In each of the panels (a)—(c), the left side of the dashed line depicts part of sw %
(including the switched edges f;) while the right side depicts part of # (including the original edges e;). We use the
symbols © and ® to indicate vertices from the two sides of the bipartite graph — either © indicates clause and ® indicates
variable, or the other way around (it does not matter which).

Proof of Proposition 3.24. Let & ~ P = P, ,,,. As in Proposition 5.31, let e1, e be two edges in the processed graph
pr & having the same total type, and define the switching operation sw. For any H € CM(D),

Ppre =H) = Y P(%=G)1{prG=H} 2 Y P& = G)1{pr(swG) = H}
G G

Y3 P = G)1{sw(pr @) = H} = P(pr & = swH).
G

In the above, the step marked (a) follows from the fact the law of the original graph & is invariant under the switching
operation: IP o sw™! = IP. Equality (b) holds by Proposition 5.31, and equality (c) holds since the switching operation
is involutive. Returning to the definition of CM(D) (Remark 3.21), the above proves P(pr& = H) = P(pr% = H’)
for any H, H € CM(D). Finally, it is clear that the law of pr & is invariant under any permutation of the ordering
among the variables or among the clauses, so if we condition on Z,,¢ = 2 then the law of D, ¢ is uniformly
random among all D ~ . This concludes the proof. O
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6. EXTENDIBILITY AND SEPARABILITY

In this section we prove Proposition 3.30 and Proposition 3.31. The section is organized as follows:

- In §6.1 we return to the issue that if a clause a receives incoming messages «{j. (¢ € 064), the resulting marginals on
itsincident edges does not generally agree with the canonical measures 47, from Definition 3.4. We previously saw
in §3.7 (specifically, Corollary 3.55) that if the clause is coherent, then it can be reweighted to achieve marginals
«Tte. In §6.1 we show that if the clause is nice, then we can explicitly construct and estimate these weights. This
result will be used in the remainder of the current section, as well as in later sections.

- In §6.2 we introduce the planted measure Qg. This is a well-known idea, which in the context of our problem
gives a way to view the quantitites [EgZ, [EgZcy;, and [Eg Z;, in terms of a certain modified configuration model
(Remark 6.3) that is tractable to analyze.

- In §6.3 we prove Proposition 3.30, which can be reinterpreted as saying that most colorings are extendible under
the planted measure. The idea of the proof is to show that, under the planted measure, the subgraph of dependent
free variables is with high probability a disjoint union of trees and unicyclic components, which can be completed
to produce a valid satisfying assignment. The analysis of the free subgraph relies on the containment property
(3.24) of compound enclosures.

- In §6.4 we prove Proposition 3.31. The idea of the proof is to note that if a (processed) k-sat instance & = (V, F, E)
admits two judicious colorings that disagree on subset of variables V’ with 1 < |V’| < |V|, then € must admit
a certain combinatorial structure (Lemma 6.11) which we then show is unlikely to occur. The extraction of the
compound structure relies on the fact that compound enclosures are bounded by variables that are perfect, hence
orderly (Definition 3.12).

6.1. Explicit Lagrange multipliers for nice clauses. Recall from §3.7 (in particular, see Corollary 3.55) that when-
ever a clause 4 is strictly coherent (Definition 3.6), there exists a set of weights such that the associated Gibbs measure
on colorings of a has edge marginals 47 (Definition 3.4). In this subsection, under the assumption that the clause is
sufficiently nice, we give a direct construction and error estimate for these weights. This result will be used in the
proofs that appear later in the current section. Moreover, the analysis in this subsection is a simplified version of the
analysis of Section 7.

Through this subsection we are concerned with the reweighting of the edges around a single clause. Recall from
(3.5) that we introduced the composite color ¢ = cyan = {green, blue}, for the reason that the clause factor (2.20) does
not distinguish between green and blue. Therefore in this subsection we can work on the reduced alphabet {r, y, c}.
Given a variable-to-clause message § which is a probability measure over {r, y, g, b}, we now abuse notation and
write § for the measure on {r, y, c} where c takes the combined weight of {g, b}. On the other hand, given a clause-
to-variable message § which is a probability measure over {r, y, g, b} such that §(»v) = §(g), we define a probability
measure § on {r, y, c} with weights

q) 4G 4)

700, 0070)) = (T Tt T )
( 1-4(®)" 1-4()" 1-4(v)
For the rest of the subsection we work with the measures g, § over {r,y, c}.

As we will soon see, the bounds that we can obtain for the Bp recursion are different for red versus the other

(6.1)

colors. For this reason, given a variable-to-clause message § = {y,, it will be useful to define a reweighted version

q(0) q(x)

Qua(0) = (219a]-1)1{o=r} 29ldal-1

+ q(c) + q(y) . (6.2)

With this notation, we can now state and prove the main technical result of this subsection:

Lemma 6.1. Let 6 € (0, 1] be a fixed constant. Suppose the clause a receives incoming variable-to-clause messages g,

(e € 6a) whose reweightings Q. (as defined by (6.2)) satisfy the bounds

max {Qe(]/) - %/ Qe(r)} < 2% (6.3)
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foralle € da. Suppose also we have outgoing messages §, such that, for all e € da, we have

[ere[411(0) 1‘ L {ee for o € {y,¢}

7e(0) (6.4)

€, foro=r,

where all the errors €,, €, are at most 1/k*. Then there exist edge weightsT = (y, : e € da) with . (y) = 1 such that

mb{ > (o) - 1|} <k Y (e+é), (©5)

oe{r,c} e€da
and such that the I'-weighted BP recursion at clause a maps g to §: that is, such that §, = BP.[§;I'] for alle € 6a.
Proof. We will iteratively define a sequence of weights I'* = (y,; : e € 6a), started from I'® = 1 and converging

in the limit f — oo to the desired weights I. We will maintain for all ¢ that y, ;(y) = 1. Denote the output of the
I'-weighted recursion by

Get(0) = (BPe[f],rt])(G) ~ ye,t(a){(spg[yfq])(o)}. (6.6)

Step 1. Definition of weights and errors between weights. In this step, we fix an edge ¢ and abbreviate y = y,,
g = §., and so on. Given ! and ', we define the next weight y'*! by setting

A e

for each 0 € {r,y, c}. Note this choice ensures y/*1(y) = 1. It remains to estimate the error between ) and y'*! on
the other two colors {r, c}. To this end, let us define the error quantities

oy |V o) | |d(0)/4(y)
€'(0) = o) =50/ (6.7)
for 0 € {r, c}. The error at the next iteration is then given (after a short algebraic manipulation) by
ey _ | [ 70) G(0)/G(y) } i)/ 0)Fy)
0= ||t e o | 9

equals one

For the rest of this proof we use the shorthand €' = €’(c) and é' = €(x).

Step 2. Errors for variable-to-clause quantities. In this step we continue to consider a single edge ¢ € 6a, which
we suppress from the notation. As in (6.2), let Q' be the reweighted version of )4 defined by

t . t r . r
Q'(0) = L 2it0) /{”)q”w(y)w*(c)q(c)}. 6.9)

(210a1-1y1{o=1} oldal-1

Recall the assumption (6.3) that Q(r) = Qq(r) < 2750, It will follow from the inductive analysis below that all the
weights ! are of constant order, so we will also have Q*(r) < O(27%?). It follows that

t+1 Valr t e
% %(1 +0(E) + 4y) + ' (i(e) 1+ O(€)

t )d(r ~t
= {% + q(y) + yt(c)q(c)}{l + O(€t + 26%)} ,

for ¢' and €’ as in (6.7). Combining this with (6.9) gives
Q@) _ I _ o {et +étj2k forg e {y, <},

+4(y) + " (e)g(e) =

(6.10)

1
Qi(o) el +ét foro=r.
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Step 3. Errors output by clause recursion. Recall from (6.6) that §, + /e, = BP.[!{], and recall from (6.9) that
Q! is a reweighted version of )'§. We therefore let z, ; denote the normalizing constant such that

Gei(xr) 1
Ve,t(r) - Z,t ,l—[ Qe’,t(y).

It the follows from the first bound in (6.10) that for 0 = red we have

Ze t+1Ge,t41(x) _ l_[ Qé,ﬂ(y) _ Ze,tﬁe,tﬂ(r){l +0

ée’,t
€prt + —— .
Ve t+1(r) Ve,t(x) e,ze(;a ( T ko ))}

Next, by (6.10) together with the assumption (6.3), we have for ¢ = cyan that

Ze,t+1qe,t+l(c) _ 1_[ (1—Qt,+1(r))— 1_[ Qt:f'l(y)

Ve,tﬂ(c) e’eda\e e’eda\e

l—[ (1 - Qe’,t(r){l + O(ee’,t + ée',t)}) - 1_[ (Qe’,t(Y){l + O(eg/,t + %)})

e’eda\e

e’eda\e e’eda\e
z q €.t + é ’
_ etfet(c) 140 Z ( et — e,t) ‘
Ve,t(c) e’eda 2

Lastly, for 0 = yellow, it follows from (6.3) and (6.10) that

zonien) = || (1-Q0@) - [] @w+ Y ("0 @ -0i@) ] o'

e’eda\e e’eda\e e’eda\e e”eda\{e,e’}
~ €t +€ert
= Ze,t%,t(Y){l +O0[k Z (6276))}
e’€da
Now substitute these estimates into the quantity appearing on the right-hand side of (6.8): it gives

q q €orp + €

€orailc) = |= I]e,t(c)/(ye,t(c)q?t(.?’)) _1l =0l Z ( et _ e,t) ’

Qe,t+1(C)/(Ve,t+1(C)Qe,t+1(Y)) o'eoa 2

Ge,t(r)/(Ve,t(x)qe i (y)) ( €t )

€ =< = -1 =01k €+ —=1|].

) O et e aiG) 2 (et

Consequently, if we aggregate all the error terms at time ¢ as

B0 = Y [0+ 527,

ecda

then we shall obtain at the next step

2 €ert €t O(k?) €t O(k?)
E(t+1)§O(k)Z( 0 )+ e > cor+ 5| < e EW).

e’eda e’eda

It follows that E(t) decays exponentially in #, so the sequence I' converges to a limit I'. Summing over ¢ gives the
claimed error bound on the weights y.. O

An application of Lemma 6.1 is a direct construction, with an error estimate, for the weights of Corollary 3.55 and
Corollary 3.56 in the case that the edges are nice:

Corollary 6.2. In the setting of Corollaries 3.55 and 3.56, suppose all the edges in U are stable and nice. Then, for every
clause a of U, the canonical messages «j. and «j. (for e € 0a) satisfy the conditions of Lemma 6.1, with 6 = 1/11 in
(6.3) and €., €. < O(1/k") in (6.4). Consequently, Lemma 6.1 guarantees, for each a in U, the existence of edge weights
Lo = (ve : e € 0a) satisfying (cf. (6.5)) |ye(c) — 1| < 1/k'/2 for all 6, and «Ge = BP.(x, «L's) foralle € da. Asa
consequence, the weighted Gibbs measure (3.90) has all edge marginals and messages agreeing with the canonical ones
#70, %, +. Redistributing the weights as in (2.30) (and as in Corollary 3.56) produces a system A of variable weights
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such that the ,\-weighted Gibbs measure again has edge marginals 47i. (However, since the weights were shifted from
clauses to variables, the BP messages will be given by «f, «f from (3.92) rather than by 44, +{).

Proof. We need only to check that the conditions of Lemma 6.1 are satisfied. Indeed, for each edge ¢ € U, if we take
+je and use (6.2) to define its reweighted version .Q,, then Q. will satisfy the error bound (6.3) with 6 = 1/11,
because the edges in U are assumed to be nice (Definition 3.8). Moreover, we will have the error bounds (6.4) with
€c,€c < O(1/k") because the edges in U are assumed to be stable (Definition 3.7). The claimed result then follows
directly from Lemma 6.1. O

6.2. The planted measure for judicious colorings. In preparation for the proofs of Propositions 3.30 and 3.31, we
introduce the planted measure in this subsection. Given a processed neighborhood sequence D (as in Definition 3.20),
let Qp denote the uniform measure over all pairs (¥, 0) such that € = (V, F, E) is consistent with the sequence D,
and ¢ is a valid judicious coloring of &. Then, recalling Definition 3.28 and (3.32), we have

_ EpZey EgZey

Q@({(?,g) 10 is extendlble}) = EpzZ = EZ (6.11)

where 9 is the unordered version of D (see Definition 3.20). Thus, to prove Proposition 3.30, it suffices to show that
o is extendible with high probability under Qgp. Similarly, to prove Proposition 3.31, it suffices to show that ¢ is
separable with high probability under Qg. Following standard convention, we call Qg the planted measure.

Remark 6.3 (sampling from the planted measure). Recall from Proposition 3.24 that Py coincides with the uniform
measure over CM(D), and can be sampled as a configuration model, as discussed in Remark 3.21. It is well known
that one can also sample from Qg by a configuration-model-type procedure, as we now describe. As in Remark 3.21,
we fix a set of variables V' and a set of clauses F, equipped with incident half-edges 6V and OF, all labelled with
types according to 9. Then a graph & corresponds to a matching M of OV to OF that respects the edge types. The
number of all such matchings is given by (3.27). Let ¢ be any coloring of 6V L OF that gives a valid coloring of 6x
for every x € V LI F. We say that a valid coloring o is judicious, abbreviated o € 7, if the empirical measure of
0 : 0V — {r,y, g b} agrees with the canonical marginal 47, and the empirical measure of ¢ : OF — {r,y,g, b}
agrees with @ (up to rounding, cf. Definition 3.26). We write i ~ ¢ if the matching I also respects the edge colors
specified by ¢. Then a pair (¥, g) is equivalent to a pair (M, ¢) such that M ~ ¢. Thus we can regard Qg as the
measure over pairs (I, o) given by

Qp(M, ) = 1{o € jZ,EIR ~ o} ,

where Z is the normalizing constant. The marginal probability of ¢ under Q) is given by

1{oe J} { 1{oce J}
0)=——" ‘JJE:‘JJE»vO'}:—- ne - «7ie(0))!,
Qn(0) = —— =~ ];[u*t())
which we emphasize is constant over all judicious ¢. This implies
1{o € J}
Qp(0) = ———,
NA

i.e.,, the marginal law of ¢ under Qg is simply uniform over 7. It further implies that for any ¢ € 7,

1{M~o 1{M~o
Qo] o) = b I a)
Z/Ngl {9~ o}
i.e., under Qg, the law of M conditional on ¢ is uniform among the matchings compatible with ¢. In conclusion,
to generate a sample from Qgq, we can first sample a uniformly random coloring ¢ € J, then sample a uniformly

matching I that satisfies M ~ o.

Remark 6.4 (empirical measure of colorings under the planted measure). Given a coloring ¢ € 7, we associate the
variable empirical measure v as in (3.40), and the clause empirical measure ¥ as in (3.41). Abbreviate v = (v,7) =
v(0). Then, for any v that is consistent with 47 and »w, we have

Si[FAli(HAIS

{a NE v(a)}
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By comparing with (3.48) and (3.49), we see that if ¢ is sampled uniformly at random from , then its empirical
measure V(0) is very close to v°P[,w] with high probability: more precisely, as long as 9 is bounded away from
zero in the sense of (3.45) (as guaranteed by Proposition 3.23 with high probability), then

Qo (HV - VOP[*w]H > ln_n) < exp{ - C(k, R)(lnn)z} .

. nl/2

We recall that voP[,w] = (0°P[Lw], 7°P[«w]) where v = v°P[,w] is given by Lemma 3.38, while ¥ = °P[,w] is given
by a reweighted measure: if a denotes a clause of type L, then

1,;L(Qc‘ia) = @u(géu) 1_[ {*‘?e(ae)ye(ae)}
e€da
where the weights y, are given by Corollary 3.55, since all clauses in the processed graph must be coherent. If all
the edges in the clause are nice, then the weights y, are estimated by Lemma 6.2. We will use this observation in the
proofs that follow.

We conclude this subsection with a simple lemma regarding the matching of edges near defects under the planted
measure. It will be used in the analysis of §6.4 below. We will say simply “defect” to refer to a 0-defect in the graph
g.

Remark 6.5. Recall from Definition 3.10 that if a variable is non-defective, then it has at most one defective variable
in its depth-one neighborhood. The clauses a € F therefore can be divided into three categories:

(i) The clause a neighbors only defective variables, in which case we say that a is a defective clause.
(ii) The clause a has only one defective variable among its neighbors.
(iii) The clause a has no defective variables among its neighbors, in which case we say that a is a strongly non-
defective clause. (The strongly non-defective property will be used in the proof of Proposition 9.17.)

In both cases (ii) and (iil) we say that a is a non-defective clause. If v is a non-defective variable, then dv contains
only non-defective clauses; moreover, at most one clause in dv can fail to be strongly non-defective. We say that
v is strongly non-defective if every clause in dv is strongly non-defective. We say that an edge e is strongly
non-defective if and only if e € 6v for a strongly non-defective variable v. Lastly, we say that an edge e is internal
to a defect if it is incident to some internal clause of the defect.

Lemma 6.6. Asin Remark 6.3, fixV,F, 5V, OF labelled with total types according to D. From the notion of compound
type (Definition 3.18), for each half-edge e € 6V LI OF, we can deduce from its type t, whether, in the final graph &,
the half-edge e will participate in an edge that is internal to a defect. For any matching m of these half-edges, we have
Qp(MC @) =Pp(mcC ).

Proof. As in the statement of the lemma, fix V, F, 6V, 0F labelled with total types according to D. It is clear from
Definition 3.18 that for a half-edge e, the total type ¢, encodes whether e will participate in an edge that is internal
to a defect. That is to say, there is a set of edge types T such that ¢, € T if and only if e participates in the internal
edge of a defect.

Let &, &’ be any two graphs with neighborhood sequence D. Let 7, #” be the corresponding subgraphs induced
by their defects; these are encoded by matchings m, m’ as described in the statement of the lemma. The matchings
involve precisely the half-edges with total types in T. Since defects are contained in enclosures which are encoded
by compound types, it follows that # and #” are isomorphic — equivalently, that there is an isomorphism ¢ which
takes m +— m’. Let & be any graph in which m appears. We can extend ¢ to & by applying the identity map to
edges not in m; then M’ appears in ((¥). If ¢ is a valid coloring of &, then a valid coloring of ((¥) is given by
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(g 01, = 0,-1(). If Ep denotes expectation under Py, then

Egp (Z ‘ mC ?) = m Z Pp(G) Z 1{0 is a judicious coloring of G}
G:mcG a
- r IR .
= Py C o) Z Py ((G)) Z 1{g o 1" is a judicious coloring of (G)}
G:mcG g
_ 1 ’ ’ . . e . "N ’
= Py CE) Z Py (G )Z 1{¢’ is a judicious coloring of G’} = Egp (Z ’ m C 3) .
GG o’
It follows from the definition of Qg that
1 Ep(Z|mcC¥®)
- = — - = C _— = -
Q(mC®) =g EG} 1{n € GIPp(G)Z(9) = Pp(m € )= — Pp(mC¥),
as claimed. ]

6.3. Extendibility for judicious colorings. In this subsection we prove Proposition 3.30, which says that the first
moment EpZ of judicious colorings is dominated by extendible colorings (Definition 3.28), with high probability
over D.

Definition 6.7 (free subgraph). Given a valid coloring ¢ of & = (V, F, E), we define a subgraph § C & as follows.
Let Vg be the variables in V that are incident to only green edges under ¢. Let Fg be the clauses in F that are incident
to only green or yellow edges under g. Note that, by the rules of the coloring model, each @ € Fg must be incident
to at least two variables u, v € V. Let Eg be the edges between Vg and Fg. We shall call § = (Vg, Fg, Eg) the free
subgraph of & induced by ¢.

Lemma 6.8. In the setting of Proposition 3.30 we have
QD({(?, o) : any connected component of § contains a bicycle}) =0,(1),

with high probability over D.

Proof. We assume throughout the proof that O is fixed, such that its unordered version & is bounded away from
zero in the sense of (3.45) (as guaranteed by Proposition 3.23 with high probability). Then, as in Remark 6.3, we first
sample a uniformly random coloring ¢ € 7, followed by a uniformly random matching 9t such that 9t ~ ¢. The
resulting pair (M, 0) is equivalent to a sample (¥,0) ~ Qp. Let v = (v, ¥) be the empirical measure of . We can

assume that
Inn

ni/2’
since this event holds with high probability under Qo by Remark 6.4. Moreover, given ¢, the random matching 9t
can be explored in breadth-first manner, as we analyze next.

Fix an initial variable v € V of type T, and suppose under ¢ that it is incident to only green edges. Let §(v) be
the connected component of § containing v. Under the randomness of the matching I, the expected number of
variables w € §(v) at unit distance from v is

=3 Y mLit) Y tulgwlo.=g) Y. 1ow=4g}. (6.13)

ecov L 0sa€{g,y}%" e’eda\e

Hv - VOP[*w]”oo < (6.12)

denote this g(t, L)

In the above 7t(L | ) is the chance that an edge e € v of type t is matched with an edge ¢’ € da such that L, = L.
Recall from Definition 2.1 that the type ¢ includes the position j(#) that the edge takes in the clause, so

n(L|t) = @(L)/ ( Z H{(L)j) = 1P (L)]. (6.14)

L
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Consider the quantity g(#, L) defined by (6.13): it is given explicitly by

D sel@re ] (Z*w@ww)

g(t, L) = Ceonie Cedaec) oelve) 1+O(—lnnﬂ, (6.15)
X X nl/Z
[1( X o) [ (dewro)
e”eda\e ‘oe{y,g b} e”eda\e

where the error estimate comes from (6.12). If L is a nice clause type, then we can use Definition 3.8 together with
Corollary 6.2 to bound g(t, L) < O(k/4¥).

If the variable v is of a non-defective type T, (Definition 3.10), then it can only neighbor nice clause types L, and
must have degree |6v| = O(k2¥). Thus we see from (6.13) that f(T) < O(k?/2K). If T is a defective type, then we
recall from (3.24) that v must lie in a compound enclosure U of diameter at most R’, such that the containment radius
s = rad(v) is upper bounded by the distance between v and the boundary of U. Moreover, by Definition 3.18, the
total type T encodes the isomorphism class of U, the position of v within U, and the simple total type of every edge
in U. It follows that T encodes the isomorphism class of Bs(v), and the simple total type of every clause in Bs(v).
As before, suppose that v is incident under ¢ to only green edges. Then, under the randomness of the matching I,
the expected number of variables in §(v) N Bs(v) is

S

fm=y 3 fMZ%@%

0=1 voa1v1--agvy j=1 Toaj

6 .
Ovj-1a; = g)l{géﬂf € v e}™, oup, = g}) ’

8(vj-1,a5,07)
where the second summation is over all paths v = voa,v; - - - 2¢v; emanating from v. If g; is a nice clause, then we
have ¢(vj-1,a;,v;) < O(1/4%) by a similar calculation as for (6.15). In any case we always have 8(vj-1,aj,vj) < 1.
Recall from Definition 3.11 that B(v, w) counts the number of defective variables on the shortest path between v
and w (including the endpoints). By Definition 3.10, any clause neighboring to a non-defective variable must be nice,
so the number of nice clauses on the shortest path between v and w must be at least d(v, w) — B(v, w). It follows

that
o()
ﬂDSZ(?—

weB;(v)

d(v,w)-B(v,w) 1
S -
) 4

where the last inequality holds by the definition (3.19) of the containment radius, since we set s = rad(v).

Now consider exploration of &(v) by the following modified breadth-first search procedure. We maintain a queue
(a first-in first-out list) of variables, starting from Qp = (v). Then, at each time step { > 1, we remove the first
element wy of Qg_; to produce (Qy—1)’. We then explore the neighborhood of w, to depth s, where s; = 1 if wy
is non-defective, and s; = rad(wy) otherwise. Let §(v), be the variables of §(v) that are newly discovered in this
exploration. We then take the ones at the boundary of B, (w/) and append them to the queue:

Q¢ = ((Ql’—l)// F(@)e N QOBsf(wi)) .

The exploration continues until the first time 7(v) that Q () = @. Let (¢ = [Q¢| — |Q¢-1]. Under the randomness of
the matching M, as long as £/n = 0,(1) and Q—; # @, it follows from the preceding bounds on f(T') that

EC < -1+ ;11(1 +0n(1)) .

Once some vertices have already been explored, (6.14) is no longer an exact expression for the conditional law of
subsequent clause types in the exploration — however, since we assume that £/n = 0,(1) and that @ is bounded away
from zero, there remains a linear number of unexplored vertices of each type, so (6.14) is correct up to a multiplicative
factor 1 + 0,(1). Thus, as long as {/n = 0,(1) and Qy—; # @, we have EC;, < —1/2. Since all variables in ¥ must
be fair (Definition 3.13), we have 0 < 1+ {y < exp(k*R) with probability one. It follows by the Azuma-Hoeffding
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inequality that for a large enough constant C = C(k, R),

Clnn 1
P(c(0)> Cinn) < P{1Qcil - EiQem| > S| 3.

On the other hand, again using that & is bounded away from zero, we see that the chance for the exploration to
close more than two cycles is at most (In1)°(1) /n? < 1/n. Taking a union bound over all v € V gives

QD({(?, 0) : any connected component of § contains a bicycle}) =0,(1),

as long as @ is bounded away from zero in the sense of (3.45). The result follows by appealing to Proposition 3.23. O

Proof of Proposition 3.30. Let &' ~ P = P, ,, for |m — na| < n'/?Inn. Let € = pr¥’ be the processed graph given
by Definition 3.15. Let ¢ be any valid coloring of &, and let x be its corresponding frozen configuration: as long as
the free subgraph of & induced by ¢ does not contain a bicycle, x can be extended to a satisfying assignment of &,
that is to say, o is extendible (Definition 3.28). Recalling (6.11), it follows that

EpZex . .
ﬁ = Q@({(?,g) 20 is extendlble})

> Q (¥,0) : 0 is a judicious coloring of ¥, and no connected || _ 1= 0,(1)

=D component of its free subgraph contains a bicycle h "
with high probability, where the last inequality is by Lemma 6.8. This concludes the proof. O
6.4. Separability for judicious colorings. In this subsection we prove Proposition 3.31, which says that the first
moment EpZ of judicious colorings is dominated by separable colorings (Definition 3.27), with high probability over
PD. We again let & = (V, F, E) be the processed graph (with neighborhood sequence D), so that & = pr &’ where

&’ is the original k-sAT instance. We first show by a direct second moment calculation that the original instance &’
is very unlikely to have pairs of satisfying assignments of “intermediate” overlap:

Lemma 6.9. Let &’ ~ Py o for a in the regime (1.7). Recall (2.8) that Z%(z] counts the number of pairs (x', x%) of
satisfying assignments of &’ with overlap z. Then, for any positive absolute constant c, it holds for all

clo Yo KN Uik} K
z ) ok/2 2 ok/2 |’ ok |7
we have B, 0 Z%[2] < exp{-Q(n’k?/25)}.

Proof. Let E denote expectation under [E,/ ,/,. Recall from (2.9) that

i o ()} = ! {n' In2+H(z)+aln (1 2 ;ka )}} .

2 —
EZ°[z] = (n7)0() - (n")0(1) exp

We use the inequality In(1 — x) < —x to bound

for2(2) < 9(2) = In2 + H(z) - a(Z ;kzk) .
It suffices to prove ¢(z) < —Q(k?/2%) for all z in the claimed interval. By the restriction (1.7) on &, we have
p(z) < H(z) -In2+zFIn2 + O(zlk) .
Next recall that H"(z) < —4 for all z € [0, 1], so expanding around z = 1/2 gives
p(z) < —2(2 - %)2 +zFIn2.

This readily implies ¢(z) < —Q(k?/2¥) for

clo i KA o1 4 X)) L, Ink
z "2 ok/2 2 2k/2|" 2 k )
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It also implies p(z) < —Q((Ink)?/k?) for

z e 11+ﬁ 1—21nk
2 k) S

as well as ¢(z) < —Q(1/k'/?) for

el 2Ink - 1
4 k 77 k3/2 .
Finally, a straightforward Taylor expansion near z = 1 gives ¢(z) < —Q(k?*(In k)/2¥) for
1 k?
eec|l1— W, 1- Z_k ,
concluding the proof. O

Lemma 6.9 controls pairs of satisfying assignments of the original instance &’. The next result transfers this to a
bound on pairs of judicious colorings of the processed instance & = pr&”’.

Corollary 6.10. Recall from (3.34) that Z%|z] counts the number of pairs (¢, 0%) of judicious colorings of &, such that
their corresponding frozen configurations x(c') have overlap z. Let

relotio XV ol X)) 2K
1= ) ok/2 2 ok/2 4 ok |7

and let Z*[1] be the sum of Z*[z] over z € I,. Then Eg[Z?[I]] < exp{—Q(nk?/2X)} with high probability over .

Proof. Letg’ = (V’,F',E’)with |V'| =n’,and & = (V, F,E) = pr%’ with |V| = n. It follows from Proposition 3.22
that n = n’(1 — or(1)) with high probability. Moreover, with high probability over D, in any judicious coloring
the fraction of variables set to free is at most 4/2%. Given any frozen configuration x of €, we can extend it to
% € {-,+,£}V by setting £, = £ forall v € V' \ V. The resulting £ is an “almost-SAT assignment” in the sense that
any clause in & that does not neighbor a free variable must be satisfied. As long as n = n’(1 — 0g(1)), the number
of free variables under £ must be (crudely) at most n’(5/2%).

Suppose (g}, 0%) is a pair of judicious colorings of &, such that their corresponding frozen configurations (x 1 x?)
agree on nz variables. Define the extended configurations £' € {-,+,£}"’, and note that

U

V'(s) = {v eV : (&Y, = £ or (%), = f}
has size n’mt = [V'(£)| < n’(10/2F). Moreover, by definition we have V’(£) 2 V’ \ V. Let
V- = {v eV \V(e): () = (fz)v} ,

and note that n’(1 — )y = |V=| € [nz — n’n, nz]. Thus, with high probability over D, we have

Z?[z] < Z Z A?[n,y] (6.16)

n<10/2k y:|y—z|<15/2k

where A?[7, y] counts the number of pairs (x!, x?) of almost-sat assignments with |V’(£)| = n’7t and |V=| = ny.

We then calculate
) k na
/ ! 1 - ’ ’ -
En',n'aAz[T[, y] < ( Tf )( n ( T[) )571 71271 (1—7'()(1 _ (1 _ n)k(z—ky))

n'mt)\n’(1 —m)y
} < exp{—Q(nz,fz)},

where the last inequality follows by Lemma 6.9 for all 77, y in the range specified by (6.16), when z € I;. It follows that
E, waZ?z] < exp{—Q(n’k?/2)}, and then applying Markov’s inequality gives Eg[Z?[I;]] < exp{—Q(nk?/2¥)}
with high probability over D, as claimed. O

, k
< exp {n [fsm,z(}/) + O(Z_k)
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To prove Proposition 3.31 it remains to address pairs (x', x?) of frozen configurations with overlap in [1-k?/2F, 1],
since the rest of [0, 1] is covered by I; from Corollary (6.10), or by I, from (3.31). We can also ignore overlaps very
close to one, since for any x?, the total number of configurations x? within Hamming distance (In 71)* is much smaller
than exp{(Inn)°}. We thus restrict our attention to pairs (x!, x?) of frozen configurations on € with overlap in

k? . (Inn)*

IZE 1_§/ n .

(6.17)

We begin with a combinatorial lemma which says that if such a pair exists, then the graph & must (deterministically)
contain a particular structure. In the remainder of this section we show that such structures are very unlikely to
exist, from which Proposition 3.31 will follow.

Lemma 6.11. Let & = (V,F,E) = pr&’ be a processed k-sat instance, with |V| = n. Suppose that (x!, x?) is a pair
of frozen configurations on &, each corresponding to a judicious coloring of €, with {v € V : (x!), = (x?),} = nz for
some z € I, as defined by (6.17). Then there exists a subset S C V,
(Inn)3 < S| < K
n V| T 2k’

and for eachv € S a set C(v) of directed paths u — a — v inside &, such that the following hold:

a. Let €. = (6.)® (cf. Definition 3.12). Let D be the defective variables in S, and B =S \ D. Then |D| < 2¢.|S].
b. Foreachv € S, every element of C(v) is of the form u — a — v where a is forcing to v under x', andu € S \ {v}.
c. Foreachv € D, the set C(v) contains exactly one elementu — a — v.

(6.18)

d. For eachv € B, every clause a that forces tov under x' appears in exactly one element of C(v).
Let Cs denote the set of all paths appearing in the sets C(v) forv € S.

Proof. We divide the proof into a few steps:

Step 1. Use (x!, x?) to define an “internally forced” subset X C V. Since both the x’ correspond to judicious
colorings ¢*, they must each contain the same number of free variables, from which it follows that

{v eV:(xY, #1£,(x%), = f} {v eV:(xY, =1, (x%), # f}

Consequently, if dy(x!, x%) = [{v € V : (x1), # (x?),}], the set

X = {v eV:(xhy #(xYy, (x1)y # f}

must have cardinality |X| > dy(x!, x2)/2. The assumed overlap z € I, then implies
Inn)t |X 2
(o [XI 8
2n |V| ~ 2k
Since the x' differ on X and x! is not free on X, it must be that X is internally forced with respect to x! — that is

to say, each v € X is forced, but only by clauses involving at least one other variable from X. This implies that for
any v € X we can find a path

(6.19)

V=Uy ¢ A1 ¢ Uy < g Uy «— ... (6.20)
where a; is forcing to u;_, and u; € X with u; # u;_;. Since the graph is finite, any such path must eventually close

on itself to form a directed cycle within X. It follows that every maximal connected component of X must contain
at least one cycle.

Step 2. Extract S C X which has a small fraction of defects, and is internally forced. If X does not intersect
any compound enclosure (Definition 3.16) in the processed graph &, then X does not contain any defective variable,
and we simply take S = X.

If U = U° U doU is a compound enclosure and X N U # @, then we must have X N d,U # @ — indeed, if it
were not the case, then X NU = X N U° would be a collection of maximal connected components of X, and each of
these components would be a tree (since U itself must be a tree). This contradicts our earlier observation that every
maximal connected component of X must contain at least one cycle.
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We shall define a subset S;; € X N U as follows. As we just saw, each connected component of X N U induces
atree I C @ that intersects doU. Since X is internally forced, the tree I must be covered by forcing paths (6.20);
this makes 7 into a DAG (directed acyclic graph). Consider the variables of the pag with out-degree zero (meaning
that they do not participate in any clause that forces another variable): if these all lie in doU, then we simply put all
the variables of 9y into Sy;. Otherwise, suppose the DAG contains a variable v ¢ d,U with out-degree zero: then
we can replace X by X \ {v}, which is also internally forced. We continue pruning variables in this way until we
arrive at X’ C X such that in the DAG corresponding to X’ N U, all variables of out-degree zero lie in d,U. We then
set Sy = X’ N U: by construction, Sy; contains X N d,U. Moreover, if we take S to be the union of all the perfect
variables in X together with Sy; for all compound enclosures U, then S is internally forced.

Each variable in Sy; N U° has positive out-degree (by the above construction) and positive in-degree (since S is
internally forced). This means that if we view Sy as an undirected subgraph of &, each of its connected components
must be a tree all of whose leaves lie in d,U. It follows that S5 can be covered by a disjoint union of (undirected)
paths v where each y has a variable in d,U at one (or both) of its endpoints. Each y has length at most R’, the
maximum diameter of U. By the construction of compound enclosures (Definition 3.16), each variable in v € doU
is perfect, hence orderly (Definition 3.12), so each y has at most €. fraction defective variables. This implies that S
has at most €. fraction of defective variables. Moreover, if  contains any defective variable, then it must contain at
least 1/e, variables. It follows that the fraction of defective variables in y \ d,U is at most

€. - (number of variables in y) €.

- - < < 2€..
number of variables in (y \ doU) ~ 1 — 2e.

It follows that Sy; \ doU has at most 2¢. fraction of defective variables. Since every defective variable in S must be
contained in some Sy \ doU, and the sets Sy; \ doU are pairwise disjoint, we conclude that S has at most 2¢, fraction
of defective variables.

Step 3. Choose paths C(v) for v € S. Recall that S = B LI D where D is the subset of defective variables in S. For
v € D, choose a single path # — a — v such that a is forcing to v and u € S, and let C(v) consist of this path alone.
For v € B, for every clause a that is forcing to v, choose a path u — 4 — v with u € S, and add this path to C(v).
Thus, for v € B, every clause forcing to v is covered by exactly one path in C(v). This finishes the construction.
Finally, since S € X and X satisfies (6.19), it is clear that S satisfies the upper bound in (6.18), so it remains only
to verify the lower bound. To this end, partition X = X’ LI X”” where X’ is the subset of all perfect variables in X.
We can define a mapping f : X” — X’ where we map u € X” to v € X’ such that v is on the boundary of the
compound enclosure containing u. Recall that the maximum size of a compound enclosure is bounded by a constant
depending only on k and R. Moreover, a perfect variable must be nice, so its degree is O(k2). This implies that for
any v € X', its preimage f~!(v) C X" has size at most C(k, R). It follows that | X”| < C(k, R)|X|. Since S 2 X’ by
construction, we conclude using the lower bound in (6.19) that (for large 1) we have

1S1 S 1X’] S (Inn)* S (Inn)®

VI = |V| ~ C(k,R)-2n n '’

as claimed. This concludes the proof. O

In the remainder of this subsection, we show that the structure described by Lemma 6.11 is unlikely to occur
under the planted measure. We make the following definitions based on the lemma:

Definition 6.12 (permissible tuples). As in Remarks 3.21 and 6.3, we fix a set of variables V and a set of clauses F,
equipped with incident half-edges 6V and OF, all labelled with types according to . We do not, as yet, take any
matching of 0V to 6F. We say that the tuple (i, ju, 4, j», v) is permissible if u and v are distinct variables, a is a
clause, and j, # j, are indices such that L,(j,) € T, and L,(j,) € T,. There is a unique half-edge ¢, € 6u of type
te, = L4(j,); we call this the initial half-edge of the tuple. Likewise there is a unique half-edge e, € 6v of type
t., = L4(j,); we call this the final half-edge of the tuple.

Let II(D) denote the collection of all pairs (S, Pg) such that S is a subset of V satisfying (6.18), and Pg is a
collection of permissible tuples (i, jy, 4, j», v) such that u, v € S; every variable in S appears as the final (i.e., fifth)
entry of at least one tuple in Pg; and no clause appears in more than one tuple in Ps. Moreover we require that for
every v € S, all half-edges in P(v) have the same sign L, where P(v) denotes the set of all half-edges e, € dv that
arise as the final half-edge of a tuple in Ps.
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Note that, given D, we can partition S = B LI D where D denotes the defective variables in S. Let IL.(D) denote
the subset of elements (S, Ps) € II(D) such that |[D| < 2e.|S|; and each v € D appears as the final element of
exactly one tuple in Pg.

Definition 6.13 (events based on permissible tuples). Again fix V, F, 0V, OF, labelled with types according to D.
Take (S, Ps) € II(D) and partition S = BU D as above. Let Fs denote all the clauses appearing in Ps, and note that
given D we can also partition Fg = Fp LI Fp where Fp denotes all the clauses in Fg that are internal to defects, and
Fp = Fs \ Fp. As in Remark 6.3, a pair (M, ¢) with M ~ ¢ is equivalent to a pair (¥, 0) where & is a graph with
neighborhood sequence 9, and ¢ is a judicious coloring on €. We define the following events on the space of all
pairs (M, o). First recall that each clause a4 € Fg appears in a unique tuple (i, j,, 4, j», v) € Ps. Let

Y, = {(EDI,G) : 04j, = r and 0y =y for all ¢ ;&jv}, Y = ﬂ Y, .
a€Fp
Membership of (M, 6) in ¥, depends only on 0s,. Let
| 9, 6) : M contains a path _ _
Ko = { passing through (1, a,v) |’ Kp = @ Ko, Kp= Q K.
aerp aerp

Let Ks = Kgp N Kp. Membership in Kg depends only on the matching I, or equivalently the graph &, so we
sometimes abuse notation and write simply € € Kg. Next recall that for each v € S, all the half-edges P(v) C 6v
have the same sign L. Let

O5v is red on all half-edges in P(v),
X, =W, 0): 4 blue onall edges in dv(+L) \ P(v), , Xg= ﬂ Xy .
yellow on all edges in 6v(-L) veB

Membership of (M, ¢) in X, depends only on a5,.
It follows immediately from Lemma 6.6 that Q¢ (Kp) = Py (Kp).

Lemma 6.14. Fix a pair (S, Ps) € IL.(D) as in Definition 6.12. For the events of Definition 6.13, we have

|B|+2|Fp|
QD(XB/YB‘KD) Qp(Xp)Qp(¥p) < (O( )) :

Proof. Let V,F, 0V, OF be fixed as in Remark 6.3. The event Kp depends on the matching of half-edges internal to
defects. The event Xp concerns the coloring ¢ on variable-incident half-edges that will not be internal to defects.
The event Yp concerns the coloring ¢ on clause-incident half-edges that will not be internal to defects. It follows
that the three events are mutually independent, therefore

Qp (XB/YB KD) = Qp(Xp)Qp(¥p). (6.21)

It follows from Remark 6.3 that Qp(Xp) is the probability that a uniformly random element ¢ from J satisfies the
conditions of Xp. Suppose we instead sample ¢ : 6V U OF — {r,y, g, b} according to the measure

Qo(0) = {]_[v'v(aw}{ [ ﬁa<aéa>},

veV aeF

where (v, V) = v = v°P[,w]. It follows from Lemma 3.38 and Corollary 3.55 that

Qo(0) = {]‘l ((’)”("b”) [T ))}{ [ ((Pf’b [ (yfwf)*qf(af)))}.

veV e€dv acF f€da

Moreover, if a is a clause of type L and e is the j-th edge in 0a, then y, depends only on (L j). Thus each o in
J receives precisely the same weight under the measure QD Moreover, if we sample 0 ~ Qz), then the expected
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empirical measure of ¢ is v = v°P. Since the total number of types is at most C(k, R), it follows by the local central
limit theorem that Qp (o € ) = 1/n°W, so

Qo(Xp) < n°VQp(Xp) = nW H%(Xv)~
veB
A variable v € B must be non-defective, hence nice (Definition 3.8). It follows that

W)= [ @ [] a6 [] 4o

U eesvnP(v) eeov(L)\P(v) e€dv(-L)

*ﬁc(r) *Qe(b) O(l)
<0(1) ]_[ 5.0 RS < PORETR

eedvNP(v) ecdv(L)

Substituting into the previous calculation gives

|BI+IFs|
Qp(Xp) < nou)(¥) _ (6.22)

Similarly, a clause a € Fp can neighbor at most one defective variable, so it follows from Definition 3.10 that all the
variables in the clause must be nice. It then follows using Corollary 6.2 that

#Jj(x) «qe(y) O(1)
R V](r)*q’(r)l;[{”(”*‘”(")}<O(1) e L s <

It follows by a similar argument as for Xp that

Qp(Yz) < n°WQp(¥3) < n°W

|BI+|F|
(%) ) (6.23)

The result follows by combining (6.21), (6.22), and (6.23). O

Lemma 6.15. Fix a pair (S, Ps) € IL.(D) as in Definition 6.12. For the events of Definition 6.13, we have
Qo(K5 | X5, Y5, Kp) _ Qo(Kp | X5, Y5) _ (O(I)Zk)lFBl
Pp(Kp | Kp) Pp(Kp)  ~ '
Proof. Recall from Definition 6.12 that each tuple (1, j,, 4, j,, v) € Ps distinguishes an initial half-edge e, € u and

a final half-edge e, € 0v. For each edge type t, let 4;(y) count the number of tuples in P where the initial half-edge
has type t. Let a¢(r) count the number of tuples in Ps where the final half-edge has type t. Let a; = a(zr) + a+(y).

Then note that 1
D ) = Z”t(r) = EZat = |Fs|.

t
Since we restricted to clauses in Fp, any type £ with a; > 0 must be nice. The events Kp and Kp involve edges of

distinct types, so they are independent under Pyp. It follows that

Py (Kg | Kp) = Pp(Kg) = 1_[ { ﬂ ng — z} 1_[ (11¢)a,

t Ui=0o
(using the standard notation for the falling factorial). On the other hand, under the measure Qgp, if we condition on
the events Xp and ¥3, then the event Kp is more likely to occur because we have conditioned the edges involved to
have compatible colorings:

Qo (KB )XB,YB,KD) = Q@(KB |XB,YB) _

1
lj (e 10e(v)ar () (112~ 27 () a0

which is clearly larger than the quantity Py (Kp | Kp) calculated just above. For any integers 0 < a < b we have
using Stirling’s formula that

b" > (b), = X_b—ﬂl

bt pa b 1/2+b—a a
(b —a)! e”( ) '



132 J. DING, A. SLY, AND N. SUN

It follows by combining the above that

Qo(Kp | X5, Y5, Kp) _ Qo(Kp|Xs, ¥5) _ 1—[
Py (Kg | Kp) Py (Kp) — LG () ) (et () )2 )

et

< (0(1)2")%| ,

as claimed. O
Corollary 6.16. Fix a pair (S, Ps) € IL.(D) as in Definition 6.12. For the events of Definition 6.13, we have
|B|+|Fa] (1-2e.)(|S|+|Ps])
Qo (X5, Y5, Ks) _ (O(1) < O(1)
Pp(Ks) 2k 2k

Proof. The first inequality follows directly by combining Lemmas 6.6, 6.14, and 6.15. Next, recall the assumption
from Definition 6.12 that |B| > (1 — 2¢.)|S]|. It follows that

DP@l D IP@)

Bl veb = = > 1Bl _ Bl b,
|Fs| |Fs| Z|p(v)|+|p| |Bl +1D] |S]
veEB
which implies the second inequality since |Fs| = |Pg]. O

Proof of Proposition 3.31. Take I; as in Corollary 6.10, and I, as in (6.17). Then, recalling Definition 3.27 and (3.32),

Zsep < ZZ[II] + 2 1{ {Q, : |Z) €V x(l%/)r - x(g’)v| S Iz}‘ > —eXp{(lznn)S}} .

denote this (Zscp)’
We have a bound on EgZ?2[1;] = EpZ?[1,] from Corollary 6.10. It follows from the definition of Qg that

Ep(Ziy) _ [ eV x(@,=x()l exp{(Inn)°}
FoZuy {W)'HQ e T —})

(D) = Qo

Recall that the events of Definition 6.13 all depend on the choice of (S, Ps). To make this explicit, we now write
K[S,Ps] = Ks and T[S, Ps] = Xg N Y3 N K. It then follows from Lemma 6.11 and Corollary 6.16 that

Pp(K[S, Ps])

(D) < Z Qp(T[S, Ps]) < Z SRA=3e ) (STHIEsD
(S,Ps)€ll.(D) (S,Ps)ell.(D)
We now wish to take expectation over the law IP = P, v of the original graph &’ = (V’, F’, E’), of which & = pr &’
is the processed version. To this end, let IT" denote the set of all pairs (S, Ps) where S C V satisfies (6.18), and Pg is
a collection of tuples (1, j,, 4, jo,v) where u # vin S, a € F/, every v € S appears as the last entry of at least one
element of Pg, and no clause appears more than once in Ps. Note that if (S, Pg) € IT" and P»(K[S, Ps]) is positive,
then in fact (S, Ps) € II(D). Thus, writing [E for expectation under P, we have (by the tower property of conditional
expectation)

, Pyp(% € K[S,Ps])\ _ Py (% € KIS, Ps])
Er (-@) < Z E(l{(sl PS) € H(D)} ok(1-3¢.)(IS|+|Fs]) - st ok(1-3€.)(|S|+|Fs])
/Ps)ell’

(S,Ps)ell’

_ Z P(© € K[S,Ps]) _ Z P(¥’ € K[S, Ps])
- ok(1-3e.)(IS|+|Fs]) — ok(1-3€.)(IS|+|Fs]) ’
(S,Ps)ell’ (S,Ps)ell’

where the last step uses that if K[S, Ps] occurs for the processed graph &, then it also occurs for the original graph
g’. Taking into account the number of choices for S and Ps, as well as the probability for the edges to be present
under P, we can bound the above as

NLE
, (Inn’)? K| (n 1 n’s - k%-m’/(n’)?
Er (D) < On(l) + Z 1{ n s < 2_k n's 2k(1—4€*)n’s FZ“ Zk(1_4€”)
s >1

IN
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In the above, the 0,(1) error accounts for the probability that more than og(1) fraction of variables are removed
during preprocessing, which is controlled by Proposition 3.22. On the complementary event, the number of variables
n in & is very close to the original number of variables 1’ so the restriction on s = |S|/n’ follows from (6.18). The
inner sum over £ > 1 is for the possible sizes of the sets P(v). Simplifying the above gives

n’s
/ (Inn’)? k2| (n' 1 de.k o\
Ef(D)< ) I{T =5 =08 (s | graseons {Z(Z 5)
=1

S

(Inn’)? k2| (n ghs 1
<> <s< = < .
- n’ 2k | \ns| 2k(1-8e)ns = exp{Q((Inn)?)}

It follows that 7' (D) = 0,(1) with high probability over 9, and the result follows. O

7. CONTRACTION ESTIMATES

In this section we state and prove three key technical results:

- Proposition 7.3 considers a nice (Definition 3.8) subtree T of a compound region U, and analyzes the maximal-
entropy judicious measure on T subject to edge marginals wst on the boundary edges 6T

- Proposition 7.4 considers the depth-one neighborhood of a non-compound variable U, and analyzes the maximal-
entropy judicious measure on U subject to edge marginals wsy; on the boundary edges SU.

- Proposition 7.6 shows how to reweight a clause to achieve a desired set of outgoing BP messages.

The significance of these results in the proof outline is as follows:

- Proposition 7.4 solves the optimization problem for non-compound variables that was derived in Proposition 3.46.
The main technical difficulty of this result is that the clause types around a non-compound variable are not fixed.

— On the other hand, in Section 8 we will use Propositions 7.3 and 7.6 to prove Proposition 8.1, which analyzes the
maximal-entropy judicious measure on all of U subject to boundary conditions wsyr. This completes the solution
of the optimization for compound regions that was derived in Proposition 3.44. The main technical difficulty of
this result is to deal with non-nice regions of the compound enclosure, which are not covered by Proposition 7.3.
At the same time, we are helped in the analysis by the notion of compound type (Definition 3.18), which ensures
that in the interior of a compound enclosure, the clause types around a variable are fixed.

A more detailed outline of this section is given below, before the start of §7.1. We begin by specifying the form of
the subtrees T that we will consider for Proposition 7.3.

Definition 7.1 (entropy maximization on rooted trees). Let T be a finite tree rooted at a clause a,; with exactly one
child, which we refer to as the root variable vy;. We use LT to denote the set of all leaf vertices of T other than
Agr, and we assume LT consists of variables only. We use 6T to denote the edges incident to £T. From now on
we will refer to LT and 6T respectively as the “boundary variables” and “boundary edges” of T. A small example
appears in Figure 7. In the applications of this definition in the analysis of Section 8, we will take T to be a nice
(Definition 3.8) subtree of a compound enclosure U. As a result, the notations that follow are purposefully similar
to those of Definition 3.43. Let

A(T) = {

We say that v € A(T) is judicious if all of its edge marginals match the canonical marginals of Definition 3.4: that
is, for all edges e in T and for both j = 1, 2, we have v((0.) = 0) = «.(0) forall 0 € {r,y, g, b}. Let wsT denote a
tuple (w, )eesT Where each w, is a judicious probability measure on {r, y, g, b}*. We then let

(T wsr) = { v € A(T) : v is judicious, } ,

and v, = w, foralle € 6T
where v, denotes the marginal of v on edge e. Define the constrained optimizer

probability measures v over
pair colorings (a1, g?) of T |

voP(T; wsT) = arg max {'7—((1/) v e (T, CU(ST)} . (7.1)
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Given weights A on T, we also define the unconstrained optimizer
v[T; A] = arg max {?{(1/) +{InA,v):ve A(T)} , (7.2)
4

where (In A, v) denotes the expected value of In A(g) with ¢ distributed according to v. Note that by elementary

calculus, the solution v = v[T; A] of (7.2) is given explicitly by

1{0 is a valid coloring of T} A(c)
z[T; A]

where z[T; A] is the normalizing constant. Finally, we say that A are Lagrangian weights (for the constrained

optimization problem v°P(T'; wst in (7.1)) if {In A, v) is constant over v € J(T; wsT). We will parametrize Lagrangian

weights in a particular way, described in Definition 7.8 below.

v(o) =

(7.3)

Definition 7.2 (error notation for edge distributions). On any edge e, denote .w, = 7, ® 47, Where 47, is the
canonical marginal on edge e from Definition 3.4. For any other probability measure w, on {r,y, g, b}?, we define
the discrepancy of w, (relative to .w,) by

we(0)

dise(we) = disce(w) = ) (el T

oe{r,y,gb}?

where 9, = 27%%/6 for an absolute constant 0 < { < 1 /20. We shall ultimately take C = C./4 where C. is the absolute
constant in Proposition 8.4 below.

~1l. (7.4)

Odgrr

® Ugr

N
AN /N
A NN
AANAN AN
ANEAN
AN AR

FIGURE 7. A small example of a tree T as in Definition 7.1. The edges of 0T are shown as thick colored lines. In the
applications of this definition in Section 8, T will be a nice subtree of a compound enclosure U.

Proposition 7.3 (contraction result inside compound enclosures). Assume that R > k, where R is the neighborhood
radius in (3.1). Let U be a compound enclosure (Definition 3.16). Take T C U of the form described in Definition 7.1,
and suppose T contains no defective variables. Consider the constrained optimization problem v°P(T; wst) from (7.1),
where we assume that wst satisfies, for an absolute constant 0 < C < 1/20, the bounds

w,(0) 1
w:(0) 1‘} < =

1
oe{?}iéb}z { (zk)l{azrr}
foralle € O0T. Then the following hold:
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a. We can explicitly construct Lagrangian weights A = A(T; wsT) such that the constrained optimizerv = v°P(T; wst)
of (7.1) coincides with the unconstrained optimizer v = v[T; A] of (7.2) (where we recall that the latter is simply the
A-weighted Gibbs measure on T ).

b. Let q be the solution of the A-weighted BP recursions on T, where we fix the message “from the root” to be

(*aﬂm‘vm‘ ® *ﬁamvur)(a) = 1_[ *qﬂnrvm(o_j) .
j=1,2

Then v, = §.{§, for each edgee inT.
c. For any edge (av) in T, the discrepancy of vy (defined by (7.4)) satisfies the bound

1/ br(e,a)
discao(v) < KOW Z ((‘9 ) 4) disce(w), (7.6)

eedT

Ea(Tswsr)
where br(e, a) denotes the number of variables between e and a on the unique path in T that joins e to a.

The explicit parametrization of A is given in Definition 7.8 below, and the construction is given in Definition 7.9.

Proposition 7.4 (contraction result for non-compound variables). Assume that R > k, where R is the neighborhood
radius in (3.1). In the same setting as Proposition 3.46, consider the constrained optimization problem

VP(U; wsy) = arg max {W(V) v €Jg(U, a)ou)} ,
4
where U is the depth-one tree from Definition 3.45, and we assume that (cf. (7.5))

wLi)(0) 1'} <L (.7)

1
max max
L oe{r,ygb})? {(2")1{"=”} WL j(t,)(0) 2kC

for alle € 6U. Then the following hold:

a. We can explicitly construct Lagrangian weights V = Wg(U; wsy) such that the solution v = v°P(U; wsu) of the
above coincides withv = v[U; W], i.e., the W-weighted Gibbs measure on U for the augmented pair coloring model.

b. Let q be the solution of the ¥ -weighted Bp recursions on U. Then v, = 4.4, for each e in U, wherev,, 4., and j, are
probability measures on pairs (o, L) with o € {r,y,g,b}°.

c. For the solution v = v°P(U; wsyy) of the above, denote (cf. (7.4))

disc,(v) = max{ Z (9,)Hxele’o’h)

oe{r,y,gb}?

ﬁ'} 09

e (0)
Then, for each edge (av) incident to the root variable v of U, we have (cf. (7.6))

/4
discap(v) < KOW Z (82) disce(we) - (7.9)
eeold

Ea(Uswstr)

The explicit parametrization of W is given in Definition 7.24 below, and the construction is given in Definition 7.25.

Definition 7.5 (error notation for clause-to-variable messages). In the pair model, given any two functions g, h
{r,y,<}* = (0, ), we write

ho) . o1 =
max{ 20) 1| :r[o] =0
ERR(g, h) = max{%—l rf[o] =1 [ e R
h(o) _
max{%—l r[O‘]—Z
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We write E!!T?(g, ) < s to mean that ERR( ¢, h) is coordinatewise upper bounded by s in R?. In most cases we use
this notation when both ¢ and h are clause-to-variable messages in the pair model.

Recall that in the single-copy model, given a variable-to-clause message §,, (a measure on colors ¢ € {r,y, g, b}),
we defined a reweighted version Qy,; by (6.2). We make the analogous definition in the pair model: given a variable-
to-clause message § = {,, (a measure on pairs of colors (c!, 0%) € {r,y, g, b}?), define its reweighted version

)ity ML) i)l e )

Qlia(a) = (zlaal_l)r[g] 2|3ﬂ|—1 4|&{1|—1

(7.10)

where we denote r[0] = 1{o! =1} + 1{o? =x} for 0 € {r,y,¢g, b}%.

Proposition 7.6 (pair version of Lemma 6.1). Suppose in the pair model that the clause a receives incoming messages
e (e € Oa) whose reweighted versions Q, (defined by (7.10)) satisfy, for some absolute constant 0 < C < 1/20,

max{ } 0(1) 1+ 0(275) 0(1)
oe{y,c}?

1
< — =
S kT Qe(0) 4. gldal-1 k(1+C) 7
Let h = BP[q]. Meanwhile, let §, o (¢ € 6a) denote a set of desired outgoing messages, and suppose that

Qe(0) - 1

ifr[o] =1, Qe(rr) < (7.11)

€, 1

— A . 1

ERR(Je,00, He) < f‘.g < w 1
€e 1

foralle € da (in the notation of Definition 7.5). Then there exist clause weights ' = (), )eesa such that the weighted Bp
recursion outputs §ap 00 = BPgp[ ;'] for allv € da, and these weights satisfy the bounds

€e R R €
BRR(1,7.) < O()|e. + €. |+ 0K 1 27k 27k1+0) Z €
€, + &, 1 27k0=0 ok [oesa\E,

foralle € da.

Organization of the remainder of this section:

- In §7.1 we give the precise construction (see Definition 7.9) of the weights A = A(T; wsT) of Proposition 7.3. The
construction iterates between a series of clause and variable updates, which we then proceed to analyze in the
subsequent subsections, as follows:

- In §7.2 we analyze the clause updates in Definition 7.9. As a byproduct of the analysis we prove Proposition 7.6.

- In §7.3 we analyze the variable updates in Definition 7.9.

- In §7.4 we combine the analysis of §7.2 and §7.3 to prove Proposition 7.3.

- In §7.5 we give the analysis in the non-compound case to prove Proposition 7.4.

7.1. Lagrange multipliers for subtrees of compound enclosures. Fix T as in Definition 7.1. For the constrained
optimization problem v°P(T; wst) of (7.1), we will always set boundary conditions wst such that there is a unique
solution in the interior of the feasible domain of measures v. It then follows by general theory that there is a set
of weights A = A(T; wst) that are Lagrangian (recalling Definition 7.1, this means that (In A, v) is constant over
v € J(T; wst)), and such that the solutions of (7.1) and (7.2) coincide — i.e., such that

arg max {7—((1/) :v e J(T, a)(sT)} = arg max {7—((1/) +{nA,v):ve A(T)} . (7.12)

In this subsection, we describe the explicit construction of these weights in the setting of Proposition 7.3. We begin
by remarking on a single-copy analogue which was obtained in previous sections.

Remark 7.7. Recall that in the single-copy model, if U is a tree whose leaves are all variables and whose clauses
are all strictly coherent, then Corollary 3.56 guarantees the existence of weights Ay such that the Ay -weighted
Gibbs measure on U has edge marginals 47t. If U is moreover nice, then the weights are constructed explicitly by
Corollary 6.2. Recall that the corresponding Bp solution is not given by «g, but rather by «q as defined by (3.92). It
follows from Corollary 6.2 that

A
oqe
A

*e

c‘?e

*e

_ o)
- - kr/z

1| +

-1

[se]
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for all edges e of T. If R > k (as assumed in Proposition 7.3), then this error is very small. In particular, on nice
edges it implies that . will satisfy the same estimates as x4 from Definition 3.8. For this reason, we assume R > k
in the rest of the section, even when not explicitly stated. From now on we denote .§ = «f ® +f. In the setting of
Proposition 7.3, we have a tree T as in Definition 7.1 or Figure 7. Let T \ dp; denote the tree T with g, removed:
then all the leaves of T \ gy are variables, so +A1\,,, is defined by Corollaries 3.56 and 6.2. Then, for a single-copy
coloring T = 77 on T, we define

*AT (I) = .{igRTvRT(TgRTvRT) : *AT\aRT (IT\aRT) 4 (713)
that is, we put an additional weight «j,,, 0., on the root clause . As a consequence, in the 4Ar-weighted model on

T, the BP message from ag; to vgy will be precisely ofa,,v,,-

Definition 7.8 (parametrization of Lagrangian weights A on a subtree of a compound enclosure). Let T be as in
Definition 7.1. We parametrize the Lagrangian weights A on T as follows. Given a pair ¢ = (¢!, 6%) of valid colorings
of T, let x = (x!, x?) = x(0) be the corresponding pair of frozen configurations on the variables of T. Recall from
Remark 7.7 that .q = «f ® 7. We then take the weights to be of form

Ao) = *@anvn(aanvm){ l_[ Av(gév)}{ 1_[ /\e(ﬁe)} ,

veVr\LT eedT
where for each internal variable v € V1 \ LT the weight factorizes as
Ap(x0) Ae(oe)

Aolgso) = ( ]_[(mf((xv)f)) [ ( ]_[(mf((ae)f)) : (7.14)

j=1,2 ecov \ j=1,2

We assume that (1,)/(+) = 1, and (A,)/((6,)/) = 1 for all (¢,) # r; we will often abbreviate (A,)/ = (1,)/(r). If A is
any weight on T of the functional form just described, then A is a Lagrangian weight in the sense of Definition 7.1,
meaning that (In A, v) is constant over v € J(T; wst). Conversely, it is easy to see that any Lagrangian weight can
be expressed in this form. Next, recalling the discussion of §2.6, there is a unique solution g = gg,(T; A) for the
A-weighted BP recursions on T, obtained by recursing inwards from the leaves. In particular, for e € 6T we have
simply g, = A., and at the root we have §,,,0,, = +§a,0,,- Analogously to (2.33), the marginals of v = v[T; A] (the
A-weighted measure, see (7.2) and (7.3)) can be expressed in terms of g = gg,(T; A): for instance, the marginal law
of 05, under v is given by

(voolAos 1) @) = 5-pulas)Molas) [ ] 2e(a), (7.15)

Z e€dv

where %, is the normalization. (This holds even if v € LT, provided we define A, (gsy) = A¢(0e) where e is the one
edge in 6v.) Likewise, the marginal law on any edge e of T is given by v,(0) = §,(0)§.(0) for o € {r,y,g,b}*.

Definition 7.9 (iterative construction of Lagrangian weights on a subtree of a compound enclosure). Continuing
in the setting of Proposition 7.3, we now define a sequence of weights A; (parametrized as in Definition 7.8 for each
t > 0), which will be proved in this section to converge as t — oo to the Lagrangian weights A = A(T; wsT)
of Proposition 7.3. At the same time we will define messages g; which will converge as t — oo to the Bp solution
g = qup(T; Awo) for the Ao-weighted model on T, as discussed above. We initialize our construction at f = 0 with
weights
Aol@) = (w7 @ 2A7)(@) = [ | wAr(e))
j=1,2

where ,AT are the single-copy weights defined by (7.13) in Remark 7.7. More explicitly, if 7 denotes a single-copy
coloring of T, then its weight under ,Ar is given by

Ao (Too)

*AT(I) = -Qu”v“(aa“vm){ 1_[ (*Av(xv) 1_[ */\E‘(TE)) }{ l_[ */\E(TE)} ’ (7.16)

veVr\LT ecdv e€dT
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where x, € {-, +, £} denotes the frozen spin corresponding to sy, and we recall from Corollary 3.56 that for e € 6T
we take 41, = o as defined by (3.92). Note that A is indeed of the functional form specified in Definition 7.8. Let
9o = qup(T; Ag); explicitly, we have gy = . = of ® of (see Remark 7.7). For t > 1, given A;_; we define updated
weights A (also of the functional form from Definition 7.8) by making the following series of updates, started from
the boundary 6T and working up to the root, then working back down to the boundary:

L. Boundary updates. Recall from Definition 7.8 that for each boundary edge ¢ = (av) € 6T, the weight A, is
equivalent to the variable-to-clause message .. We update these weights by setting

. _0uw(@) [ _ww)
/\av,t(o-) = qvﬂ't(o) @av,tl(g)/(z éav,tl(’r)) .

T

II. Upward pass (from boundary to root). Having updated the boundary messages, go up the tree, alternating
steps (a) and (b), starting with step (a) at the clauses incident to 67"

(a)

(b)

Ataclause a # agr, suppose the upward messages 4, from the child variables u have just been updated to
their ¢-versions, while the downward message §,, from the parent variable v is still at its (f — 1)-version.
Then apply BP to update the upward message from the clause,

aav,t = BPav[‘?t]-
(Note that we have not yet defined 4; on all edges of T, but the right-hand side is well-defined since it
depends only on the §; messages coming from the child variables 1 of a.)
At an internal variable v, suppose the upward messages Jp, from the child clauses b have just been updated
to their t-versions; while the downward message §,, from the parent clause 4, as well as the variable weight
Ay, are still at their (# — 1)-versions. Let A, ; be the unique choice of weights, of the functional form (7.14)
from Definition 7.8, such that the measure

1 ~ ~
Voo, (050) = Z—tgov(gév)Av,t@év){qw,t_l(aw) [ qbv,t(abv)} (7.17)
v,

bedv\a

is judicious (in the sense of Definition 7.1). For now we assume that the weights A, ; exist; we will explicitly
construct them in Proposition 7.13 below. After obtaining A, ;, we apply BP to update the message upward
from variable v, that is to say, we let

QUa,t = pra[ﬁtQAv,t] .
(Note again that we have not yet defined §; on all edges of T, but the right-hand side is well-defined since
it depends only on the §; messages coming from the child clauses b of v.)

The upward pass is completed once we have applied step (2b) at the root vg;.

III. Downward pass (from root to boundary). Recall from Definition 7.8 that we always put weight .§,,,0,, on
the root clause agr, and this will also be the BP message from ay to vUpr. We therefore start the downward pass
with the trivial update

Qaravrrt = Gaggvrr =1 = Japgver,0 = +apvpr - (7.18)

Then continue down the tree, alternating steps (a) and (b), starting from step (a) at Ugr:

(a)

At an internal variable v, suppose that the downward message §p, from the parent clause b has just been
updated to its f-version. This means the upward messages {4, from the child clauses a, as well as the
variable weight A,, were already updated to their ¢t-versions during the preceding upward pass. Now
apply BP to update the downward messages from the variable,

Qva,t = BPyg [(‘?bv,t—ﬁ(écv,t :c€dv\{a, b}))QAv,t:|

where we have chosen to use the (t — 1)-version of the downward message J, rather than the ¢-version.
This is merely convenient for our analysis, but will have no effect on the limit since the messages all
converge.
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(b) Ataclause a # dgr, suppose the downward message 4, from the parent variable u has just been updated
to its ¢t-version. This means the upward messages §,, from the child variables v were already updated to
their t-versions during the preceding upward pass. Apply Bp to update the downward messages from the
clause, again using for convenience the (f — 1)-version of the message from above:

"]\uv,t = BPgyp [(%m,t—h(ﬁwu,t 1w € da \ {u/ U}))]

The downward pass is completed once we have applied step (3b) at each of the clauses incident to the boundary
edges O0T. This completes the definition of A; and g;.
In summary, by iterating the above steps, we obtain (A, g;) for all + > 0 on T. The next few subsections (§7.2-7.4)
are devoted to analyzing this iteration under the assumptions of Proposition 7.3.

7.2. Analysis of clause BP recursion in pair model. In this subsection we analyze the clause BP recursion in the
pair model. The main result of the subsection is Proposition 7.12, which will be applied to give estimates for Steps
II(a) and III(b) in Definition 7.9. At the end of the subsection we also give the proof of Proposition 7.6. Recall that
clauses do not distinguish between the green and blue colors, so in this subsection we shall work with the reduced
alphabet {r, y, c} with c as in (3.5).

Definition 7.10 (error notation for variable-to-clause messages). In the pair model, given two variable-to-clause
messages p and g (both probability measures on {r, y, c}?), let P and Q be their reweightings as defined by (7.10).
For j =1, 2let P/ and Q/ be the marginals of P and Q on the j-th coordinate. We then write

max{ (13((2)) —1|:0€{r,y, c}z,r[d] = 0}
max{ %((2)) —1|:0 € {r,y, c}z,r[d] = 1}
EﬁR(p, q) _ max{ (13((2)) —1|:0 € {r,y, c}z,r[G] = 2} cR’.
Q/(0)
max{jzzl;z Pf(a) —1|:0€{y, c}}
D Ql(x) _1‘
j=1,2 Pi(x)

We write ERR(p, g) < s to mean that ERR(p, q) is coordinatewise upper bounded by s € R5.

Definition 7.11 (subsets of clause colorings). Given a clause a € F, we now fix some notation for various subsets
of colorings of da. Abbreviate K = |6a| € {k, k —1}. Letw = {y, c}X ' and v = {y}*~!. Then let

{QE {r, 35" {j € [K]:gj =r} = 1},

R

C

{ge{y,c}“: [ie:o=c} =1},

Cxj = {ge {y, c}X 1 {] € [K]: g; =c} 2]}

For any two subsets 4 and B of {r,y, c}X~!, we will abbreviate AB = A X B.
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Proposition 7.12. Suppose the clause a € F receives two sets of incoming messages p and q, with each message a
probability measure over {x,y, c}? satisfying the estimates (7.11), such that, in the notation of Definition 7.10, we have

0e
Oe
ERR(Pe, Ge) < | Oe
e
e
foreach e € da. Then the outgoing clause-to-variable messages § = BP[p] and h = BP[q] satisfy, for alle’ € da,
0e
g k(1+0) 4ok 9k(140) 9=k o=k 5
ERR(ger, he) < O(KR)| 27k 27k 27k1+O g ook Z min{8,,1} | . (7.19)
1 gk omk(+Q) o=k o=k [ Con e ms,
™,

Proof. Throughout the proof, we fix an edge ¢’ = (av) on which to calculate the outgoing Br messages, and suppress
e’ from the notation when possible. We abbreviate

0 0O

0 O

o= Z min{0,, 1}

) ecoda\e’ e

6 e
Step 1. Rewriting of BP equations. For e € 6a let P,, Q. be the reweighted versions of p., g, defined by (7.10).
Let X and Y be the (non-normalized) measures over configurations ¢\, defined by

X(Qéa\e’) = l_[ {(2|9u|_1)r[m]Pe(OB)} ’

ecda\e’

y(géa\e’) = 1_[ {(zlaull)r[ge]Qe(Ge)} .

ecda\e’
Then the equations ¢ = gup = BPgo[p] and h = hgy = BPy[q] can be rewritten as

=7 D Pulos)X (@),

O6a:0e'=0
1 A
ho)= o >, Pal@an)Y(@one),
h 06q:0¢=0

where Z, and Zj, are the normalizing constants, and ), denotes the factor for the pair coloring model, as in (3.66).
In the remainder of the proof, we first obtain error bounds between X and Y, then use this to deduce error bounds
between ¢ and h.

Step 2. Error bounds between X and Y. Using the notation of Definition 7.11, we have

xe=[] Pew=T] {Qe<yy>+0<66)}:y<w>+o )=o)
e€da\e’ e€da\e’

Xw)= > {29“"1Qe(ry)+0(5e)} [ {Qe"(yy)+O(5e~)}Zy(RY)+O 2R =el L],
ecda\e’ e”eda\{e,e’}

X(cy) = Z {Qe(CY)+O(5e)} l_[ {Qe”(YY)+O(6e")} =Y(cy) + O i—f =0 fk .
e€da\e’ e”eda\{e,e’}
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Recall for j = 1,2 we use (P,) to denote the marginal of P, on the j-th copy. Then

xew= 1] {(Pe)%y)—m(yr)} - [ {(Qe)l(y)(HO(mée)) —Qe(yr)(1+0(5e))}
ecoda\e’ ecoda\e’
5 my b 1
= (Qe)'(y) — Qe r)+o(m59+—“)}=y(yw)+o —+—)=® —),
eeli;{e’{ J v ok ok 4k ok

where the transition to the second line uses the estimates (7.11). By similar calculations, we have

Xei)= ) {(Per(c)—m(u)} [ {(Pef(y)—m(yr)}

ecda\e’ e”eda\{e,e’}
=Y(cw)+ O kz—n;énLI;—kS =0 zkk
X(wi) = 21711 " {(Pal(r) - Pe<rr>} [ {(Pe)%y) - Pe(yr)}
ecda\e’ e”eda\{e,e’}
=Y (rw) + O kméz;:mé + zk(io + ];—ké =0 zkk ,

xw =[] {1 — (Q0)!(&) = (Qe)(x) + Qulex) + O(@ + —mi;kffféf})}

k
e€da\e’ 2

=Y (uw) + O 2 0

2—k+m =®(1).

In the last calculation, the term involving min{se, 1} arises because on the one hand the definition of Se implies

Qelrr) = Pe(rr){l + 0(56)} ,

and on the other hand we assume that both p and g satisfy (7.11) which implies that

o(1)
max {Pg(rr),Qe(rr)} < W .

141
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We also comment that we have kept track of explicit powers of k, but this is not an important point; one could also
write the proof with factors kO where O(1) stays bounded throughout. Lastly we have

Xeo)= Y Pled) [] Potm+ D, D, PlewPerlye) ||  Perlw)

ecda\e’ e”eda\{e,e’'} ecda\e’ e”e€da\{e,e’} e”eda\{e,e’,e"}
k%6 k?
_ @(_ ,
4k

g
X(ac)zz"’“'-l{ Dk [ P+ D D PPl [ ] Pem(yy)}

=Y(cc)+ O

e€da\e’ e”eda\{e,e’} ecda\e’ e”eda\{e,e’} eeda\{e,e’ e”}
=M(rtc)+Okzé4—Jl:k‘S =®i—;,
X(wm) = 4"’“'—1{ DU P [ P+ Y, D, PPl [ Pew(m}
ecda\e’ e”eda\{e,e’} ecda\e’ e”eda\{e,e’} eeda\{e,e’ e}
= Y(&R) + O ’;f(:c‘? N kb Zkkzb) = Y(m)+ O % + ’;_f) = o(%).

Step 3. Error bounds between ¢ and /. Recall that in Step 1 we expressed ¢ and 4 in terms of X and Y. We now
use the bounds from Step 2 on the error between X and Y to deduce bounds on the error between g and /. The two
easiest bounds are

Zgg(rr) =X(yy) = y(YY){l + 0(6)} = Zhh(rr){l + O((S)} p

Zgg(rC) = X(vcs1) = X(vw) — X(vy) = Zhh(rc){l + O(m(S + 624’-(6)} .

The remaining estimates are similar, only slightly more complicated. We next have

Zgg(xy) = X(Y X (RU czz)) = X(¥r) + X(vw) — X(vv) — X(¥c) = Zhh(rY){l + O(m6 + d :kké)}

The calculations for the spins in {y, c}? are all similar:

Zyg(ce) = X (621 ) = X(w) = X(w) = X () + X(vv) = Zhh(cc){l + o(m‘S o0 b ‘5)},

ok +2k(1+C)+ 4k

Zygles) = X(021 X (U 02)) = (X(wn) - X(YR)) T (X((C>1)2) — X(wc) + X(YC))

k™5 + ™ B k26 + kb
=Zhh(cy){1+0( T T I )}

Zo8(yy) = X((R U czz)z) = X(w) + (X(Rw) ~ X(ry) - X(RC)) + (X(wn) ~ X(w) - X(CR))

+ (z\’(czlczl) — (X(cw) — X(cy)) — (X (wc) — X(¥c)) + X(cc))

=zhh(yy){1+o(km‘5+m‘5 k6 + 8 ké)}

ok + 2k(1+0) + n
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Combining these estimates gives

k™ +7  k6+d kb
zgzzh{1+o( oF +2k(1+c)+4—k)}

The claimed bounds directly follow. O

Let us briefly summarize where we are, with respect to the proof of Proposition 7.3. In §7.1 we specified the
construction of the weights A (Definition 7.9). In the current subsection (§7.2) we made a general analysis of a clause
update (Proposition 7.12) which can be applied to estimate the effects of both Step II(a) and Step III(b). In the next
subsection §7.3 we will make a general analysis of a variable update, which will be applied to estimate the effects
of both Step II(b) and Step III(a). We will combine these estimates in §7.4 to complete the proof of Proposition 7.3.

To conclude the current subsection, we momentarily digress from the plan just described, in order to complete
the proof of Proposition 7.6, which which makes use of the preceding result Proposition 7.12.

Proof of Proposition 7.6. We first define a sequence of weights I'y = (. : e € da), then show that they converge in
the limit  — oo to the desired weights I', = I. We emphasize that this index ¢ is purely local to the proof of
this proposition, and is not the same as the t that indexes the up-and-down passes in Definition 7.9.

Step 1. Iterative definition of weights. Recall that the goal is to find weights I" such that BP4,[§; '] = 40,00 for
all v € da. We initialize 'y = 1. For all t > 0 let ii; = BP[§;T;] and g; = BP(y+4), so that I is proportional to y;g;
— in this notation, the goal is to have in the limit Yo §oo = §oo. We then recursively set

_ §oo(0) [ (Goo(yy)
ye1(0) = yi(0) - m/(m) (7.20)

on all the edges of da. The rationale for this choice is that it keeps y¢(yy) = 1 for all t > 0, and gives us

— @ ~ q;oo ~ ﬁﬁ ~
Vi+18t = " Ve&t = I, V&t = I hy = Qoo ,

(which is, clearly, compatible with our eventual goal of Voo goo = Joo)-

Step 2. Analysis of weights. Suppose, in the notation of Definition 7.5, that for all e € 6a we have

. €e(t)
ERR(Ve,t, Vet+1) = | €e(t) | - (7.21)
E(t)
Recall that yy = 1 and hy = BP[§] = h, so at f = 0 the assumptions give
Gopo  helyy) Lo €e
ERR(Ve,0, Ve,1) = E’R‘R(l, Zial i) <O)|1 1 0|ERR(oo, he) = O(1)| €. +é. . (7.22)
he  §e,00(yy) Lo 1 i
e e

For all t > 0, it follows from (7.20) and the relation h; = y;g; that

equals one by (7.20)

Vi+1(0) B h11(0)/ hi41(yy) - Vi+1(0)he(0) /i (yy) | yi(0)hts1(0)/Bes1(yy)

[he(0)/ye(o)]/The(y) [ veGw)]  §(0)/gi(yy) (7.23)

" 1) /701 @) T 60 71 G9)]  8e41(0)/ g1 (yy)

(the second-to-last step uses that y;(yy) = 1). We can bound the error between ¢; = BP[y:4] and g14+1 = BP[yr+14]
by applying Proposition 7.12, as follows: let p; denote the normalized measure corresponding to y;4, so that, in the

Yi2(0) _ §oo(0)/Geo(yy) _{yt(a)ﬁm(ﬁ)/t?oo(yy)} yt+1(0)hi(0) /i (yy)
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notation of Definition 7.10,
€e(t)
€e(t)
v é (t) E.(t)
ERR(Pe,t, Pe,t+1) < O(1) €.(t) eo(t) + = kfl+C)
ee(t) + e'e(t)/zk
€o(t) + & (1)/2X
— on the right-hand side, the first term comes from the error between the non-normalized measures y;q and y;4+14,
while the second term comes from the normalization. In matrix notation,

1 2k 9=k(1+0)

11 27K+O e (1)
ERR(Pe,t, Pepr1) < O(1)| 1 27F 1 €.(t)

1 27k o kA+O) 1\ &, (1)

11 27kC

The message po = { satisfies the bounds (7.11) by assumption. It follows from (7.22) that the message p; (again, the
normalization of y14) also satisfies (7.11), simply because the error between y, and y; is negligible. We will argue
by induction that p; satisfies (7.11) for all £ > 0. First we note that by the definition (7.21) and by (7.23), we have

ot +1) 10 0
et +1) [ = ERR(Ye t42, V1) < OQ)[1 1 0 [ERR(Gt+1, &),
&(t+1) 10 1

where the 3 X 3 matrix in the last expression is the same as the one in (7.22). Combining with Proposition 7.12 (more
precisely, taking the product of the 3 X 3 matrix in the last display, the 3 X 5 matrix in (7.19), and the 5 X 3 matrix
above), we find

€t +1) 27k g7k p=k(+0) € (t)
E(t+1)|<0kH)]| 1 27k 27k1+0) én(t)]. (7.24)
E(t+1) 1 27k 27k(+0) ereda\e \Eer (1)

It is clear from this that p; satisfies (7.11) for all £ > 0, and moreover that the iteration defined in Step 1 converges
as t — oo, with limiting weights . = ). Quantitatively, it follows from (7.24) that

€t +1)
E(t+1)= (1 272 27k1/2+0) Z &t +1)
ecoa \E (t + 1)

O(K*)E(t)
ok/2 /

(the 3 X 1 row vector in the definition of E(t) is chosen because it is an approximate left eigenvector of the 3 X 3
matrix in the last bound of (7.24)). We shall bound

1 [eq(t) co 1
ERR(1, Ve)<o(1)ZERR(Vet/Ve 1) <0 ) eegt; +0(1) Y E(t) k(z’;/zzc)
t=0 \ &, (¢ t=2 ok(1/2+

On the right-hand side, the t = 0 is bounded by (7.22), and the t = 1 term can be bounded by (7.24). Thanks to the
exponential decay of E(f) in ¢, the sum over t > 2 can be bounded by

1 6 1 6 1 €er

k k
ZE(t) 2k/2 < &k)E(O) 2k/2 < $k) 2k/2 (1 z—k/Z 2—k(1/2+C)) Z €0 + ég,
— ok(1/2+0) 2 2k(1/2+0) 25\ gk(/2+0) e'cda \Epr + Epr
2—k 2—3k/2 2—k(3/2+c) €
— O(k6) 2—k/2 z—k 2—k(1+C) Z €pr + Ep
9—k(1/2-0)  9=k(1-0) 2k e'eda \€pr + E¢r

Combining these bounds gives altogether
€e z—k Z_k 2—k(l+c) €,
BRR(1,7.) < O()|ec + €. |+ O] 1 27k 27k1+0) Z €o + 60 |,
€, + &, 1 27K@=0 ok Jocsa\ey + Ep
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from which the claimed result follows. O

7.3. Analysis of variable BP recursion in pair model. In this subsection we analyze the variable BP recursion

in the pair model. The analysis will be applied to give estimates for Steps II(b) and IlI(a) in Definition 7.9. The main

results of the current subsection are Proposition 7.13 and Corollary 7.14, which are stated next. The remaining results

of the subsection are technical lemmas used in the proofs of Proposition 7.13 and Corollary 7.14, which we briefly

outline here:

- Lemma 7.15 shows that, under the conditions of Proposition 7.13 on the messages in coming to variable v, the
resulting law of the frozen spin x, € {-,+, £}? is close to a product measure.

- Lemma 7.16 shows (using the result of Lemma 7.15) that that reweighting the frozen spin (x,)! does not greatly
affect the law of the other spin (x;)?, and vice versa.

- Lemma 7.17 shows that when we reweight all the edges e € 6v, the marginal law of 0, € {r,y, g b}? is mainly
affected by the weight on edge e alone, with a much smaller effect from the edges ov \ e.

- Lemma 7.18 gives a bound on the marginal error in variable-to-clause messages under certain conditions.

The proof of Proposition 7.13 uses Lemmas 7.16 and 7.17. Corollary 7.14 follows from Proposition 7.13 together with
Lemma 7.18. From this point on, rather than keeping track of explicit powers of k, we will simply write k1) to
indicate k raised to powers bounded by an absolute constant.

Proposition 7.13. Let v be a nice variable with incoming messages p (in the pair coloring model). Recalling the notation
of Definition 7.5, assume that for all e € 6v we have

KOW 27k
2ke

ERR(+fe, Pe) < (7.25)

Suppose v has weight ® = O, of the functional form (7.14) from Definition 7.8 (with O in place of A). Assume that the
measure || = V5, ©; p] (defined using the notation of (7.15)) is judicious in the sense of Definition 7.1, and that

kO(l)

Z Z }|9f(x)— 1| < k;f;) , ?é%)v({ Z |(98)f - 1|} < pra (7.26)

j=12xe{-+1 j=1,2

Let § be another set of incoming messages, also satisfying (7.25), such that for all e € 6v we have

_ e\ o (2
ERR(De, ) < | €0 | <
. 2k¢ k
€e 2

Then there exist weights A = A\, (also parametrized as (7.14) from Definition 7.8) such that

denote this err;,

M(x érr min{é€y, 1
DI k(z{_#}) o2
j=1,2 xe{-,£} (x) e’edv
j . . 1
Z —(AE)]. -1 < ko(l)(ég + —mm{keg, ) + errv)
]‘:1/2 (66) 2

and vsy[A; 4] is again judicious in the sense of Definition 7.1.

Corollary 7.14. In the setting of Proposition 7.13, for p = BP[p; ©] and § = BP[§; A] we have

1 0 0 0
1 0 1 1 €
ERR(Pe, de) < KO 1 Jerr, +kOW0 1 1 ée ,
27kC 1 2% 27k |\min{&,, 1}/2k¢
27kC 1 1 1

for all e € 6v (using the notation of Definition 7.10), and with err, as defined by (7.27).
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Lemma 7.15. Let v be a nice variable with incoming messages § (in the pair model) satisfying condition (7.25). Let v
be the resulting probability measure on the frozen spin x, € {-,+,£}%. Then v is close to a product measure:

1/4 for x € {-,+}%,
v(x) = {1 + O(z%c)} 91/(4-25) for x € {-£,+£,£-,5+}, (7.28)
1/(4-4%) forx = ££
for an absolute constant 0 < { < 1/20.

Proof. This is a fairly direct calculation. Recall that v is a nice variable, so by Remark 7.7, condition (7.25) also holds
with «xfe = «fe ® +f. in place of .§, = of, ® of.. The degrees |6v(2)| are constrained by Definition 3.8, as are the
canonical messages 4{; recall moreover that 4+j.(y) = «fe(g) = +Jc(b). We will use these facts repeatedly in what
follows. Recall moreover from (3.5) that we defined p = purple = {r,b}.

Step 1. Estimates in single-copy model. Consider the variable v with incoming messages «j, and let 7 denote
the resulting law of the frozen spin x, € {-, +, £}. Then, for a normalizing constant z,, we have

n(f):i{ 1—[ *ﬁe(g)}{ 1—[ *ﬁe(g)}:i{ l_[ *@e(b)}{ l_[ *@e(b)}

ecdv(+) e€dv(-) e€dv(+) ecdv(-)

Then, using the conditions from Definition 3.8, we have

71(+) _ B i *ﬁe(P) *ﬁe(Y)
nu)“{l O(zk)}{ | *a4g>}{ ] *a4g>}

e€dv(+) e€dv(-)

B 1 1+ 002710\ | k
_{1—0(27)} ﬂ (1+—zlag(8)|_1 =2 1+0( o )t
e€du(+)

where a(e) refers to the clause incident to edge e. The same estimate holds for 7t(-). It follows that

) k 1/2 for x € {-,+},
mi(x) = {1 + O(zk/lo)} X {1/2k+l forx =+.

Step 2. Estimates in pair model. Let v, = © ® 7. Let z, z4 be the normalizing constant such that

ven) =2 [ e, vate) = — [ | wnielee)-

ecov ecov

Taking the ratio between the two and using the assumption (7.25) gives

zv(£f) KO KO
—— = 1+——|=1 — .
Zy Vi (££) J;L ( + 2k(1+0) +0 okC

Similarly, we use (7.25) again to calculate that

weae{ 11 sl 1 ol 11 - 22

e€du(+) e€dv(-) e€bv(+)
. A 1+ O(kOW /2kcy
:{ [ qe(Pg)}{ 1_[ qe(yg)}{l_ [ (1_ Sl3a(e)|1
e€dv(+) e€du(-) e€dv(+)

0()
- { 1(5_! )ﬁe(Pg)}{ 16_!_) ‘?e(yg)}{l + O(zik)} = Z*V*(+f){l + O(kch)} ,
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The same estimate holds for the spins in {f+, -£, £-}. A similar calculation gives

N ) i _ae(rp>)_ ( i Mpr)) 3.6
2v(++) {l_l %w}{ ﬂ_)ﬂlew)}{l [ (1 iom)” L5 LS

ecdv(+) e€dv( eedv(+) e€dv(+)

oQ) o)
- { lb_! )ﬁe(pp)}{ lb_!_) qe(y}’)}{l + O(kzkc )} = Z*V*(++){l + O(kaC )} ,

and the same estimate holds for the other spins in {+-, -+, --}. Therefore

KO
v(x) = n(xl)n(xz){l + O(ZTC)} , (7.29)

and the claim follows. m]

Lemma 7.16. Let v be a nice variable with incoming messages § (in the pair model) satisfying (7.25). Consider two
weight functions A = A' ® A% and 0 = 0! ® 6% where A, 07 : {-,+,£} — (0, 00) with

o)

> (’/\f(x)—1|+|ef(x)—1|)s ksz : (7.30)

j=1,2 xe{-+1f}

Let v be the law of the frozen spin x, € {-,+,£}* that results from the messages § and the weights A, and let | be the
law of x, that results from § and 6. Then for the marginal on the first copy we have

ko(1)||62||oo Al[.ll Allul . A
Vl(xl):{1+O( Sk )}( o1 )(xl)/(;(F)(yl)), 6]25_1.

That is to say, v! is approximately equal to the reweighting of u* by A'/6?, and does not depend much on A% /0.

Proof. Let 7T be the law of the frozen spin x = x, € {-, +, £} that results from messages g and weights Al ® 62. Then

Al 1
Qliiliu(x),

mi(x) =
from which it follows that the marginal of 7@ on the first copy is exactly

w) = () / (Z & )(yl)) .

yl

It remains to compare v! with 77'. To this end, note it follows from Lemma 7.15 together with the assumption (7.30)
that 77 also satisfies the estimates (7.28) or equivalently (7.29). We thus have e : {-,+,£}> — R such that

0(1)
fi(x) = n(xl)n(xz)(l + e(x)) , le(x)] < kzkc . (7.31)

Recall that we defined &6/ = AJ / 6/ — 1. Then, with z a normalizing constant, we have

1A%(x?%) _ 1 2 o\ =
V() = S a0 = 2(1 +6%(x ))T((x).
We can use (7.31) to estimate the normalizing constant as

2=y (1 + 52(x2))ﬁ(x) =14 ) AR =1+ ) wx) Y n(x2)52(x2)(1 + e(x))

kOW]|62|oo
= {1 + Z n(xz)éz(xZ)}{l + O(ZT)} .

x2
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Similarly, we can also use (7.31) to estimate

D (1 + 62(x2))7'z(x) = )+ ) AR = 7 () + ) Y 62(x2)n(x2)(1 + e(x))

x2

o152
() + n(xl)Zn(xZ)éz(xZ) + o(—k Zlklf ”"°)

ﬁl(xl){l 2 n<x2>62<x2>}{1 i O(%)} |

x2

Taking the ratio between the last two quantities gives
KOW1e?|
101y — =101 ©
v(x)—n(x){1+o( i )

This proves the claim. O

Lemma 7.17. Let v be a nice variable. Suppose we are given two sets of weights for v, ® and A, both of the functional
form (7.14) from Definition 7.8, satisfying the bound (7.30) from Lemma 7.16, and additionally such that

kO(l)

gé%;c{ Z (‘(63)1 _ 1’ + ‘(/\E)f - 1‘)} < S (7.32)
j=1,2

Assume that the weights on the frozen spin agree, i.e, AJ(x) = 0/(x) forj = 1,2 and all x € {-,+,£}, so that only the
edge weights can differ betweeen ® and A. Denote the error in the edge weights by

(ALY A )
(poyi = Ly Q)
(68)] (ee )] (r)
Let v have incoming messages § (in the pair model) satisfying (7.25). Let it = vs,[®;q] and v = vso[A; §], with edge
marginals |, and v, fore € 6v. Then it holds for all e € dv that

(ve)'(x) _ (Ae)! (He)l(r) (Pe)z |(Pe’)j|
(e6) B (e ) {1 OS2y 2 e )} '

This says that the marginal red-to-blue ratio in the first copy is changed by a factor of approximately (A¢)'/(0.)' —i.e.,
for the first-copy marginal on e, changing the edge weights in both copies on all of 5v has approximately the same effect
as changing the edge weight in the first copy only, on e alone. The analogous bound holds exchanging the copy indices
j=1,2

kO(l)

Proof. For e € 6v let g., h, be the non-normalized measures on o € {r,y, g, b}? defined by

8:(0) = e(0)0.(0) = wo){ l_[«eaff{"‘:”},

j=1,2

he(ﬁ) = qE(U)/\e(U) = gg(G){ 1_[ (1 + ((pL’)j)l{Uj:r})} .
j=1,2
Similarly as in (2.22), let dv(ze) = {¢’ € 6v \ e : Ly = 2L¢ }. Then, for some normalizing constants z,, Z, we have

Zele(rr) "
m = (66)1(66)2 g(rr){ 1_[ ge'(PP)}{ l—[ gg/(yy)} ,

e’edv(+e) e’edv(-e)

ZeVg(rr) _ 1 2a
B2y ~ ) (Ae) e<rr>{ [ he,<pp>}{ [ he/<yy>}.

e’edu(+e) e’edv(-e)
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Note that g, (yy) = §er(yy) = her(yy) for all ¢’ € 5v. On the other hand, we can estimate

I he(pp) M { , (pe)'8e(xp) + ()80 (ex) + (per) (pr) g <rr>}

e'edo(+e) 8e'(ep) e’edo(+e) 8e(vp)
(7.32) 1_[ 1+ 1+ kO (Pe’)lAe’(rP) + (Pe’)ZAe’(Pr) +0 (Pe’)l(Pe')Z
B kC G (pp) 2k(1+0)
e’edv(+e) €
, i A 0(1) i
029 | Z ( 3 o) o550 KOl )
i k
j=1 redu(+e) *e (b) j=1,2¢e’€dv\e 2 (1+C
denote this AJ(+) denote this R

(having implicitly used Remark 7.7 together with (7.25)). It follows that

Zeve(rr) (Ge)j — I, 2(,
Zeyg(rr){ '1:_1,[2 (Ae)j} =14+A(+) + A%(+) + O(Ry).

By very similar calculations we obtain, for all 0 € {r,b}?,

ZeVe(U) (Q_e)j 1{o/=r} ~ ” ”

Let AJ(-) be define analogously to A/(+), except that we sum over e’ € 5v(-e) rather than e’ € 5v(+e). Then similar
calculations as above give the estimates

ZeVe(ry) (96)1 _ 1 2 _ ZeVe(by)
Zepieley) (o)1 L HA WA HOR) =270
ZeVe(rg) (0e)' _ " _ ZeVe(ve)

Zeieleg) eyt~ TA W FORD =220

Combining these estimates gives

(ve)'(@) _ (Ae)! (o) 1+ A'()] + prep)A* () + preey)AC) + Olpte(er)pe ) |
(ve) (o) (Be)! (pte) () [1 + A ()] + 1 (0p) A*(+) + 1 (o) A%(-) + O (e (o) (pe )?) '

pe ) A%(1) peley) A%() kom(pe)Z)
' (,ml(r)”<ue>1(r)[1+A1<+>]+<ue)1(r)[1+A1<+>]+o( = )4 om
O 6 we)A0) ) O((pm) "
(@ @+ AT @ @+ ATE] -\ 2

(0e)" (te) (v) 2kC
In the last step we used the assumptions (7.25), (7.30), and (7.32), which together guarantee that

) =*ne(p){1+o(k;(;))}: pe o)

_ (1) ()'@) {1 . O(M +R0)}.

(e)'(x) (1) (o)’
pe(xy) KO e (by)
(1) *’“(Y){l w0 )} " e
The claim follows. O

Proof of Proposition 7.13. We first define a sequence of weights A;, then analyze the construction to show that they
converge to the desired weights Aew = A. We emphasize that this index ¢ is purely local to the proof of this
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proposition, and is not the same as the ¢ that indexes the up-and-down passes in Definition 7.9. The proof below is
divided into a few numbered parts.

Part 1. Iterative definition of weights. Initialize Ay = ©. For all t > 0, given the weights Ay, let v = v5,[As; 7).
Then, for all e € 6v, update the edge weights by setting, for both j = 1, 2,

#Tle(z) /4Tt (b)
(Ve,t) (x)/(ve, ) (b)
Let v,/ be the measure that results from incoming messages §, frozen spin weights A;, and edge weights A, ;41 for
all e € 6v. Let 4,41/, be the induced measure on the frozen spin x € {-, +, £}2. Let 7 be the measure on the single
spin x/ € {-,+, £} that is induced by ,7. Then update the frozen spin weights by setting, for both j = 1, 2,

n(x/)/mi(+)
(Tft+1/2)j(Xj)/(ntﬂ/z)j(‘f) '

(eps1) = (Aet) - (7.33)

(/\t+1)j(xj) = (/\t)j(xj) :

(7.34)

This concludes the definition of the weights As41.

Part 2. Definition of error quantities. Define the error quantities

. r(xl)/m(+)
(&) = x;ﬂ () () /() ()

We will keep track of the aggregate errors

o = Z(ét)j 7 Pet = Z(Pe,t)j ; Pt = Z Pe,t -

j=1,2 j=1,2 ecdv

-1 7 (pE,t)j =

e (r)/«Tte(b) _ 1‘
Ve, t) ()] (ve,)i(®) |

For the initial measure vy = vsy[Ao; §] = v50[©; §], it follows by straightforward calculations that

€ min{é,., 1}
2. {ee' MR

e’edv

min{é&,, 1
é, + —{ e 1} +errv)

(60) <O = Oferry),

(pE,O)] < O zkc

for both j = 1, 2 — this makes use of the assumptions (7.25) and (7.26).

Part 3. Effect of update on edge weights (from ¢ to f + 1/2). Recall that for each integer ¢ > 0, the procedure
described in Part 1 goes from ¢ to f + 1/2 by the update (7.33) on all the edge weights, leaving the frozen spin weights
unchanged. For this update, Lemma 7.17 gives

kO(l)
(Pe,t+1/2)1 < ZTC{(pe,t)z + %} ’ (7.35)

with the analogous bound if we exchange j = 1, 2. Summing (7.35) over j = 1,2 and over all e € 6v gives
KO
Pt+1/2 < ke Pt (7.36)
Meanwhile, the error in the frozen spin marginals can change by at most
kO(l)
Otr172 < 01 + SR Pt (7.37)
by a very similar calculation.

Part 4. Effect of update on frozen spin weights (from ¢ + 1/2 to ¢ + 1. Next recall that for each integer ¢ > 0,
the procedure of Part 1 goes from t + 1/2 to t + 1 by the update (7.34) on the frozen spin weights, leaving the edge
weights unchanged. As a result the red-to-blue ratios are unaffected, so (pg,tﬂ)j = (pe,t)j . As for the frozen spin
marginals, the result of Lemma 7.16 gives

ko(1)6t+1/2 koW Pt
B S~ S 10+ S (7.38)
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where the last step is by (7.37).

Part 5. Conclusion. For each integer t > 0, when we go from f to ¢ + 1 in the procedure of Part 1, it follows by
combining (7.36) and (7.38) that
Ois1 KO (1 o—k(1+0) o;
< —
pe+1) — 2kC {0 1 pt

(having used also that p;,;/, = p;). This implies

pra1_ KO pr|  KOW
Yie1 = 041 + T < — e o + P ZTCTt-

It follows that the iteration defined in Part 1 converges. The error on the frozen spin weights can be bounded as

M(x) 3 () (%)
]';er;f} ox) | 0 t;j;z xe;f} () (x) 1‘)
<0 ié <0 iY < O(Yy) < Olerry).
t=0 t=0

To bound the error on the edge Weights, let us first note that for any e € 6v, (7.35) implies

e

t>1 t>1 t>0

and rearranging the inequality gives

kO 1) jXele))
Zpe,t = {P60+2Yt} {pgo+errv}

t>1 £>0

It follows from this that the total error on the edge weights can be bounded as

—/\ / koW . min{é,, 1
Z 29:;]' Zpet < O|Peo + Cerrv <0 €g+%}+errv )
j=1,2
This concludes the proof. .

Next, recall that for a variable-to-clause message J,, on {r,y, g, b}?, we defined a reweighted version Q,, by
(7.10). Now, for a clause-to-variable message h = h,, on {r,y, g, b}? we define the compensatory reweighting
W(a) _ h(o)(2?=)=le]

Zy Zy ’
where Zj, is the normalizing constant that makes H a probability measure over {r,y, g, b}?, and we write W for the

non-normalized version of H. The following lemma records an elementary bound which will be used in the proof of
Corollary 7.14 at the end of this subsection:

H(o) =

(7.39)

Lemma 7.18. Suppose at the edge e = (av) we have variable-to-clause messages p and q (both going from v to a), and
a clause-to-variable message h (going from a tov), all probability measures on {r,y, g,b}2. Let P, Q be the reweightings
of p, q defined by (7.10). Let H be the reweighting of h, with non-normalized version W, as defined by (7.39). Assume

1 1
—- —. 4
’ W=3 L 18 (7.40)
Define the corresponding edge marginals (probability measures on {r,y, g, b}?)
P(o)W(o Q(0)W(o)

p Zq
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where z,, z, are the normalizing constants. If 1, and 71, have the same marginals on the first copy, (1,)! = (114)", then
the first-copy marginals of P and Q satisfy

L
Q

this tighter bound is used in the proof of Lemma 7.21
Q'(d")

1{t! =o'}
) MZP(T)(1+ Ty )

The analogous statement holds if we instead have (11,)* = (1,)*.

Qo)

(o) 11 < 00Q)||W -

-1l < O()||W

[e+] [se]

Proof. For the purposes of the proof, for o € {r,y, c}? denote

o(0) = g((g)) -1, Blo)=W(o)- %

Note that, since P is a probability measure over {r,y, c}z, we have

1 1 1 1 3
= » P(0)|W()-=|+= ) Plo)= ) P +-€|—=,—|,
=2 @(We-3)+3 Y P0)= 3 PO+ 5 5
where the last step uses the assumption (7.40). The same bound holds for z,. Next we have

Q'(a") Lo TR zg  (Q'(c") PY(d")).
Pich) gz, +P1(01)( z, | z )

we will bound separately the two terms on the right-hand side. For the first term we have

ZP( )(Q(") 1)(W(o)—$) -

which implies |z; — zp| < [|B|col|0]|co. For the second term, direct algebraic manipulations give

1{Qi(eY)  Pi(o!)
9

Zg Zp

_ZPI_

D P(@)5(0)(0)| < IBlle Y P@NS@),  (741)

{ Q(G)(W(G) ﬁ(a))——P(o)(W(o) ﬁ(o))}

oe{a'}x{r,y,c}

Blo ){P(“’ (j)}ﬂ )0 () (o)

Zero

oe{o'}x{r,y,c}

_ (20
D) ﬁ(o)P(cf){ o ;(mo—)‘l)}'

oe{a'}x{r,y,c}

from which it follows (dividing through by P!(o?)) that

1 |QY oY) Pl(al) I{T
Pi(ah)| 2, < IBlleo - Of lzg — zp| + Z P(T)(S(T) ,
having used that z,, z, € [1/18,3/18]. Combining with (7.41) proves the lemma. O

Proof of Corollary 7.14. Let P, Q be the reweightings of p, q defined by (7.10).

Step 1. Non-marginal errors between P and Q. We claim that Proposition 7.13 implies, for each e € v,

QE (G) 1 . mil’l{é:g, 1}
P.(0) < kO )(erl’v + 1{z[0] > l}{ee + ZT})

We will only briefly sketch the proof of (7.42): let g.(0) = 8.(0)Ge(0) and h.(0) = Ac(0)pe(0), and let Zg , and
Zp . be the normalizing constants such that

20,0Qe (rr) _ /\j(LE) : (Ae)j he'(pp) he(yy)
ZpePe(rr) {]1:1,[2 0 (L) - (Qe)f} 1_[ )ge’(PP) )ge’(YY).

_ (7.42)

e’edv(+e e’edv(-e
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By the assumptions of Proposition 7.13 together with the resulting bounds on the error between 6, and A,, we have
h 1. min{é,, 1
c(pp) 1| < k%0fe, + —k(eg + —{ke ) + errv)
e(pp) 2 2kC
for all e € 6v. Substituting into the previous expression, and using Proposition 7.13 again, we conclude
ZQ,eQe(xr) min{&,, 1} 1 min{&,, 1}
- < kOUlerr, +1é, + ——— terr +Z €+ — €y + —=—"— +err
v e sz v e zk e (sz)EI v

ZP,ePe(rr) e’edv
min{é&,, 1})

1

-1

0(1) :
<k (errv +é, + Y

A similar calculation can be made for the other spins in {r, y, g, b}?, and (7.42) straightforwardly follows.
Step 2. Marginal errors between P and Q. Fix an edge e € 6v. Let 5, = p,, and §,» = §,» for e’ € 6v \ e. We
first apply Proposition 7.13 with § in place of §: let I' be the resulting weights such that vs,[I'; §] is judicious, and let
$ = BP[I; §] denote the corresponding outgoing messages from the variable, with reweighted versions S as defined
by (7.10). Then we are exactly in the situation of Lemma 7.18. The reweighting W of 7, = p, satisfies

KO
oo : ch

-5
9

by assumption (7.25). We also note that P(¢) < O(1)/2*1¢] and likewise for S(o). It follows from (7.42) that

IED —1f| < k%Derr, .

[ee]

Combining this with the result of Lemma 7.18 gives the marginal error bound between S and P,

S/ 1 S kOWerr,
E—leO(l)W—gwﬁ—leZT (7.43)
for both j = 1, 2. It also follows from (7.42) that
Q(O) 0(1) 1 . min{ée,l}
S(G) -1 <k €e+(2k)l{m €E+ZT , (7.44)
from which we obtain the marginal error bound
]' 1 . .. 1
Q,—(T)—l <kOW|e, + ——— éE+M ) (7.45)
Si(t) (zk)l{”r;&r} okC
The result follows by combining (7.42), (7.43), and (7.45). ]

7.4. Contraction in non-defective trees. In this subsection we complete the proof of Proposition 7.3. As in the
statement of the proposition, let U be a compound enclosure, and take a subtree T C U of the form described in
Definition 7.1, such that T contains no defective variables. Recall from (7.6) that for any clause a in T, and for any
given set of boundary marginals wsr, we defined the quantity

( (9 )1/4)"“@'“)

ok

Ea(T; wet) = Z

eedT

disc, (w), (7.46)

for disc,(w) as given by (7.4). The main technical result of this subsection is the following:
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Proposition 7.19. In the setting of Proposition 7.3, for the iterative construction of Definition 7.9, on any edge (av) in
T we have (using the notations from Definitions 7.5 and 7.10)

6va,t 0 1
éva,t 6 (‘9*)_1
EER(‘?vu,tfl; I?va,t) = 6va(t) = Sva,t < ko(l)gu(ko(l)(s*)l/S)t_lé/ Q = 6 = (‘9*)_1 ’ (7.47)
m(?va,t m(S (‘9*)2
méva,t m \9*
€au,t € 2k
IﬁQ\R(azw,t—lr Qav,t) = ea‘u(t) = éav,t < ko(l)éu(kO(l)(S*)l/S)tHE/ €= €l= J. , (7.48)
é:uv,t € (‘9*)_1

where &, = E,(T; wsT) is defined by (7.46).
We first provide some lemmas towards the proof of Proposition 7.19. The following is an elementary bound:

Lemma 7.20. In the setting of Propositions 7.3 and 7.19, if N(a) denotes the clauses in T at unit distance from a clause
a in'T, then we have the bound

Z (T wsr) < O

beN(a)

kOW2kE (T; wor)
(‘9*)1/4

Proof. All the variables in T are assumed to be non-defective, hence nice. Let dyax = O(ka ) denote the maximum
degree of a nice variable (Definition 3.8). Then, for any edge e € 6T and any clause a in T, we have

{b € N(a) : br(e, b) = br(e, a) 1} <1,

‘{b [S N(a) : bT(e, b) = bT(E,ﬂ)} < dmax

{b € N(a) : br(e, b) = br(e, a) + 1} < kdpas -

Combining these bounds with the definition (7.46) gives

1/4\ br(e,a) k 1/4 ‘ .
Z Ep(Ts wer) < Z disce(a))(&) { 2 dors + kda - (%) } < 0(2 Ea(T; a)(sT)),

—
k k
beN(a) ee€dT 2 (S*)1/4 2 (S*)1/4

as claimed. O
Next, we give a bound on the errors after the first round of boundary updates:

Lemma 7.21. Recall the notations of Definitions 7.5 and 7.10. In the setting of Propositions 7.3 and 7.19, for any boundary
edge e = (av) € 0T, suppose that we have, for an absolute constant 0 < C < 1/20, the bounds

Ve 1 1
ERR(: @, @, ) < | Ve | < kKW min 3 disc,(w) | (8.)7! %c 1, (7.49)
e (9,071 27 \2k

where the last bound follows from the definition (7.4) together with the assumption (7.5) (taking the entrywise minimum
of the two vectors). Then, after the first round of boundary updates (i.e., after applying Definition 7.9 Step I), we have

1 27k 4k 1 1

1 1 47k Ve (9.)71 e

ERR(e,0, Ge1) < KOD| 1 27k 1 Ve | < kW min { disco(w)|  (8:)7! )T 2k
9=k/10 9=k/109=k  5—k/104~k Fe 2-k/10(g,)~1 2 1

2—k/10 2—k/10 2—k/102—k z—k/lo(s*)—l 1

Moreover, if Q. 1 is the reweighted version of {.,1 defined by (7.10), then it satisfies the bounds (7.11).
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Proof. Recall that g, 0 = +§e = ofe ® of. From Definition 7.9, the first updates (Step I) yield boundary messages
w0e(0) _  welo)
+0e(0)  ofe(0")ee(0?)

Jea(0) =
We use (7.10) to define the reweighted versions
1 we(o) ~ @We (0)  +4e(0) we(o)

@] ,(0)  welo) @O () 2

where the second-to-last step uses that .w.(0) = .§.(0)+§.(0), and .Q, = Q. o is the reweighting of .§ by (7.10).
Therefore, there exists a normalizing constant Z, such that

ZeQe,l(U) = *Z))ee((z))*Qe(a) .

Summing the equation over o € {r, y, g, b}?, and recalling the assumption (7.49), we find

Qea(0) =

Ze= Y Qo)1+000) + Y .Qu(0)(1+0()) +Qeler)(1+0(72)
o:r[o]=0 o:r[o]=1
B Ve e
_1+O(7/6+2_k+4_k)'
Recalling that Q.0 = .Q,, it follows by combining the above estimates that
Qe,l(a) 0(1) )'/e )./'e . .
Oeo(0) -1/ <k Ve + P + " + 1{x[o] = 1}y, + 1{z[0] = 2}V, | .

Next recall that from the initialization of Definition 7.9 we have .we = .§e«fe = §e04e,0; and after the first round of
boundary updates we have w, = §,4.,1. Both .w, and w, have single-copy marginals 47t,, so we are precisely in
the situation of Lemma 7.18 with /1 = .§,. Applying Lemma 7.18 gives, for both j = 1, 2,

(Qe1)(0) KOW [y, + Yo /25 + 7, /4% foro #x,
(Qe,0)/(0) T 2KN10 |y 9, + e /2K foro=r.
This proves the first claimed bound on ERR(§e 0, Je,1). The remaining bounds follow using (7.49). O

Corollary 7.22. In the setting of Propositions 7.3 and 7.19, after the first update of the clauses just above the boundary
variables (i.e., after applying Definition 7.9 Step I at each boundary edge, followed by Step Il(a) at each clause incident
to a boundary edge), we have
2—k(l+c)
E’}iﬁ(ﬁe’,l/ l?e’,o) < ko(l) szC
a7ke
for every edge e’ € da \ 0T for any clause a incident to 6T.

Proof. For all e € 0T, the error ERR(§,1, Je,0) is bounded by Lemma 7.21. Applying Proposition 7.12 gives, after
applying Step II(a) at the clauses above the boundary variables,

2 ke
2—k(1+(,) 4—k 2—k(1+c) z—k z—k z—k(: 2—k(l+c)
ERR(Ger 1, Gerp) < KOW| 27k g7k 27k0+0) 1 o7k |l min{2k0-0) 1} | < kKOW| 27K
1 4—k 2—k(l+c) z—k z—k Z—kc 2—kC
a7ke
for the edges e’ just above 0T. This proves the claim. O

Proof of Proposition 7.19. We will prove the result by induction. We divide the proof into a few steps, indicated by
Arabic numerals below. We use Roman numerals to refer to the steps of Definition 7.9.
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Step 1. Verification of base case. By Lemma 7.21, for any boundary edge e = (av) € 6T, we have

éva,l 1 1
Ova (8.7 (8.7
S0a(1) = | Boan | < kOW disce(w) k</9*>‘1 <KOWE | (8971 =kOWEgS, (7.50)
méva,l 2" 10(‘9*)_1 (‘9*)2
méva,l 2—k/10(‘9*)—1 ‘9*

which verifies the bound (7.47) for t = 1.

Step 2. Bounds for clause updates. For any clause a # ag; in the tree T, for both steps II(a) and III(b), our earlier
result Proposition 7.12 implies the bound

6ua,t—1

€av,t 2—k(1+C) 4—k 2—k(1+C) 2—k Z_k Sua,t—l
Car(t) = | €pos | <KOW[ 27k ok k10 q ok Z min{8ya-1,1} | .

Eavt 1 g7k k(O o7k a7k fucda\o | ™yai1

m(sua,t—l

(On the right-hand side of the above, for Step III(b) one can omit the contribution from the parent variable of a; but
we will not use this fact.) Substituting the inductive hypothesis (7.47) gives the simplified bound
2*k(1+C) 4*/{ 2*k(1+C) sz sz
€ap(t) < KOWE(KOW( )32 o7k o7k k(D) 1 o7k, (7.51)

1 4—k 2—k(1+(:) 2—k 2—k

denote this M
At the root clause @, we make the trivial update (7.18), $0 ERR(§ay 05, -1/ fareons,t) = (0,0,0) € R3.

Step 3. Bounds for internal variable updates. For any internal variable v in T, for both steps II(b) and III(a),
applying Corollary 7.14 gives the bound

(?va,t 1
5‘011,1‘ 1 €cv,t-1
Boa(t) =| Buas |< KO 37 L 1 |1 27k 2RO e
“‘6va,t cedv\a 2~kC min{é'cv,t_l, l}
méva,t z—kC
0 0 0
0 1 27kC €av,i-1
+kOWlo 1 27k a1
1 27k 27k0+0 N\ min{&,, -4, 1}
11 27kC

(On the right-hand side of the above, for Step II(b) one only needs the first term that sums over ¢ € dv \ a. For
Step IlI(a) one can omit the contribution to the sum from the parent clause of v. We will not use this fact.) We will
bound the above sum over ¢ € dv \ a by the sum over all ¢ € N(a). Then, substituting the inductive hypothesis
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(7.48) and combining with Lemma 7.20 gives the simplified bound

1 0 0 0
ok 1 0 1 27ke
0oalt) < KOWE(KOMW ()Y Z—| 1 |(1 2% 275+ 0)4lo 1 27K |ie

(S| 4-ke 1 ok 9-k(+0)

27ke 1 1 2k
2k 1 27k¢C
2k 1 27k¢C

sko“)ga(koﬂ)(s*)l“)f% 2k 1 ke e, (7.52)

(BIV gka-0) gkt 92k

2k(1—C) (‘9*)1/4 (‘9*)1/42—1«;

denote this Mim

Step 4. Bounds for boundary updates. For each boundary variable v in T with parent clause 4, in Step I we have

1 2—k 2—k(1+c) 1 2—k 2—k(1+c)
1 1 27k ey 1 1 27ka+Q
Soa(t) < KOW|1 27k 1 oot | < KOWE(KOW(S,)P) 1 27k 1 e, (7.53)
1 2—k 2—k(1+c) éﬂl],t—l 1 2—k 2—k(1+c)
1 1 g~kC 1 1 2~kC

denote this Mpg
where the last bound again uses the inductive hypothesis (7.48).
Step 5. Verification of induction. For the matrices defined in (7.51), (7.52), and (7.53), we have

1 27k
~ ) ) KO 1 S O
MO < kOW3.e, (Mt + Mpa e < 1 [+ kW81 < 5. (7.54)
= = =T ()4 e J2kC ok (8.)1/4~

( ‘9*)5/4 9,

Using these inequalities, the bounds (7.51), (7.52), and (7.53) simplify to

ea‘u(t) < ko(l)ég(ko(l)(S*)m)t_ZS*g < ko(l)ég(ko(l)(&)l/3)t“g ,

Bua(t) < kOME (KO (8.)1) (8.) 748 < kOWg, (kOM(8.)17) 6.
This verifies the inductive hypotheses (7.47) and (7.48).
Step 6. Conclusion. We conclude the proof by briefly addressing some points which we neglected in the above. In
Step 2, in order to apply Proposition 7.12 we needed to check that the messages incoming to the clauses satisfy the
estimates (7.11). This can be seen by induction, with the base case given directly by Lemma 7.21. Similarly, in Step 3,
in order to apply Corollary 7.14 we needed to check that the messages incoming to the internal variables satisfy the

estimates (7.25). This can also be seen by induction, with the base case given directly by Corollary 7.22. This finishes
the proof of the proposition. O

Remark 7.23 (explanation of choices in (7.47) and (7.48)). In this remark we give some explanation for the choice
of the vectors 6 and € in Proposition 7.19. If we take the product of the 3 X 5 matrix in (7.51) with the 5 X 3 matrix
in (7.52), the result can be (entrywise) upper bounded as

z—k(, (‘9*)1/42—k (8*)1/42—k(1+c) z—k
MMipe < KOW | 2K0=0 - p=ke 2k < KOO 9, |(2k8. (90 (8.)%) .
2k 1 27kC (97!

For the last bound on the right-hand side, the vector € from (7.48) from Proposition 7.19 is a right eigenvector with
eigenvalue O(9.). This explains why € is a good choice for our purposes (although it is certainly not the unique
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choice that would give a sufficiently good bound). On the other hand, given €, we chose the vector 0 to satisfy the
bounds (7.54) and (7.50). (Again, it is certainly not the unique one that suffices for our purposes.)

Proof of Proposition 7.3. 1t is clear from Proposition 7.19 that the construction of Definition 7.9 converges to the
desired Lagrangian weights A = A(T; wst). The corresponding Gibbs measure v = v[T; A] has then edge marginals
Var = Juafav Where Juq = Jua,c0 and §ap = §ap 00 are the limiting BP messages. It remains only to verify the estimate
(7.6). By Proposition 7.19, on any edge (av) we have, abbreviating &, = &,(T; wst),

ERR(-Goa, Goa) < D ERR(Joa, i1, Guas) < O(1)ED,

t>1
ERR (oo, fav) < ) ERR(Gav,t-1, fao ) < O(1)Ea(K(8.)1)Pe
t>1

This implies, for all edges (av) in T and all ¢ € {r, y, g, b}?, the bound

qya((j) &a
Iy < O((S*)l{re{al,oz}}) :

_ ﬁav(g)
*‘72)11(0)

ao(0)

Since Vay = §uafay, it follows straightforwardly that

Vao(0) &a
-1 < —_— |-
«Wap(0) <0 (‘9*)1{r€{a‘,ﬁz}})
Recalling (7.4) gives disc,p(Vay) < O(&,), as claimed. m|

7.5. Contraction with multiple clause types. In this subsection we prove Proposition 7.4, which concerns the
entropy maximization problem from Proposition 3.46. The following is an analogue of Definition 7.8:

Definition 7.24 (parametrization of Lagrangian weights W on a depth-one neighborhood of a non-compound vari-
able). Let U be the depth-one tree from Definition 3.45, rooted at a variable v of (non-compound) total type T. For
an augmented pair coloring (g, L) of U, we will define weight functions W = W; parametrized as

W(o,L) = Wy(0s0, Lso) - { l_[ lPe(Ue; Le)} ’

eedlU
where the root variable weight W, takes the form

Wy (060, Low) = gov(gév){ [ W‘(xf)}{ [ ]‘[(we)f((aaf)} { [ (we(Lg) [ @y Le)) } (7.55)

j=1,2 e€ov j=1,2 e€dv j=12

denote this 1, (050) denote this . (e, Le)

— in the above, ,(0sv) is the indicator of a valid pair coloring gy (i.e., the pair version of (2.20)), and x € {-, +, £}*
denotes the pair frozen spin corresponding to g s,. If W is any weight on U of the functional form just described, then
W is a Lagrangian weight for the optimization problem from Proposition 3.46, meaning that (In A, v) is constant over
v € Jo(U; wsyr). Conversely, it is easy to see that any Lagrangian weight can be expressed in this form. Moreover,
for our convenience we have chosen weights that are somewhat over-parametrized, since we have edge weights

(Ebe)j((oe)j) as well as (Hbe)j((oe)j | L).

We next give the analogue of Definition 7.9:

Definition 7.25 (iterative construction of weights for a non-compound variable). In the setting of Proposition 7.4, we
again let U be the depth-one tree from Definition 3.45. We now define a sequence of weights W; on U (parametrized
as in Definition 7.24 for each ¢t > 0), which will be shown to converge as f — oo to the Lagrangian weights
Vo = W (U; wsu) of Proposition 7.4. At the same time we will define messages q; which will converge as t — oo
to the BP solution g = ggp(U; Woo) for the Wo,-weighted model on U. (On each edge e of U, the BP messages §e
and §,+ will now be probability measures on tuple (0, L) where 0 € {r,y, g b}* while L ranges over all possible
types for the clause incident to e.)
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To start the construction, let Ay denote the single-copy weights on U given by Corollary 3.56 (and explicitly
constructed in Corollary 6.2) — similarly to (7.16), if T = 7y is a single-copy coloring of U, then

*Ao (Ton)
*AU(I) = {*/\v(xv) 1_[ *Ae('fe)} { 1_[ */\e(Te)}
e€dv eedl

where x, € {-,+, £} denotes the frozen spin corresponding to T4y, and for e € SU we take 4A, = o, as defined by
(3.92). Next, recalling (3.76), we define 4. (L) = ng(L | t.). We initialize our construction at f = 0 with

Wo(o, L) = { 1_[ *ALI(Qj)}{ l_[ *‘abe(Le)} ,

j=12 e€dv

where (0, L) = (oy, Ly) denotes an augmented pair coloring of U. This fits the functional form prescribed in
Definition 7.24 above, since we can rewrite

1/&’,0(03:1'&)
‘I’O(Q/L) = \I’v,o(gévl Lsy) - { l—[ ( 1_[ */\e((ge)j)) } ’
eedl \ j=1,2
\I’v,o(gévl L(Sv) = { 1_[ *Av((gbv)j)} { l—[ *IPE(LE)} ’
j=1,2 e€dv
‘PU,O(Q(SU)
which is consistent with (7.55) if for all e € 6v we take Y o(0, L) = s.(0, L), where
*ll](,’(al L)= *’,be(L){ 1_[ (*ll’e)j(o_j | L)} = *l,be(L) =mn(L|t.). (7.56)
j=1,2

Having defined Wy, we let gy = ggp(U; Wp). Recall that wsyy is given, and abbreviate Q) = aug(w), as defined by
(3.76). For t > 1, given W;_; we define updated weights W; by making the following series of updates, started from
the boundary 6U and working up to the root v, then working back down to 6U:

I. Boundary updates. For each leaf edge ¢ = (au) € 6U, we update its weight by setting

Q. (o', L) )

. Q, (O/ L)
et(0,L)=¢g,4(0,L) = ——= p
ll) ,t( ) q ’t( ) / O’,L, qe/t(a’/ L’)

Qe,t (Or L)

II. Upward pass through clauses. For each clause 4 in U, update §4,¢ = BPsp[4:].
III. Root variable update. Recall (3.75) that ¢, (050, Lsv) denotes the indicator of a valid augmented pair coloring
of 6v. Suppose inductively that the measure

(Vév [\Ijv,t—1§ ‘?t—l])(gbv/ Liﬁv) =

1

(Pv(gbv§Lév)\yv,t—l(gév/Lév) 1_[ QE,t—l(ae/ L.) (7.57)
e€dv
is fully judicious on 6v. We will show below, in Proposition 7.28, how to define updated weights W, ; such that
Vo[ Wo e3¢ ] is also fully judicious on 6v. We then use this to update §yq,¢ = BPya[§s; Wo ] for all a € do.
IV. Downward pass through clauses. For each clause a in U, update

Zy,t—1

ﬁuu,t = BPgy |:(‘.7wz,t—1/ (Qwu,t)weaa\{u,v})}

for each child variable u € da \ v. This completes the definition of W; and g;.

In summary, by iterating the above steps, we obtain (W, g;) for all t > 0 on T. The remainder of this subsection is
devoted to analyzing this iteration under the assumptions of Proposition 7.4.
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Definition 7.26. In the setting of Definition 3.45, let v be a probability measure on augmented colorings (g, L) of
U. For any edge e of U we let v, be the marginal law of (0., L,) under v. We say v, is judicious on average if

V(o) = Z Ve(0e, Le)
L,

is a judicious measure on {r,y, g, b}, in the sense of (3.65). We say that v, is conditionally judicious if for all
clause types L, that can appear on edge ¢, the conditional measure v, (o, | L.) is a judicious measure on {r, y, g, b},
again in the sense of (3.65). Note that fully judicious (Definition 3.45) implies conditionally judicious which implies
judicious on average.

The following extends the notation from Definitions 7.5 and 7.10:

Definition 7.27. Let p and § be two nonnegative measures on pairs (¢, L) where 0 € {r, y, g, b}? and L ranges over
clause types. In what follows we shall write

ERR(p, §) < e

Il
m: M. @

to indicate that ERR(P(- | L), §(- | L)) < € for all L in the sense of Definition 7.5, and that
g(L

ax 7( ) <e

L |Ip(L)

If p and ¢ are two probability measures on pairs (o, L), we define ERR(, §) in an analogous fashion, extending the

notation from Definition 7.10.

-1

In the following we use *Qe to be the probability measure on pairs (o, L) such that

*Qe(a)

Qe(0,L) = (7.58)

e
where Z, is the normalization. The following result will be applied to the analysis of Step III from Definition 7.25. It
builds on the analysis of Proposition 7.13 and Corollary 7.14.

Proposition 7.28. Let v be a nice variable with incoming messages p (in the augmented pair coloring model). Recalling
the notation of Definition 7.27, assume that for all e € 6v we have (cf. (7.25))

KO0 27
ERR(.Q., po) < — o 1k . (7.59)
2

Supposev has weight @y, of the functional form (7.55), such that the measure i = vs,[DPy; P| (defined using the notation
of (7.57)) is fully judicious. For the variable weights that do not depend on the clause types, assume that (cf. (7.26))

KO Ko

Z Z |¢](x)_l) kT $%§{Z|(¢E)j(r)_l|}s okC
j=1,2

j=1,2xe{-,+1£}

For the variable weights that do depend on the clause types, assume that

KO 2k
ERR(*lPe, Pe) < 1 (7.60)
2kC ok

for «pe as defined by (7.56). Now suppose we have a new set of messages §., such that (7.59) also holds with § in place
of P, such that
(&) o (2
ERR(De, §e) <[ €. | < 1 (7.61)
. ZkC k
€e 2
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for each e € Ov. Then there exists a new set of weights Vs, also of the functional form (7.55), such that vs,[Wy; G] is
fully judicious. In addition, the clause-independent weights in \V,, satisfy the bounds (7.27) from Proposition 7.13. The
clause-dependent weights in VW, satisfy

e(L) () (T| L) ¢ min{é, 1}  err
max —Il{+max max|——————— — 1|y < €.+ — - —
L ¢E(L) j=1,2 t#r (qje)] ("[ | L) 2k 2k(1+0) 2k(1+0)
i | L in{,, 1
max max M —1| <€+ €+ % oo (7.62)
L j=12|(¢e) (x| L) 2ke 2ke
Ifp. are the original outgoing messages and g, are the new ones, then (cf. Corollary 7.14)
1 0 0 0
1 0 1 1 €e
ERR(Pe, ge) < kOW| 1 ferr, +k°W0 1 1 é, , (7.63)
27kC 1 27% 27k [\min{é&,, 1}/2kC
a7ke 11 1

again using the notation from Definition 7.27.

Proof. Since the proof is somewhat involved, we divide it into a few numbered parts. We again recall from (3.75) that
@4(050, Lsy) denotes the indicator of a valid augmented pair coloring of 6v. It can be expressed as

Po(@s0, Lsw) = polaso) | | 1L 3 0},
e€dv

where @y (0sv) is the indicator of a valid pair coloring on 0v (not augmented with clause types) as defined in (2.20);
and we write L > ¢ to indicate that L; = ¢ for j = j(t).

Part 1. Iterative construction of \V,,. We first give an iterative definition for a sequence of weights W, ; (t > 0),
all of the functional form (7.55). We emphasize that this index ¢ is purely local to the proof of this proposition,
and is not the same as the t that indexes the up-and-down passes in Definition 7.25. We will show in the remainder
of the proof that this sequence converges as t — oo to the desired weights W, = W, . Initialize W, o = @,. For
each t > 0, we will update from W, ; to W, ;11 in three stages, summarized by the following table:

‘ %(gzsv) (Ebe)j(aj |L) we(L)
t

Wyt t t
! 7.64
\I/”(J,t+l/3 t +1 t t ( )
‘I]U,t+2/3 t +1 t +1 t

— e.g., the last row of the table indicates that the weight W, ;,,/5 is defined by (7.55) with the (t + 1)-versions of
Vo(05p) and () (o/ | L) (for both j = 1,2 and all e € 6v), but with the ¢-version of 1, (L) (again for all e € 6v).
For notational convenience, we also define W; = ®@ for all t < 0, and

Ae 7 L ‘f 7
Gei(o,L) = {p (o, L) ift <0 (7.65)

ge(o,L) ift>0.
We then abbreviate v = vs5,[Wy 15 §¢], using the notation of (7.57); in particular this means v; = vs,[®; p] for all
t < 0, while vy = v5,[D; j]. For t > 0, the weights of (7.64) are defined by the following procedure (with ¢ denoting
an integer time from now on):
A. Fromt to t +1/3: we will suppose inductively that the measure v;_,/3 is judicious on average (in the terminology
of Definition 7.26). (For t = 0, recall that we defined v_5/3 = v4,[®, ], which by hypothesis is fully judicious
and therefore also judicious on average.) At time ¢ (for > 0) we have

Vt(géerév) = %(Pv(gév)lpv,t(gév) l_[ {1{Le B te}l,be,t(ae/ Le)ée(oe/ Le)} .

ecov
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The marginal law of 05, under v; can then be expressed as

71(050) = Po(G50)01(050) | | Fes(0r), (7.66)

e€dv

where . ; denotes the message at time f averaged over L:

_ 1 n
Ger(0) = = > UL 3 t}es(0,L)es(o, L), (7.67)
Ze t T
where §.; is defined by (7.65). Since we also defined ¢, ; = ¢, for negative ¢, this means that g, (0. ) is also
well-defined for negative f. For instance, the marginal law of g, at time t — 2/3 is

Vi—2/3(050) = Po(060)P0,t(050) l_[ Ge,t-1(0¢) (7.68)
e€dv
including in the case t = 0. Now, from the inductive assumption, v;_,/3 is judicious on average, which means
that the measure V;_/3 in (7.68) is judicious in the sense of Definition 3.43. Comparing (7.66) with (7.68), we see
that we can apply Proposition 7.13 — with the variable weight function 1, +(05,) and the two sets of incoming
messages j, ¢ and g, s — to define a new variable weight function 1, t+1(0sv) such that the measure

17t+1/3(£5v) = (Pv(gbv)lf)v,tﬂ(gév) 1—[ qg,t(oe)

ecdv
is judicious in the sense of Definition 3.43, i.e., such that v; /5 is judicious on average. Note that, since t +1/3 =
(t + 1) — 2/3, this verifies the inductive assumption that v;_,/3 is judicious on average.
B. Fromt +1/3tot + 2/3: for all e € 6v and both j = 1, 2, update

(Y41 (T|L) +7Te(T)

. = : (7.69)
(e, (TIL)  (Ver1ys)(T|L)
forallt € {r, v, 8, b}.
C. Fromt +2/3to t + 1: for all e € 6v and both j = 1, 2, update
L L|t
lpe,t+1( ) . ng(L|te) (7.70)

ll)e,t(L) B Ve,t+2/3(Le) ’
using the notation from (3.76).

The rest of the proof is devoted to the analysis of this iterative procedure. For the calculations that follow, it is useful
to note that if L # #,, then we must have . (L) = 0 for all .

Part 2. Error notations. In the proof we will track the following error quantities for all times ¢. Let x measure the
deviation from being conditionally judicious: for e € 6v, j = 1,2,and T € {r,y, g b}, let

(Ve,t)j(T |L) 1

(e, (L) = =20

(7.71)

Taking the marginal over L gives

We)(1) = D ves(L)- (e V(x| L) = Y ve,t(m*ne(f){l + (e Y (r | L)}

L L

Z Ve,t(L) ’ (Ke,t)j(T | L):| } .

L

= *ne(r){l +

denote this ()(e,f)j("[)

Notice also that since 477, and (v, ¢)/(- | L) are both probability measures over {r,y, g, b}, we must have

D e (e (1 L) = 0= D e (1) (e, ) (7). (7.72)

T T
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Next let p measure the deviations in the clause proportions: for e € 6v,

ng(L|t.)
Ly=s —-1. 7.73
pE,i( ) Vg,t(L) ( )
Next, recall the definition (7.58) of .Q, (0, L), and let

ll/e,t(o'r L)QE(O', L) 1= Bbe,t(g/ L)ZIE(G/ L) -1

ae¢(o,L) = =~ — = (7.74)
Ye,0(0,L).Q.(0, L) se(L)Ge(0)/ Ze
Lastly, let £ measure the deviation from being a product measure: for e € 6v,
Vet(o|L)
Eer(o|L) = —mmet
e (0)
We will also make some shorthand notation for the maximum absolute values of the above quantities: let
; K max{x, ;(7): T # r}
= i L‘ oLt = € , 7.75
Ke,t(T) HIE?JX{ (te,t) (T |L) } (Ke,t Ke 4 (x) ( )
and let p, ¢ = maxy {|p.,(L)|}. Finally let
Qe t max{a, (o) : r[o] = 0}
e t(0) = max | +(0 | L)‘ ’ et | = | max{a, (o) : x[c] =1} ], (7.76)
L ..
ot max{a, (o) : r[o] = 2}
and make the analogous notation with ¢ in place of @. We will show by induction that for all e € 6v,
. Pet .+ Ke,t + Ole/t. ko(l) Z_k
Ket + Qe + ?e,t + &t | < ZTC (7.77)
teZ/3,t21/3 Ot + Eept 2k

for all t > 1/3. We also record a calculation that we will use repeatedly in what follows: for any integer ¢, at time
t + 1/3, according to the table (7.64) we have

Vt+1/3(gév/ Lév) = (Pv(gév/ Lév)¢v,t+l(gév) l_[ {Hbe,t(aer Le)ﬁe,t(aer Le)} ’

e€dv

where we recall that §, ; is defined by (7.65) for all t. From this it is straightforward to verify that the marginal on
an edge e € 0v is given by

denote this 14, 4.41/3(0)

1

Ze,t+1/3

Z (Pv(gbv)lpv,tﬂ(gév) 1—[ ‘76,t(06’)‘| (7.78)

Ov\e e’

1 ”
1/e,t+1/3(o/ L) = z r+1/3 lpe,t(al L)qE,t(al L) l
et+

where Z, ;,1/3 is the normalizing constant that makes 1, ;1/3 a probability measure over {r,y, g, b}?, and Ze t11/3 18
the normalizing constant that makes v, ;1/3 a probability measure over pairs (o, L). For integers t we will compare
the following measures:

ze,t—z/Sve,t—Z/S(G/ L)= l?e,t—l(U/ L)l,be,t—l(L)lPe,t—l(U | L)ue,t—2/3((7/ L),
ze,t—l/sve,t—l/s(‘f/ L)= l?e,t—l(ﬁz L)I,De,t—l(L)lPe,t(U | L)ue,t—l/S(G/ L),
ZeatVeo (0, L) = e t(0, L)e t(L)e,t (0 | L)ue t—a/3(0, L),
ZetVe,t(0, L) = Ge,t(0, L) e t(L)pe,t(0 [ L)ue,t(o, L),
Ze t+1/3Vet+1/3(0, L) = G 1(0, LYo (L)Y ¢ (0 | L)t 441/5(0, L) . (7.79)
The remaining parts of the proof are organized as follows:

— Part 3a proves some preliminary bounds.
— Part 3b controls v, ;413 in terms of v, ; for integers t > 0, in the bounds (7.97) and (7.98). The bounds also depend
on the error €(t) (see (7.87)) between g, ¢_5/3 and Fe ¢
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~ Part 4a controls G, ¢_1/3 in terms of v, ;_5/3 and g, ¢_5/3, in the bound (7.104).

- Part 4b controls g ; in terms of v, ;_1/3 and §, ;_1/3, in the bound (7.107).

— Part 5a controls v, ;_y/3 in terms of v, ;_,/3 for integers ¢ > 1 (in the bounds (7.111) and (7.112)).

— Part 5b compares v, ¢_1/3 wWith Ve + and v, + for integers £ > 1 (in the bounds (7.115) and (7.116)).

— Part 6 combines the results of the preceding parts to show that the iteration of Part 1 converges to the desired
weights W, = W, o, and moreover that these weights satisfy the claimed bounds (7.27) and (7.62).

- Part 7 shows that the messages outgoing from the variable satisfy the claimed bound (7.63), thereby concluding
the proof.

Part 3a. Preliminary bounds. Recall the definition (7.74) of a. s, and observe that a, /3 = @ . It follows from
the assumptions (7.59) and (7.60) that

27% ifr[o] =0,

1 ifrf[o] = 1,

2k ifr[o] = 2,

kO(l)
2ke

ae,l/S(U/L)‘ <

which verifies that a, 1/3(0) satisfies the bound from (7.77). The marginal on L at time t = 1/3 satisfies

(778) 1 N
Ve3(L) = ?1/3 zol ¢e(0,L)je(0, L)u,,15(0)
(7.74) «Pe(L o _ kO
= : 1/3Ae Zal*’ie(ﬁ)(l+01e(0/L))Me,1/3(0) —*Hbe(L){l + K0 [ (7.80)

which proves that p, /3 also satisfies the bound from (7.77). Next, the marginal on ¢ at time ¢ = 1/3 is given by

Ge,0(0)=7e,1/3(0)

Veus(0) = 22 | == > UL > t.}¢e(0, D)je(o, L)

Ze,1/3 | Zen/3 T

where we recall that g, ; is defined by (7.67). It follows from the assumptions (7.59) and (7.60) that

z 1
el [ Ue,1/3(0), (7.81)

. o (27
ERR(:e, fe1/3) < — | 1 |- (7.82)
2 ok

Substituting (7.82) into (7.81) shows that v, ;/3(0) is very close to the normalization of the measure .. (0)u,,1/3(0).
On the other hand, the same must be true for the conditional measure v, ;/3(0 | L), since

(7.78) d)g(a,L)t'je(G, L)“e,1/3(f7) (7;4) *lzl’e(L)*qtf(U)ue,l/i’*(‘j)

Veass(o|L) = - = 1+a(o,L)
s Ze,1/3Ve,1/3(L) Ze1/3ZeVe,y3(L) { ‘

(7.80) n koW
= *ll/e(L)*qE(G)ue,l/S(G){l + a.(o, L)}{l * ka0 [

Thus, by comparing both v, 1/3(¢) and v, 1/3(0 | L) with the normalization of .§.(0)u, 1/3(0), we deduce that

k- _
Ve/3(0 | L) KO 2 ifr[o] =0,
—~ 1o Y= 1 ifr[o] =1, (7.83)
Ve,1/3(0) okC
e1/3 ok ife[o] = 2.

Since the measure v, 1/3 is judicious by construction, this implies that «, ;/5(7) satisfies the bounds from (7.77).
Finally, we note that the variable Bp recursion together with (7.82) implies
kO(l)

2ke

ue,l/a’(a) _

+e(0)
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for all 0 € {r,y, g b}%. Combining this with (7.59) and (7.60) gives
KO |1 ifr[o] <1,
< —X
2ke 2k ifr[o] = 2.

This implies that &, ;/3(0) satisfy the bounds from (7.77). Thus we have proved (7.77) for the case t = 1/3. We note
for later use that the inductive hypothesis (7.77) implies that (7.82) and (7.83) hold more generally:

Ve,1/3(o |L) _
e (0)

€O 27k
2kC

ERR(«fe, fe,t) < (7.84)

for all t > 1/3, and likewise

Ve,t(o_ |L) 1

k ( ) 1 11 Il() - 1, (;.85)
le,t(c)

2ke
2k ifr[o] =2

' 27% ifr[o] =0,

forall t > 1/3.

Part 3b. Analysis of general applications of update A. We next analyze the update from ¢ — 2/3 to t + 1/3 for
integer times t > 0. At times t — 2/3 and t + 1/3 we have (cf. (7.78), and using the notation from (7.65))

ue,t—2/3(<7)

- ” 1 -
ZepafaVes-23(0, 1) = Yera(0, Do, L) | 7—— D Polasoloi(ase) | | qe.tl(aef)‘,

Tsv\e e’edv\e
_ n 1 _
z@,t+1/3v€,t+1/3(01 L)= ¢e,t(01 L)Qe‘,t(o'r L) %, s Z @v(gév)#}v,tﬂ(gév) 1_[ QE’,t(Ge’)l . (7.86)
et+ Tso\e e’edv\e
ue,f+1/3(0)

We then estimate the error between 1, ;_5/3 and 1, t,1/3. Recall the notation of Definition 7.5, and let

€e(t)
e(t) = | €éc(t) | = ERR(Gr—2/3, Gt-1/3) + ERR(Gt-1/3, ) - (7.87)
E(t)
(Note that §; = §;41/3.) Recall also the notation of Definition 7.10, and let
e
Oc(t +1/3)
Ot +1/3) = O.(t +1/3) | = ERR(U 4273, Ue t41/3) - (7.88)
M. (t + 1/3)
o (t +1/3)

The measure v, ;_y/3 is judicious on average for all f > 0 (and fully judicious for ¢ = 0). It then follows by Corol-
lary 7.14 (whose conditions are satisfied, in view of (7.84)) that

1 0 0 0
1 0 1 1 ee(t)
S(t+1/3) < kO 1 lerr,() +k°Wlo 1 1 é.(t) , (7.89)
27kC 1 2% 27k [\min{&.(t), 1} /2kC
27kC 1 1 1

with err,(f) defined analogously to (7.27). Now, recalling (7.86), we will consider also an intermediate measure V. ,

which we define by
1

Vet,t(a/ L) = ll/e,t(o'r L)ﬁe,t(al L)”e,t—z/S(G) . (7.90)

Zeoj
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Let Xee,ts Keo t, etc. be defined analogously to the quantities in Part 2 with v, ¢ in place of v, ¢. In this part of the
proof we shall abbreviate (recalling (7.75) and (7.76))

Kee(0)) _ (maxe i {l(ee ) (| D]} 79
Qee(0) maxrz{|®ce (0 | L)[} ’ ’
Comparing with v, ;.13 gives
Ve t+1/3(0, L) Zeot  Uei+1/3(0)
o) L g2 -1, (7.92)
Ve Vee,t (a/ L) Ze,t+1/3 ue,t72/3(0)
where we emphasize that this error does not depend on L. As a result, marginally on ¢ we also have
Ve,t+1/3(0)
=— - 7.93
Ve,t(a) Ve.’t(o_) ( )
Substituting (7.89) into the expression (7.92) for y, ; gives
in{.(t), 1
|y6,t(o)| < ko(l){errv(t) +1{z[0] > 1}(ég(t) + %)} . (7.94)

We then compare the marginal laws of (67, L) under vee s and v, ;4 /3: by the definition of y, ;, we have

Ve41/3(0", L) = Veup (0, L) = > Veat(0, L) 1(0)

o2
Vee t(0) Ve t(0 | L) = Vea t(0)
= Veo,t(L)*T(e(Ul){ [Z *;e(al)yg,t(a) + Z ‘ *ne(ol)e Ver(0)| ¢ - (7.95)
o2 a?
denote this (X, ) (o) denote this (Ye,)!(c! | L)

We note that the X term in (7.95) can be simplified using (7.93) and the fact that v, ;,,/3 is judicious on average:

(Xg,t)l(ol) _ Z ve,t+1/3(0) - Ve.,t(O) -1 L)I(OI) _ —(Xe-,t)1(01)~

«Tle(01) R ACH

o2

It follows from the definition of y that for all 7 € {r,y, g, b} we have
X (0)] = (' (0)] < ma {|<Ke.,t)1<f | L>|} = Kea(1).

Summing (7.95) over 6! = 1T € {r,y, g, b} and recalling (7.72) gives

Ves1/s(L) = Vea (L) = ve.,t(L){ 3 e (¥e ) (x| L)} . (7.96)
T
Now, the Y term in (7.95) can be bounded as
1 Veo t(0) | Veo (0| L)
’(YE,t) (U |L)’ < ;} *ng(o'l) Veo,t(a) 1 yE,t(G) .

It follows from (7.85) and (7.94) that if ¢! # r,

jeley; . Ko . min{é,(t), 1
|(Ye,t)1(al | L)| < W(Ve,t + Ve,t) < W errv(t) + ee(t) + % .
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If ' = r then we recall from (7.79) that Vee ; = §e ¢ e t1Uee t, from which it follows that Ve ¢ (rr | L) < kO /27(1+0),
It then follows that

KO maxy {Vee (rr|L)} .. KO ([ .
|(Ye,t)1(0‘1|L)| < kG Vet t O( *:[e(r) Ver| < 7 ()/e,t +7/e,t)

kOW . in{é,(t),1
< 2Tc{errv(t‘) + €&q(t) + %E)}}

Substituting these bounds for Y back into (7.96) gives, for t > 1,

(7.97)

o0 M}

k .
Pet+1/3 = mfx{ Pe,t+1/3(L)|} < Peet + m{e”v(t) +éE(t) + kT

Substituting the bounds for X and Y back into (7.95), and combining with (7.96), gives

KO ) min{é&.(t),1}
Ke,t+1/3 < Peot t Koot + W errv(t) + ee(t) + 2+ ’

o) min{&(t), 1} } (7.98)

, < . k N
Ket+1/3 < Peot + Keot + o erry(t) + €e(t) + kG
for all # > 0. We next turn to the question of bounding ¢(t) (as defined by (7.87)) for ¢ > 1.

Part 4a. Errors in averaged messages incurred by update B. We now estimate the error between the averaged
messages e t+1/3 and e 1123 for t > 0. Between times ¢ + 1/3 and t + 2/3 we only make the update (7.69). In this
part of the proof we will fix ¢ € 6v and abbreviate (recalling (7.75) and (7.76))

Ke(T) = Ke,t+1/3(T) — Ke,t+1/3(’f)
ae(a) ae,t+1/3(0') ae,t((j)
By the definition (7.71) of «, it holds for all T € {r, y, g, b} that

0= Z Ve,t+1/3(L){(Ve,t+1/3)j('f |L) - *ﬂe(’f)} = Z Ve,t+1/3(L)*7Te(T)(Ke,t+1/3)j(’f L), (7.99)

L L
where the first equality holds because v, ;11/5 is judicious on average. We now turn to comparing the messages. At
time t + 1/3 we have §, t11/3 = §e,+, defined by (7.67). More explicitly, it follows using (7.78) that
z'e,t+1/3Ve,i‘+1/3(0)

ue,t+1/3(0 )

Zesfe(0) = ) Pes(0,1)3e(0, L) = (7.100)
L

On the other hand, at time f + 2/3 we have (by Taylor expansion)

_ _ R 1
Ze t+2/30e t4+2/3(0) = Z Ve t(0,L)j.(0, L) n
T

jzp 1T (e 1+1/3) (07 | L)

= Ze,t{qe,t(a){l + O( Z Ke(oj)z)} - Z

j=12 j=12

(Ke,t+l/3)j(oj |L)

Z IPE,t(G/ L)QE(O‘/ L)
L

Ze,t

} (7.101)

= O(qe,t(o) . Ke(Oj)) , (7.102)

denote this K/ (o)

From the definition of K/(¢) we can easily deduce the bound

£l9D5,4(0) Y ()
z L

ZetLe

|Kj(o)| <0
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where the last step uses that Ze,tzg = ©O(1) by a similar calculation as in (7.80). On the other hand, we also have

o] -

A7) *z,ue(L)(l e L))(Ke,m/g)f @D
e T

(7.99)

< O(*ﬁg(a) - ke(0?) - ae(a)) . (7.103)

Combining (7.102) with (7.103) gives

Ki(c) =0

7es(0) - Ke(ol) - min {M 1}) .

E]e,t(a)
Substituting this bound into (7.101) gives
_ - - , - [ ae(0):Ge(0)
Zotv2/3Te 1+213(0) = Zepfes(0) 1+ D xo(07) - min {—" 1} .
=y Ge,t(0)

It then follows using the hypothesis (7.77) that
K

) ) ( ) W lfr[U] =0 ’
Ze t+2/3Ye,t+2/3(0 0(1) ) kK +x
— -1 < k 1 =
Zetfet(0) 2kC ifzlo] =1,
K ifr[o] = 2.

Altogether, the error in averaged messages between times t + 1/3 and f + 2/3 satisfies

ko(l) 27k 27k K t+l/3
— _ — - e,
ERR(Fe,t+1/3, Ge,t+2/3) = ERR(Je b, e tr2/3) < ral 1 ( ) . (7.104)
2 9=k okt Ke,t+1/3
Substituting (7.104) into the definition of u from (7.78) gives
Ue t42/3(0) koM . ko(l)(Kt+1/3 + Kpr1/3)
-1 < - K + K = 7.105
Ue t41/3(0) 2k(1+0) 6;} et+1/3 EGZ(;; et+1/3 2k(1+0) (7.105)

denote this x;4y/3  denote this &;4/3

forall o € {r, v, 8, b}z.

Part 4b. Errors in averaged messages incurred by update C. By a similar (but somewhat simpler) calculation,
we can also estimate the error between the averaged messages . s+2/3 and e 141 for t > 0. Between times t + 2/3
and t + 1 we only make the update (7.70). In this part of the proof we will fix ¢ € 6v and abbreviate

Ke(T) Ke,t+2/3(T)
a.(0)| = ae,t+2/3(0)
Pe Pe,t+2/3

By the definition (7.73) of p, we have

0= Z {779(14 | t.) - Ve,t+2/3(L)}

L

Y ro(L| te){Pe,t+2/3(L) + O((pe)z)} . (7.106)
L
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We now turn to the comparison of the messages: by the update rule (7.70),

Zet41Get41(0) = Z Ve t12/3(0, L)§.(0, L){l + Pe,t+2/3(L)}
T

Z I]l’.e,t+2/3((7r L)j(o,L)

— (L)
4 Ze,t+z/3 Pe,t+2/3

} |

= Ze,t+z/3{l7e,t+z/3((7) +

denote this R(0)

From the definition of R(0) we can easily deduce the bound

|R(U)| < O(ﬂ_]e,t+2/3(0) : Pe) .
On the other hand we also have

R(o) = _*qei)ﬁ Z lPe(L)(l + e p1/3(0, L))pe,t+2/3(L)

Ze,t+2/34e L

= O[+4e(0) - pe - (Pf + 0‘8(0))) ,

where the last step uses (7.106). Substituting back into the preceding calculation gives

(pe + ac(0)).4e(0) 1})}

Zet41Ge41(0) = Ze,t+2/3¢7e,t+2/3(0){1 + O(Pe ‘ min{ Forras(©)

It follows using the inductive bounds (7.77) that

. ) KOW 2
ERR(Je,t4+2/3/ e t+1) < %l Petszis| 1 ]- (7.107)
2 okC
Substituting this again into the definition (7.78) of u gives
Ue t+1(0) kOW koW
— -1 < = —0 7.108
Ue,1+2/3(0) 2k(1+0) ;;}Pe,nz/s QR Preefs (7-108)

forall o € {r,y,g, b}%

Part 5a. Errors in marginals incurred by update B. We now estimate the change in the edge marginals between
times ¢ +1/3 and ¢ + 2/3, resulting from update (7.69). To this end we introduce an intermediate measure v, ;.1
in which we use the new weight 1. +11(0 | L) but the old message 1, ;1/3. Thus, recalling (7.78), we have

Zet+1/3Ve,t+1/3(0, L) = §e(0, L) i (L)e (0 | L)t 141/3(0),
Ze,t+1/2Ve,t+1/2(CT/ L)=Ge(o, L)Y, (L)et41(0 | L)ue,t+1/3(‘7) ’
Ze t12/3Vet+2/3(0, L) = Ge(0, L)Ye t (L)e 141(0 | L)te 1 42/5(0) -

We first estimate the error between times ¢ + 1/3 and t + 2/3. For this purpose, note that (7.71) implies (similarly to
the relation (7.72) that was used earlier) that for all L,

) . (Ve,t+ / )](T | L)
0=, {(VE'M/S)“T 1D~ *”E(T)} 2 {(v”“/ VelD - ] L)}

T T

= > WepassV (T I L)k 1y (T | L) + O

Z*RE(T)Ke,Hl/S(T)z) . (7.109)

T
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It follows using (7.109) that the marginal error on L between times t + 1/3 and f + 1/2 is given by

_ 1
ze,t+1/2Ve,t+1/2(L) Zzet+1/3vet+1/3(0 )1_[

LS ST ICATY

Z *ne(T)Ke,t+1/3(T)2)} . (7.110)

T

= z'e,t+1/3Ve,t+1/3(L){1 +0

We note the error term can be simplified using (7.77) as

(e t+1/3)2) < ko(l)(Ke,t+1/3 + Ke t11/3)
T

Z *ﬂe(T)Ke,t+1/3(T)2 < ko(l)((Ke,Hl/S)z + ,2k K(1+0)

The error between u, ;113 and U, ;15/3 is bounded by (7.105), and this gives the marginal error on L between times
t+1/2 and t + 2/3. Combining these bounds gives altogether

ko(l)(Kt+1/3 + Kpy1/3)
2k(1+C)

Ve,t+2/3(L) _
Ve,t+1/3(L)

Pe,t+2/3 = Pe,t+1/3 = (7.111)

Next we argue that the update (7.69) in fact brings the measures closer to being conditionally judicious. Indeed,
focusing on the first copy j = 1, we can express

Ze t41/2Ve t41/2(0, L) *Te(0!) Vet41/3(0 | L)
2e,t+1/3Ve,t+1/3(L) (Ve,t+1/3)l((7l L)1+ (Ke,t+1/3)2(02 L)’

and summing over o° gives

Zepr1/2Ve,t11/2(0", L) (o) . 5 o
- = v o|L)X1+ O(x o —(x o°|L
Ze/t+1/3‘|/e/t+1/3(L) ('Ve/t+1/3)1(01 |L) ; €,t+1/3( | ) ( €,t+1/3( ) ) ( €,t+1/3) ( | )
v t+1/3((7| L)
=, ()41 +0 7. (T)K 7)? ‘ K 2e?|L
e >{ Z () e,m/a()) Z(Mm) oD et (@ L)

= *ne(ol){l +0

e t+1 L
Z *ng(T)Kg,t_'_l/g(T)z) - Z %(KQHUS)Z(UZ | L)} )

T

denote this S!(c! | L)
We then use (7.77) and (7.99) to estimate (with k = «, 141/5 and & = &, 141/3)

S0 1) = 3, {1+ (o1 D )07 1

UZ
%& KOW K e
(5+ )_ ok K+2—k ifo' #r,

kO(l)
ko(l)( §+K€) (K+K) ifol=r.
By substituting this into the preceding calculation and combmmg with (7.110), we conclude that
Ket+1/2) o KOW (1 27k Ke t+1/3
Keprr/z)] = 2KC \1T 1 J\Keppys)

We combine this with the error incurred by going from time ¢ + 1/2 to t + 2/3 — this results from the change in the
message u, which again is bounded by (7.105). Altogether we conclude

_ (0] )
Ke,t+2/3 < kO(l) 1 2 k Ke,t+1/3 + k (1)(Kl‘+1/3 + Kf+1/3) 1 (7 112)
Kerzyz) — 2KC \1 1 J\Kepray3 2k(1+0) 1 '

forall e € Hv.
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Part 5b. Errors in marginals incurred by update C. We now estimate the change in edge marginals between
times t + 2/3 and t + 1, resulting from update (7.70). To this end, we can express

nig(L|t,) Uet41(0)
Ve, t42/3(L) Ue t42/3(0)

= nig(L|t.) kOWp, 1o/
= Zo p42/3Ve t4+2/3(0, L)M{l + O(—+ ,

Ze+1Ve,i+1(0, L) = Zo 442/3Ve t42/3(0, L)

Ve t+2/3(L) 2k(1+2)

where the last estimate comes from (7.108). Summing over ¢ gives

z (Lt KOW koW
Vern(L) = et+2/3* T ( |e){l_,_o(ﬂ)}:n@(“te){l_,_o(ﬂ) , (7.113)

Ee,t+1 2k(1+0) 2k(1+0)

where the last equality is because both 715 (L | £,) and v, +4+1(L) are probability measures over L. On the other hand,
the conditional measures given L change very little as a result of update (7.70): it follows from the above that

ko(l)Pt+z/3
Ve,t41(0 | L) = Ve t423(0 | L){l + O(w)} (7.114)
forall o € {r,y, g b}% Combining (7.113) and (7.114) gives
Pe,t+1 0 KO 1
S e e o

Finally, recalling (7.90), we compare the measures
Zep+1Ve,t+1(0, L) = Yo t41(0, L)ge(0, L)te 41(0) ,
Zeet+1Ves,t+1(0, L) = Y 111(0, L)§e (0, L)ute 411/5(0) .
It follows by combining (7.105) and (7.108) that

Peet+1 Pe,t+1 jXele)) 1
Keot+1 | < | Kepv1 |+ K0 Kiv1/3 + Keprys + Prazss || 1] - (7.116)
ke-,t+1 ke,t+1 1

This concludes our analysis of update C.

Part 6. Convergence of iterative procedure. We now collect the bounds obtained above to prove that the iterative
procedure described in Part 1 converges. Recall from (7.87) the definition of €(t). For ¢ > 1, it follows by combining
(7.104) (from Part 4a) and (7.107) (from Part 4b) that we have

KOW 27k 2k 27 (pe s

101 1 |[kepaps] - (7.117)
A P

e(t) <

ke,t—2/3
It will be useful to abbreviate K = « + k. Recall that err,(f) is defined analogously to (7.27), so

27k g7k gk o
i) Pe,t-1/3 KOO(K, e + 04
erry(t) < E —(1 2k 2—k(1+C)) 1 1 1 || Kep—z/3 | < (Ki—z/s + pi1/s)
2kC kC —k ke V. 2k(1+0)
eedv 2 2 2 Ke,t_2/3

We then substitute these bounds into the analysis of update A, from Part 3b: from (7.97) and (7.98) we obtain

1 0 0 . . 1
Petr1/s <11 0 Peet KOW | pioyjs + Ki_gys Kooz + Kooz + Pei-1/3 . 7118
7fe,t+1/3 s Tfe-,t + SK(+0) SK(1+0) kT ik (7.118)
Ke/t+1/3 1 0 1 Kg.,[ 2
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Next, from the analysis of the marginal errors resulting from update B (Part 5a), we have the bounds (7.111) and
(7.112), which we recall give

kC
Pe,t+2/3 O 2 0 (_)k Pe,t+1/3 ko(l)Kt+1/3
Ke,t+2/3 < v 0 1 2 Ketr1/s |+ TR0 1f. (7.119)
Ke t+2/3 0 1 1 /\Kets1/3
From the analysis of marginal errors resulting from update C (Part 5b), we have the bounds (7.115) and (7.116), which

combine to give
1

Pee,t+1 0 KO
Keot+1 | < | Ketr2/3 |+ W(PHZB + Kt+1/3) 1. (7.120)
Kee,t+1 Ke,t+2/3 1

Combining the above bounds gives, for all t > 1,

Peet) (7.120) 0 KOW !
. < - — | ps_ _ 1

Koot Ket-1/3 | + TG Pi-1/3 + Ki_y3

Kee,t Ke t-1/3 1

(7.119) kO 00 ?k Pe,t-2/3 JXeli)) 1
< kT 0 1 2 1.<g,t—2/3 + W Pt-1/3 + Kt—2/3 1
0 1 1 )\Ket2/3 1

Substituting these bounds (along with (7.119)) into (7.118) gives
Pet+i/3\  po@ ([0 O O)[Pei—z/s Yo/
Keprafs | S S 1|01 0 Kepmaps |+ —= | 1] (7.121)
Ke,t+1/3 0 1 1/\Ket—2/3 1

where Y = p + K. (In the 3 X 3 matrix on the right-hand side of (7.121), some entries are zero because we absorbed
the errors into the Y;_,/3 term.) Aggregating the last bound over e € 6v gives

jXele)) koM
Yii1/3 = Pra1y3 + Kigqys < ok P + Ky = ZTCYt—z/a ,

for all t > 1. This implies that the iterative procedure of Part 1 converges to the desired weights W, = W ... We
now turn to proving that the weights satisfy the bounds (7.27) and (7.62). Summing (7.121) over t > 1 gives

S _ 1 0 Z Ke,t+1/3 < 1 0 ZkO(l) 1 0 Ke,t—2/3 +Yt—2/3 1
=711 i Ketr1yz) — \1 1 i 2kC | \1 1) \Ke p-2/3 2k \1
ko(l) 1 0 Ke 1/3 YI/S 1
S_zkc 1 1 ; 1.66,1/3 +_2k 1 +SZI ’

and rearranging this inequality gives an upper bound on S»;. It follows using (7.121) again that

Z Ket+1/3) _ [Ke1/3 +ko(1) 10} (e, +M 1 + S5,
=1 ke,t+1/3 - ke,1/3 2kC 11 k€/1/3 2k \1 -
< ko(l) 1 0 Ke,1/3 + YI/S 1

= 27K 1 \kenps) — 2kr0 \1) (7

where the last step makes use of the upper bound on S>;. We can also use (7.119) and (7.121) to bound the sum of
Pe,t+2/3 over all £ > 1, so altogether we have

Pe,t+2/3 0 0  0)\[peas Y5 1
Z Ket+1/3 < kO(l) 0 1 0 Kea/3 |+ W 1 (7.122)
t>1 ke,t+1/3 0 z—kc 1 ke,l/S
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We can then apply (7.97) and (7.98) with ¢ = 0 to obtain

Pe,1/3 . 1 (1) g Pes,0 kOO . min{é&,, 1} 1
Keafs | < Keeo | ¥ Sk |0 Tt i (|
K{,‘,l/3 1 0 1 Ke.,O

Finally, since we see from (7.79) that v, _y/3 = Peelle,—5/3 While Vee o = JePetle —z/3, We conclude that

Pee,0 Pe,~2/3 1 27k o7k €e

Keao | < | Ke—oys |[+[1 27F 27K éo ,

Kee,0 Ke,—2/3 1 1 1 /\min{&,1}/2k¢
|

Zero
where the first term on the right-hand side vanishes because v, _,/3 is fully judicious by the assumption. Combining
the last two bounds gives

2k ok €,

Pe,1/3 1 . oL : KOWerr,
Ke,1/3 <|1l 27 2" €e T‘FC) 1
% 1 1 1 )\min{&, 1}/2¢¢) 2 ok
e,1/3 miny €, }/

This implies Y /3 < O(erry). It follows by combining with (7.122) that

Pe,t+2/3 1 27k o7k €e KOWerr,
D0 ke | <1 2F 2t &
tE€Z120 \ Ko 141/3 1 1 1 /\min{&,1}/2k¢

+ — 7.123
2k(1+0) ok ( )

We remark that (7.123) implies that the quantities p, 1, & satisfy the claimed bound (7.77). The quantities &, £ can
be bounded in terms of p, «, &, so it is straightforward to deduce that (7.77) indeed holds. To conclude, it follows by
recalling (7.69) and (7.71) that

(e, (|L) (©e,1)/ (| L)
——— -1 <0 —_— <O e t+1 .
GoGID | (ZZ e (D) 1‘ < 0| e /3“))
It follows by recalling (7.70) and (7.73) that
Ve t+1(L)
———— =1 <0Q1) ) per+z/3-
tEZZ,t>0 Per(L) ; e

These quantities are bounded by (7.123), and this implies the claimed bound (7.62) for the clause-dependent weights.
The errors in the clause-independent weights 1, (05,) can be bounded by applying Proposition 7.13 with input errors
€(t) for integers t > 0, where (recalling (7.87)) we have

E= Z et) = Z {E/R\R(Qt—zmﬁt—l/e.)+E/R\R(¢_]t—1/3,ﬁt)}

teZ,t>0 teZ,t>0

-k o—k ok
(7.117) KO 2 2 2 Pe,t+2/3
< E(O) + kC 1 1 1 KE,t+l/3

28 N0kt 5=k okC .
2 2 2% [ teZ,t>0 \Ke 141/3
-k -k —k

(7.123) O(1)1 2 2 fe ko(l)errv 2
< k 1 1 1 é; +—2kc (7.124)

1 1 1 /\min{&,1}/2k¢ 2ke

It follows from this that

2k 2k(1+C) 2k(1+0)

E.+—+

E. min{E,, 1} o(1) é, min{é,, 1} erry
ok W <k €, + + + ,

. min{Eg, 1} 0(1) . . . €rry
Ee+zTSk €e+€e+m1n{€e,l}+zTC .
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Thus, if we apply the bound Proposition 7.13 with input errors €(¢) summed over all ¢ > 0, the final bound will still
be of the form (7.27), as claimed.

Part 7. Error bound for outgoing messages. It remains to verify (7.63). This follows by a similar argument as in
Step 2 of the proof of Corollary 7.14. Fix an edge ¢ € 0v, and define §, = p, and 8, = . for ¢’ € 6v \ e. We can
apply the above result to obtain weights @, such that vs,[©; 5] is fully judicious. On the same edge e, the outgoing
BP messages for the measures v, [Dy; 1, V5o [Oy; §], and v, [Wy; §] are given by

pe(o,L) = ¢.(0, LYuy(o)
$.(0,L) = 6,(0, L)us(o)
je(o,L) = (o, L)uy(o)

where 1y = U, 33, Ug = Ue o, and analogously

us(ae) = Z @v(gév)ev(gbv) 1_[ {Z QE'(GE’/ Le’)ge’(oe’/ Le’)} .

Ooa\e E’E(SI,Z\B L

Conditional on L, we use (7.10) to define the reweighted messages P.(c | L), Se(0 | L), Q.(c | L). Recall (7.88), and

note that
D = eiR(uy, ug) < O > EfR (e gpa, tiesa)| = O D g<t+1/s>).
teZ,t>0 teZ,t>0
Let D’ denote the first three entries of D. Then
1 00 0 eo(t)
(7.89) e
D < KO0 3T d e+ [0 11 éc(t)
teZt>0 | \1 0 1 1) \min{&.(t),1}/2kC
1 0 0 0 €
(7.124) ¢
< KOO 1]err, +|0 1 1 é,
1 0 1 1/\min{é&, 1}/25

S.(1L)
P(1D)

Meanwhile, the errors between the edge weights ¢.(o, L), 8.(c, L), and ¢.(c, L) are bounded by (7.62). From this
Se(L j.(L
s )_1‘+ aw |

it is easy to see that
max 9 | :
L { pe(L) pe(L)

Combining with the result of Lemma 7.18 gives (cf. (7.43))

A [T

The error between S, and Q, is bounded by (cf. (7.44) and (7.45))

mfx{ % -1 } < koW (errv + 1{r[o] = 1}((;-6 + %ﬁ‘;,l})}

} < ko(l)errv .

j g
max —(Qe).(T l L) -1 < ko(l) €, + —1 €, + —mm{e,z, 1} .
2\ [ ID @yt R
Combining these bounds gives the claim (7.63). O

Proof of Proposition 7.4. We must argue that the iterative construction of Definition 7.25 converges to the desired
weights W = W (U; wsyy) asserted by the proposition. The argument closely follows the outline of the proofs of
Propositions 7.3 and 7.19. For each leaf edge e = (au) € 60U, it is easy to check that at the initial stage t = 0 we have
Qe,o(ar L) = ng(L| tp(e))*ae(g) ’
where p(e) = (av) (as in (3.76)). On the other hand, for each e € 60U we are given the edge marginal
Qe(0,L) = Q.(L)Qe(0 | L) = (L | tp(e))wL,j(G) ’
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with j = j(t.). Applying Step I in Definition 7.25 gives

Q.(0,L) _ wL,(0)

Jeolo, L) ~ fe(0)

It follows that EﬁR([]@,O, {e,1) (in the notation of Definition 7.27) can be bounded in the same way as ERR(§e,0, Je,1)

is bounded by Lemma 7.21, using assumption (7.7) in place of assumption (7.5). We can then repeat the argument
from the proof of Proposition 7.19, with the following modifications:

qe,l(ol L) =

- The base case is the bound on EﬁR(ée,o, Je,1), (as opposed to ERR(e,0, §e,1) in the original argument);

— We apply Proposition 7.12 conditional on the clause type L; and

— We apply Proposition 7.28 in place of Proposition 7.13 and Corollary 7.14.

This modification gives that for any edge e in U, the variable-to-clause message error ERR({, t—1, §e +) satisfies the
bound (7.47), while the clause-to-variable message error Eﬁ((ﬁm_l, {et) satisfies the bound (7.48). Substituting
these bounds into the proof of Proposition 7.3 gives the result. O

8. SOLUTION OF SECOND MOMENT OPTIMIZATION

In this section we complete the proof of the key second moment estimate Proposition 3.32, assuming an a priori
estimate (Proposition 8.4 below) which will be proved in Section 9. For an edge e = (av) in the processed graph
@ with L, = L and j(e) = j € [k], we will write @, = wr,j. Recall that in Proposition 7.4, we let U represent
the depth-one neighborhood of a non-compound variable v (see Definition 3.45), and considered the optimization
problem v = v°P(U; wsyy) for w satisfying (7.7). The main result (7.9) from Proposition 7.4 shows that for the
optimizer v, the discrepancy disc,,(v) for a € Jv is small relative to the maximum discrepancy disc,(v) over all
edges e € OU: indeed we can summarize (7.9) more simply as

discyp(v) < ko(l)(&f)l/“{ max disce(a))} . (8.1)
eedl

(Recall from Definition 7.2 that 9, = 27%¢/¢ for an absolute constant 0 < { < 1/20. Recall also that the discrepancy
measure disc is defined by (7.4) and (7.8) for the compound and non-compound settings, respectively.) The main
technical result of this section is the analogue of Proposition 7.4 for compound regions:

Proposition 8.1 (contraction result for compound regions). Assume that R > k, where R is the neighborhood radius
in (3.1). In the same setting as Proposition 3.44, consider the constrained optimization problem

vP(U; wsy) = arg max {7—((1/) veJl, a)gu)} ,
v
where U is a compound enclosure (Definition 3.16), and we assume that (cf. (7.7))
1

1
<
ge{glﬁéb}z {(zk)l{o:rr} 1 } - ZZkC (8.2)

foralle € OU. Forv = v°P(U; wsy), let disc,(v) be as in (7.4). For any edge e, define

w,(0)
e (0) -

1 if e is nice,
Ce = 1 8.3
‘ C(k,R) = — - if e is not nice. (83)
min; min{47;(0)% : 0 € supp «7t}

(The choice of C = C(k, R) is very crude; but we emphasize that it is a finite constant independent of nn.) Then for every

edgee inU \ OU we have
di 1
disce(v) —{ max discg(a))} , (8.4)
eedl

IA

Ce 4
provided that the constants k. and 0. from Definitions 3.10 and 3.11 satisfy

240\* (T In2
ke |—], 06.<min{—,—.
C 30 2(1{*)1/2
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We let W = W(U; wsy) denote the Lagrangian weights such that the solution v = v°P(U; wsyy) of the above coincides
with v[U; V], i.e., the W-weighted Gibbs measure on U for the pair coloring model. If w is judicious and close to .w,
then w defines a nonempty subspace J(U; wsiy) by the considerations of Lemma 3.54, so WV exists by the general theory
of Lagrange multipliers.

The proof of Proposition 8.1 occupies most of this section, and uses the result of Proposition 7.3 as the main
inductive building block. Before turning to this, we first explain in §8.1 how the results of Propositions 7.4 and 8.1
can be combined with the a priori estimate (Proposition 8.4) to prove Proposition 3.32.

8.1. From contraction to optimization. The a priori estimate requires some conditions on the processed neigh-
borhood profile & (Definition 3.20), which we now formally introduce.

Definition 8.2 (expansion condition). In the processed graph & = (V, F, E), for any subset of variables S C V,
let Fo(S) denote the subset of clauses a € F with |S N da| > 9k/10. We say that a subset of variables S C V, is a
type-subset if membership in S can be determined by the variable type alone — i.e, forallv € Sand w ¢ S, we
have T, # T;,. We say that € expands on type-subsets if every type-subset S C V satisfies the bound

|V |229K130if |S|/|V| < 4/5,

[Fe(S)| < ‘ (8.5)

S| if |S|/|V] < 1/16
Whether & expands on type-subsets can be determined from the neighborhood profile &, so we say equivalently
that & expands on type-subsets.

Lemma 8.3 (expansion result; proved in Section 9). Let &’ be the random k-sAT instance, and & = pr &’ the processed
graph, with neighborhood profile . It holds with high probability that & expands on type-subsets in the sense of
Definition 8.2.

For the next proposition, we recall that I appears in Lemma 3.42, and denotes the subset of edge marginals @
that are judicious and consistent with z € I, where I, is defined by (3.31).

Proposition 8.4 (a priori estimate; proved in Section 9). Let &’ be the random k-sAT instance, and & = pr&’ the
processed graph, with neighborhood profile 2. Recall Lemma 3.42, and let

w(D) € arg max {‘I’_@rz(a}) fw € IO} . (8.6)

(We do not yet argue that w(9D) is unique; that will be shown in the proof of Proposition 3.32.) There exists an absolute
constant C, > 0 such that if D expands on type-subsets in the sense of Definition 8.2, then any maximizer w(2D) must
satisfy the “a priori” bounds

wr,j(0) {2"‘5* ifr[o] <1,

—*CUL,]'(U) - (8.7)

2k1=C) if r[o] = 2.
whenever L(j) is a strongly non-defective edge type in the sense of Remark 6.5.

We conclude this subsection by explaining how Propositions 7.4, 8.1, and 8.4 combine to give the key second
moment estimate, Proposition 3.32. We begin with an elementary lemma:

Lemma 8.5 (relative entropy identity). Let A be any finite set, and suppose v(a) = A(a)/z is a probability measure
overa € A. We then have

H(ulv) = {7—((1/) - 74(,1)} + <v —u, lnA>
for any probability measure u over A.

Proof. The relative entropy of u with respect to v is

H(u|v) = <y,1n%> = ~H () ~ (jInv) = ~H(w) - <y,ln%> = ~H(w) - (I A) +1nz.



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 177

Applying this identity with u = v gives
0=H|v)= —H(v) - <v,lnA> +inz.
Subtracting the two expressions gives the conclusion. O

Remark 8.6 (applications of Lemma 8.5). We now informally describe the two main ways that we will apply the

identity obtained in Lemma 8.5. Let LIN be an affine subspace of the simplex of probability measures over A.

A. Suppose that v(a) = A(a)/z where In A are the Lagrange multipliers for the subspace LIN, such that v is the
solution of the optimization problem

arg max {7—((1/) v € LIN} . (8.8)
If u is any element of LIN, then Lemma 8.5 gives
H(u|v) = {‘H(v) - ?((y)} +{v= i A) = H) - H), (8.9)
—— -
nonnegative

Zero

where the last equality uses that (i, In A) must be constant over y € LIN, by the nature of Lagrange multipliers.
In the proof of Proposition 3.32, we will lower bound H(u | v), and use the above identity to deduce a lower
bound on H(v) — H(w).

B. Now suppose instead that u solves (8.8), while v(a) = A(a)/z also belongs to LIN, but no longer with the
assumption that In A are the Lagrange multipliers for LIN. Then Lemma 8.5 gives

H(u|v) = {7{(1/) - 7{(,1)} + <v 4, lnA> < <v —u, InA>, (8.10)
————
nonpositive

where the inequality holds since H(u) > H(v) by assumption. If A are the Lagrange multipliers for LIN, then
(1, In A) must be constant over p € LIN, so we would have (v — p,In A) = 0 and thus H(u | v) = 0, as already
noted. However, in some of the applications that follow, we will only have A “close to” the Lagrange multipliers
for LIN, such that {u,In A) is roughly constant over u € LIN. This will imply that (v — p,In A) is small, so that
u must be close to v. For the formal details, see the proof of Proposition 8.10.

We emphasize that although Lemma 8.5 is a trivial identity, it plays an essential part in the proof of the key results
of this paper.

Proof of Proposition 3.32. By the result of Lemma 3.42, it suffices to show that when we restrict to w € Iy, the function
¥ = Wy, is uniquely maximized at w(9P) = .w (in the notation of (8.6)), with negative-definite Hessian at the
maximizer. For the proof, we assume that & is bounded away from zero in the sense of (3.45); this holds with high
probability by Proposition 3.23. We also assume that the profile & expands on type-subsets, which by Lemma 8.3
occurs with high probability. Now take any maximizer v = w(9D) from (8.6) — we have not yet argued that it is
unique. By the expansion condition and the a priori estimate Proposition 8.4 (and recalling from Definition 7.2 that
C = C./4), we know that w satisfies the estimate (8.7) on all (L, j) such that L(j) is a strongly non-defective edge
type in the sense of Remark 6.5.

Proof that ¥(9) = .w uniquely maximizes W = Wy, ; on I,. We start by letting @ = w(2) be any maximizer
from (8.6). Consequently, in Proposition 3.44, for any choice of compound enclosure U, on the left-hand side of (3.70)
the maximum over ¢ must be W(&) — W(w) = 0. Therefore the right-hand side of (3.70) also vanishes:

max {7‘((1/) v € ](U,a)(su)} = n}f}x {7’(([.1') TS A(U;wu)}
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Since the entropy function H is strictly concave on J(U, wsy) 2 A(U; wy), this implies 4 = v where

v = v®(U; wsyy) = arg max {7—((1/’) v e JU, a)bu)} ,

p = p(U; w) = argmax {7’((;1/) TS A(U;wu)} . (8.11)
v

(Note that y1, v are uniquely defined by the strict concavity of H.) Likewise, by Proposition 3.46, if U is the depth-one
neighborhood of any non-compound variable, then we must have y = v where v = v°?(U; wsy) and p = u(U; wy)
(the only difference being that these are now in the augmented pair coloring model). We now argue that wr ; = .wr,;
in all cases where L is nice. Indeed, let

D(w) = max { disce(w) : e is nice} , (8.12)

and let e, be any nice edge that attains the maximum. We have two cases:

1. Suppose ey is an interior edge in a compound enclosure U. Recall from Definition 3.16 that the boundary of U
consists of variables which are perfect (Definition 3.13), hence also orderly. We saw in Definition 3.12 that an
orderly variable cannot lie within distance (6.)* of any defect, so every e € 6U is strongly non-defective in the
sense of Remark 6.5. Thus Proposition 8.4 can be applied, and guarantees that the condition (8.2) of Proposition 8.1
is satisfied by every e € 6U (again, recall from Definition 7.2 that we take = (./4). Then the result (8.4) of
Proposition 8.1 (with C,, = 1, since e is nice) gives that v = v°P(U; wsy) must satisfy

, 1 , D(w)
< - <
disc,, (v) < 4{;’I€lgﬁdlSC3(a})} < ,

where the last bound uses that all edges of 6U must be nice. On the other hand, as we noted in (8.11) above, v
must coincide with u = p(U; @) by Proposition 3.44, so in fact we must have
D(w) = disce, (w) = disc,, (v) < @ )
This proves D(w) = 0 for the case that e lies in the interior of a compound enclosure.

2. Suppose instead that e, = (av) where v is a non-compound variable. It follows from Definition 3.16 that v must
be perfect, so by the same reasoning as above it cannot lie within distance (6.)® of any defect. Thus, if U is
the depth-one neighborhood of v, every e € 60U must be strongly non-defective in the sense of Remark 6.5. It
follows by Proposition 8.4 that the condition (7.7) of Proposition 7.7 is satisfied for every ¢ € SU (again using
that C = C./4). Then, the result (7.9) of Proposition 7.4 (or its consequence (8.1)) implies that v = v°P(U; wsyy)
must satisfy

disce, (v) < ko(“(s*)l/‘*{ max disce(cu)} < k()" D(w),
ee

where the last bound again uses that all edges of SU must be nice. On the other hand, we again have that v must
coincide with u = u(U; w) by Proposition 3.46, so in fact we obtain the bound
D(w)
R
This proves D(w) = 0 for the case that e does not lie in the interior of a compound enclosure.

D(w) = disce, (w) = disc, (v) <

The above proves D(w) = 0, i.e., the optimizer v = w(D) coincides with the canonical product measure @ on all
nice edges. If e is a non-nice edge, then it must lie in the interior of a compound enclosure U. In this case, the result
(8.4) of Proposition 8.1 gives, with C as in (8.3),

CD(w) _
=

. C .
disce(w) < Z{grelgﬁdlsce(a))} < 0, (8.13)
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again using that all edges of U must be nice. This proves that w = w(D) coincides with @ on all edges, so that .w
is the unique maximizer of W on I, as claimed.

Proof that W = Wy, , has negative-definite Hessian at .w. Now suppose that @ € I is close in euclidean norm
to the optimizer w(D) = .w. As in (8.12), let D(w) denote the maximal discrepancy under w over all nice edges, and
let e, be any nice edge with disce, (w) = D(w). If e, lies in the interior of a compound enclosure then let U be that
enclosure. If instead e, = (av) for a non-compound variable v, then let U be the depth-one neighborhood of v. In
either case we let v = v°P(U; wsyy) and p = p(U; wyy), as in (8.11). Note that since H is strictly concave, if w is very
close to . then v = v°P(U; wsy) must be very close to .v = v°P(U;.ws1r), and likewise u = pu(U; wy) must be
very close to . = u(U;.wy). But since we proved above that .w is the unique optimizer for W on I, we must have
v = ., and therefore y must be very close to v. Next, by Lemma 8.5 and the first calculation (8.9) in Remark 8.6,
we have

Hw) - H(u) = {7—((1/) —H(y)} + <lnA,v - y> =Hu|v) = mgx?-((‘ue [ve), (8.14)

——
Zero

where A = W(U; wsyr) from Proposition 8.1 in the compound case, and A = Wg(U; wsyy) from Proposition 7.4 in
the non-compound case. In the compound case, for u sufficiently close to v, we have

(@) 150 (ea(0) = v (0P :
Hife | ve0) = Yl 205 2 3 3 i > e = vl

In the non-compound case we can instead bound

Hpte, |ve,) = ) e (0, L)
o,L

,Ue*( )
@ D) 3

We remark that y, = w, for all edges e in U, since y = p(U; w). Next, in the compound case we have from (7.4)
and the triangle inequality that

(e, - ve,le) - (8.15)

disc,, (w) = Z(S*)l{r alz1}| PerlO) we,(0) Z(S )1{r[a]>1} e, (0) B
o @ e*(U) a)g*(a)
(0)  ve (o)
< 9, 1{r[o]>1} Ve*—@ —1|+ 9, 1{r[o]>1} Ue, ” )
;<> N ;<) T
disce, (v) <Ci(R) ey —vey lloo

where C;(k) is a constant depending only on k (this uses the ¢, is a nice edge). Rearranging gives

1
r(k){disce*(a)) - disce*(v)} < |pte, = Ve, lloo -

Similarly, in the non-compound case we have from (7.8) and the triangle inequality that

1
C_{ disce, (w) — disce, (V)} < lte, = Veylloo (8.16)
1
where C; depends only on k and on the constant c¢; from Proposition 3.23. By adjusting C; we can assume it is larger

than the C;(k) from the preceding bound, so that (8.16) holds for ¢, in both the compound and non-compound cases.
Next, by the contraction results from Propositions 7.4 and 8.1, we have

1 1
disce, (v) < 7 max { disce(w) : e is nice} =1 disc,, (w), (8.17)
e

where the last equality holds because e, was chosen to maximize disc,(w) over all nice edges. (Observe that (8.17)
crucially uses the restriction to nice edges; we recall from (8.4) that we have an extra factor C (from (8.3)) for non-nice
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edges.) It follows that

(8.16) 1 (817) 3 3D
e, = Veylloo = C_l{ disc,, (w) — disce*(v)} > 4_Cl disc,, (w) = 4((:(1‘)) .

(8.18)

Next, let emay be the edge e with maximal discrepancy disce(w) = Dpax(w) (this is over all edges, both nice and
non-nice). If eyay is nice, then Dyyay(w) = D(w). More generally, if Dyay(@w) < C3*D(w) for C as in (8.3), then the
preceding bound (8.18) readily implies

3D(@) _ 3Dar(@)

- o 2 2> 8.19
||["l€* VE* || 4C1 4C1C3 ( )
Now suppose instead that Dy (w) > C*D(w). Then
disce,, (V) 649 CD(w) @ disce,, (@)  ||@ep,, = +@epay oo
[Vepay = +@ema lloo < < < <
max max (8.)? 4(9,)? 4(9,)%C? 4(8.)*C

(In the above, the bound marked © uses the assumed lower bound on Dy, (w). The last bound uses the definition
(8.3) of C.) Since (3.)2C is a large constant, we can conclude for this case that

”a)emax - >"a)emax”‘x’ > Dmax(a))

[ temax = Vemalloo 2 1 @enu = «@epnulloo = Ve = «@epy oo 2 ) > —= (8.20)
Combining (8.19) and (8.20) gives, for some constant C, = C,(k, R), the lower bound
Dmax(@
max ltte = velloo = Dinax(@) . (8.21)

Ca
Since we assumed that each clause type L occurs at least ¢; fraction of times, the total number of indices (L, j) is at
most k/c1, so the euclidean distance between @ and .w can be upper bounded as

2
2 2 C3k . C?:k
(lo-.wll) = LZ (o = wLjllz) < C—I(meaxdnsce(w) < = D(@)’. (8.22)
/]

Combining the bounds obtained so far gives

®19 (8.15) e = Velloo)? (8:21) 2
H(v) - H(uw) 8214 max H (ue | ve) 8215 maxu 8221 %(Dméc(a)))
e e 5

T3 Csk(Cy)? Cy
To conclude, let w, € I, be the edge empirical marginals of v = v°P(U; wsy;). Since we already showed that .
optimizes W over I, we must have W(.w) > W(w, ). Combining with the results of Propositions 3.44 and 3.46 gives

(8.22) - 2 2
N lcl(”w CU”:Z) =i(||a)_*w||2) .

Y(w)-¥Y(w) > V(w,) - P(w) > 61{7{(1/) - W(y)} > %(Ilw - *wllz)z )

This proves that W has negative-definite Hessian at ., as claimed. As noted above, the result follows by applying
Lemma 3.42. O

8.2. Decomposition of compound enclosures. We now turn to the proof of Proposition 8.1.

Definition 8.7 (decomposition of a compound enclosure). Let U be a compound enclosure: recall that this means
U = U° U d,U where d,U is the boundary of perfect variables. Suppose that an internal variable v, € U° is
designated as the “root” Let k. be the defect buffer depth from Definition 3.10, and let M = (x.)"/%. If a variable
u € U° lies at distance { M? from v, for some positive integer ¢, and moreover does not lie within distance 5M? of
any non-nice variable, then we call # a terminal. Let X denote the set of all terminals in U. Let A(X) denote the
set of all clauses 4 in U such that 4 is the parent of a terminal variable (again, regarding U as being rooted at vy).

- If ] = J° U dJ° where J° is the maximal connected component of U \ A(X) containing v,, and dJ° = d,] is the
set of variables in U \ J° at unit distance from J°, then we call | the root join.
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- Ifinstead ] = J° U (av) U (d(J° \ v)) where J° is a maximal connected component of U \ A(X) not containing
Vs, U is the terminal variable in [° that lies closest to v4, and a € A(X) is the parent clause of v, then we call | a
non-root join. We call (av) the root edge of J.

With a mild abuse of notation, we use | to denote both the subset of variables and the induced subgraph of U. The
join | is termed non-defective if it does not intersect any defect. Otherwise we say that the join | is defective. For
any choice of v, € U°, this definition decomposes U into joins. The joins naturally have a tree structure, where the
root of the tree is the root join.

Definition 8.8 (recursive merging of joins). To prove Proposition 8.1, we will merge the joins recursively upwards.
At each merge step, we fix an uppermost join | which will connect the subtrees below. The root of | is either
Upr = Uy, O it is an edge (AgrVgr) Where azr € A(X) and ver € X. A leaf variable u € L] can lie arbitrarily close
to gy, but the set X N L] of leaves that are terminal variables lie at distance at least M? from vg;. We let 6’] denote
the edges in | that are incident to X N L]. For each e € '], we let T, be the subtree of U descended from e. We
then let T be the merged tree formed from the union of | with all the T, (¢ € 0’J). In the merge step, our goal will
be to bound edge discrepancies (defined by (7.4)) for the measure y = v°P(T; wsr) in terms of edge discrepancies for
the measures v(e) = v°P(T,; wsr, ).

Remark 8.9. Let LU denote the set of all leaf variables of the compound enclosure U. The subset d,U € LU is the

boundary of perfect variables, so these variables are not leaves in the full graph . The variables in the complement

LU \ U are leaves in the full graph & — in particular, this means they are not nice (Definition 3.8), hence they are

defective. We thus have two cases:

- If ] is a non-defective join, then all its leaf variables must belong either to doU or to the terminal set X. In this
case we let 0] denote the set of edges incident to all leaf variables of J.

— If ] is a defective join, then it cannot intersect d,U: this is because any defect has at its boundary a buffer of nice
variables of depth at least x. (Definition 3.10), so the k.-neighborhood of any variable in d,U is nice. In this case
we let 6] = 0’].

These two cases will be treated separately in the analysis below.

Proposition 8.10 (merge through a defective join). In the setting of Proposition 8.1 and Definition 8.8, consider a
merge step where the uppermost join | is defective. As in Definition 8.8, let T, denote the subtrees descended frome € 8],
andv(e) = v°P(T,; wst, ). Let T be the merged tree, and y = v°P(T; wst). Then for every edge e’ in ] \ 0] we have

discer (1) < Cpr - 2% Z disc.(v(e))
e€d]
for C,r as defined by (8.3).
Proposition 8.11 (merge through a non-defective join). In the setting of Proposition 8.1 and Definition 8.8, consider

a merge step where the uppermost join | is non-defective. As in Definition 8.8, let T, denote the subtrees descended from
e €8], andv(e) = v°P(T,; wer,). Let T be the merged tree, and u = v°P(T; wst). Then

Z disco (i) < 4"M Z disce (v(e)),
eed’'] eed’]
where we recall that M = (k.)"/*, and the result holds provided . > (240/C)* for C as in Definition 7.2>°

Proposition 8.10 is proved in §8.3, while Proposition 8.11 is proved in §8.4. We now explain how they combine to
give Proposition 8.1:

Proof of Proposition 8.1. Fix any edge ex = (av) in U \ 6U, and decompose U as in Definition 8.7 around v, = v.
As in Proposition 8.11, consider a merge step where the uppermost join | is non-defective. Let T be the merged tree,
and p = v°°(T; wsr). If | contains vy, then T = U and u = v°P(U; wsyr). If | does not contain vy, then T is rooted
at an edge exr = (@grUgr), and indeed

p = vP(T; wsr) = vVP(Te,,; wer,,, ) = v(exr),

201 fact we will see from the proof that for Proposition 8.11 it suffices here to have . > (108/C)*, see (8.41). We put the stronger condition
K. > (240/0)* since this was already required for Proposition 8.1.
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where v(egr) is defined analogously to the measure v(e) from Definition 8.8. In either case, the marginal of yt on |
must be given by u = v°P(J; usy). It follows by Proposition 7.3 that for any edge (au) in | we have

1/4\(e.a)
discay (1) < ke Z ((‘9 ) ) disce (1) . (8.23)
eed]

(To be pedantic, (8.23) follows directly from Proposition 7.3 in the case that | is rooted at an edge eg;. In the final
merge step where | is rooted at the variable vy, (8.23) follows from the variable-rooted analogue of Proposition 7.3
— this can be obtained by an extremely similar proof, so we will not elaborate on it here.) Recall that 6] denotes the
set of edges in | incident to all the leaf variables of ], while 0’[ is the subset that are incident to terminal variables.
Ife € 6] \ &’], then y, = w,. On the other hand, the contribution to the above sum from e € ¢’J is bounded by
Proposition 8.11. It follows that

1/4\ by(e,a) 1/a\ M
discau(p) < KO Z ((8;1 ) disce(w) + ko(1)4kM(%) Z disc.(v(e))

eedJ\&'] eed’]

75\ by(e,a) / M?
< KOW Z ((‘9*)15)] disce(a))+ko(1)((\’;#) Zdisce(v(e)), (8.24)

k
eedJ\o’] 2 eed’]

where the last bound holds for M large enough: to be precise, we require
M? M?
gm o (B N — okCM?/120
(9 )1/4 (‘9*)1/20 ’
where the last equality uses that 9, = 275/ from Definition 7.2. Thus it suffices here to have
240
=M*> .
-]

Next note for e € 0], the discrepancy disc.(v(e)) can be bounded either by a recursive application of (8.24) if e is
the root of another non-defective join, or by Proposition 8.10 if e is the root of a defective join. Altogether it gives
that for the edge e, = (av) where v = v4 (and with C,, as in (8.3)), the maximal-entropy measure y = v°P(U; wsyr)
for the full enclosure satisfies

2\ B(0x,e)
disce, (1) (9,)V/5 bu(e,a) of 2K M .
C— < Z Z—k 2 W disce(w),

Ex eesU

where B(vy, €) is the number of defective variables between v, and e, and is a crude upper bound on the number
of defective joins intersecting the path between v, and e. The above can be upper bounded as

(22kM2)‘B(v*,u)

disc, (1) .
TC. (?é?ﬁd'“e(‘”)) 2, @@

* u€d, U

. exp{k(6.)"'B(vy, v)}
= (Héf%‘i‘r d'5C€(“))) u;u exp{(kIn2)(1 5 6,)d(vs, 0)} (8.25)

where for the last inequality in (8.25) to hold we make the following choices. First, in the numerator we can ensure
that 2°M” is upper bounded by exp(1/6.) by requiring
E M = ().

In the denominator we can ensure that (9,)~'/% = 2K¢/30 upper bounds 25 by requiring

c

0. < —.
30
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These choices together guarantee the last bound in (8.25). It follows by combining with the definition of a compound
enclosure (cf. (3.19)) that

diSCg*([.l) 1 .
. < n Zggﬁdlsce(w) .

*

This proves the result. O

8.3. Merging through defective joins. In this subsection we prove Proposition 8.10. The idea of the proof is to
reweight the boundary of a defective join in such a way as to circumvent difficulty of analyzing tree recursions
within a defect.

Proof of Proposition 8.10. Recall from Definition 8.8 the root of | is either vy = vy, or it is an edge (AgrVxr). In the
first case we let +/Aj be as given by Corollary 3.56. In the second case we let x/Aj be given by (7.13) from Remark 7.7,
i.e., we give weight 4§, 0,, to the root clause agr. Note that 4Aj includes a weight 4, for each e € 0]. Therefore,
for a single-copy coloring 7j\s; on | \ 8], we can let

Onsr(Tnsy) = #Ap(1)) l_[ — ,
ceo) -Qe(Te)
where this is well-defined because the right-hand side does not depend on 75;. We then let .© = .0 ® ,O.

Next, recall from Remark 8.9 that 6] = '] is the set of boundary edges of J. Let A be the subset of clauses in |
that are incident to 0], so A is a subset of the set A(X) from Definition 8.7. Let e = (au) € 6J,soa € A and u is
a terminal variable. Recall that T, is the subtree of U descended from e. Let A1, = A(T,; wsr,) be the Lagrangian
weights on T, such that v(e) = v°P(T,, wsT, ) agrees with v[T,; At,]. We assume moreover that they are parametrized
as in Definition 7.8, meaning that the root clause a(e) of T, receives weight .j, under Ar,. Write g = ggp(Tp; A1)
for the associated BP messages, so in particular the downward message on e is §, = .§.. It will follow by induction
that the upward message . satisfies the bounds (7.11) for each edge e € §].

Step 1. Weights on merged tree. We now apply Proposition 7.6 to each clause 4 € A where we take incoming
messages ;,, from below as just discussed, but the canonical product message gy, = «{yq from the parent variable
v. Let h denote the resulting outgoing messages from the unweighted clause a, that is, i = BP,[§]. Proposition 7.6
gives a clause weighting I'; = (Ve )eesa such that for these input messages to a, the I';-weighted clause BP recursion
outputs the canonical product message .4 on every edge in 0a. For a pair configuration ¢ = g7 on the merged

tree T, we define the weight
Ar,(or,)
BO(0) =.0 o I'.(os — .
) ]\5](_}\51){ l_[ a(_ba)}{ l_[ Fe(00) }

a€A e€o]

Recall from above that the clause a(e) receives weight .4, under Ar,, and in the above expression we divided by
je(0.) to remove this weight. Likewise, ./} includes a weight .4, for each e € §], and we also divided by .§.(c.) to
remove this weight. Let v = v[T; ®]. Let e(a) denote the parent edge of 4, i.e., the unique element of da \ 6]. The
marginal of von [ \ 0] is

vper(aney) = *@1\61(91\61){ 201 (r“(gé“) [ [Z A;e((i)) )}

g5 acA ecda\e(a) “ 01, \J

*@]\5](2]\5]){1_[( Z Ta(gsa) l—[ l?e(Ge))}

a€A \ Osa\e(a) eeda\e(a)

D
&

IR

~
S
=

IR

*91\51(91\5]){ H *ﬁe’(ae’)}E*V]\(S](Q]\(S])/ (8.26)

e’€dA\0]
where .v = ,v ® ,v is the canonical product measure. (In the above calculation, the step marked (a) uses that
under the Ar,-weighted measure on T, the marginal on edge e is proportional to .§.{q.. The step marked (b) uses
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that the I';-weighted Bp recursion outputs the canonical product message .§ on the edge e(a).) Similarly, for any
e = (bu) € 6], the marginal of v on T, is given by

Ae(ge) Ae'(ge’)
vi,(o1,) = = Z Opsr(ayey) Z Ty(gsn) l_[ [ Z o
*qt’(af?) e’edb\{ee(d)} “ar,\s *qg,(ag,)

ap\e] O5b\{e,e(b)}

A, (oT,.)
X{n(zra(géu) 1_[ [ZT
a€A\b \ Osa\e(a) e”eda\e(a) - aT,\] e €
_ Ar(or) ) R
= (O ) Z @]\5](01\5]) Z rh(géb) l_[ qC'(GC') l_[ *qe”(ae”)
Ao 9\ T\ (e,e (b)) eedb\{e,e(b)} " €5 A\(6]UD)
Ar,(oT,) . .
= oy L) || deon = Anten), (8.27)
el0e) Fo e'edb\{e,e(b)}

where the last step uses that the I';-weighted BP recursion outputs the canonical product message .4 on the edge e.
This shows that the marginal of v on T, is simply v(e) = v°P(T,; wsr, ). It follows that v € J(T; wsT). Consequently,
p = v°P(T; wst) is the entropy maximizer over J(T; wsr), then H(u) > H(v). It follows by recalling Lemma 8.5
and Remark 8.6 (in particular, the calculation (8.10)) that

H(u|v) = {7{(1/) - W(y)} <v - y,ln®> <1/ - y,ln®> (8.28)

Recall that the weights in ® are of product form, except on the boundary edges 0T and on the edges 6A. Since u
and v agree on the subtrees T, and have the same single-copy marginals (given by ,7) on all edges of the merged
tree T, the only contribution to the right-hand side of (8.28) comes from the edges ¢’ € 6A \ 0]:

Hplv< ), ),

e’€dA\S] o

< D) Inyellslle = ool (8.29)
e’€0A\5]

{ve»(o) - yer(a)} Inye (o)

where the last step uses that v,» = ,w, foralle’ € ]\ 9J.

Step 2. Bound on clause weights. We first bound the In y,+ term in (8.29). For each a € A, there is a single edge
e’ = e(a)in 0a \ 6J. A crude application of Proposition 7.6 gives

| In yE(a)”oo < k°W Z (ee” +€en + .ée”) ’ (8.30)
e”eda\e(a)
where € = (€,7,€.7, &) = ERR(:§er, her) is the error between the unweighted messages i = BP,[4] and the
weighted messages .§ = BP,[§;I's] = BP;[.§]. A crude application of Proposition 7.12 gives, for ¢” € da \ e(a),
€er + Eor + Een < KOW Z (56 + 6 + 80 + 0, + mé»e) , (8.31)
ecda\e(a)

where 6 = (6., 50, 80,0, “’56) = ERR(+{e, §¢). To bound the error between §, and .§, for e € 6], note

. ~ ve(0) (7:4) e (0) disce(v) ~ disce(v)
= G =eae«r){”o( 5. )}‘”("){ o5 )}

so each entry of § is O((9.)~! disc,(1)). Combining the last few bounds gives (again very crudely)
I ye@lleo <25 > disce(v) =26 37 disc(v(e)), (8:32)

eeda\e(a) eeda\e(a)

for each edge ¢’ € 0A \ 0].
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Step 3. Conclusion. To conclude we note that for each e € 6A, we have

Ue

*We

e

(7.4)
< 2k disce (1) -
«We

—-1f| <

”/Je —«Welloo < [Jsweloo -1

(o] (o]

Combining with (8.32) and substituting into (8.29) gives

W(ylv)szz"Z( > discg(v(e)))( > disce/(y))

acA \ ecda\e(a) e’eda\oJ
disce
< 22| max M Zdiscg(v(e)) (8.33)
eref\o] Cer &

where C, is as in the statement of the proposition (and the last bound holds simply because C,» = 1 foralle’ € 6A,
since those edges must be nice). On the other hand, for any ¢’ € | \ ], we have

2K\ Co
where we take C,s as in (8.3) to account for non-nice edges where the minimum of 477, on its support may be small.
Combining the last two displays gives

H 2
H(|v) 2 Hter | ver) = H(ptor | cver) = — (d_@l)) ,

disce
max S5 W) ose > disce(v(e)),
e\ Ce )

as claimed. m]

8.4. Merging through non-defective joins. We conclude the section with the proof of Proposition 8.11, showing
that for a non-defective join, the total boundary discrepancy under y = v°P(T; wsT) (the optimizer on the merged
tree) is not too much larger than the total boundary discrepancy under the measures v(e) = v°P(T,; wst,) (the
optimizer on the subtrees T, for e € &’)).

Proof of Proposition 8.11. Recall that u = v°P(T; wsr), while v(e) = v°P(T,; wsr,) for e € &'J.

Step 1. Identification of small subtree with large discrepancy. For the sake of contradiction, let us suppose the
desired bound false, i.e., that we have

Z disce (1) > 4M Z disce(v(e)) . (8.34)
eed’] eed’]

Recall from Definition 8.8 that each variable in X N L] lies at distance exactly M? from the root of ], and &’] denotes
the edges in | that are incident to X N £L]. Similarly to (7.46), for any clause 4 in | we define

1/4
s = Y (%

k
eed’] 2

by(e,a)
) disc,(u).
Now let A be the subset of clauses in | at distance exactly M from 6’J. For any e € 6’] and any j > 0, we have

{a € A:bjle,a) =M +]} < (dk)li/21
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It follows from this that

1/4\ br(e.a) ) e\ M
Z‘Su(] tory) = Z d'sce(ﬂ)z ((19 ) / ) < Z diSCe(,ll)Z ((S;{/ ) ](dk)fj/ﬂ

acA ecd’] acA ecd’] j=0
1/4 1/47\ 20-1
{7 Bl
1/4
. (k(\92*k) ) Zé;] disc (1) (8.35)

For a € A, write J, for the subtree of | descended from a. Write 6], = J, N 6’]. Combining (8.34) and (8.35) gives

disce(u) - ( 14) Eal]; pory) — 4N disce(v(e))} >0,
1;4{ E;; k(S ) / v E‘Ezéfa

so we can find some a € A for which the expression in braces is non-negative. This implies two bounds: first,

k(S*)l/‘*)
zk

EaJs ) < 2 ( > disce(p) < (K¥(S. WW{ max d.scgw} (836)

e€d],

where the last bound uses that [5],| < (k*2X)M. Secondly, we must also have

M
max disc, (v(¢)) < Z disc,(v(e)) < —— 4k — Z disc (1) <( ) {ggfcdisce(y)}. (8:37)

eed], e€d],
In the remainder of the proof we derive a contradiction.

Step 2. Weights on merged tree. First, let A = A7 = A(T; wst) denote the Lagrangian weights such that v[T; A]
coincides with y = v°P(T; wsT). We write g for the corresponding BP messages. For the distinguished clause a, apply
Proposition 7.6 to obtain a clause weighting I'; = (¥¢).es, such that

Jav = BPgo [(*qw tU €0da \v);l"u} for the parent v of a,

«Jay = BPgy [(qm, («Gua s 1’ € da'\ {u,v}));ru} for each child u of a.

Next, for each e € 9], recall that A7, = A(T,; wsT,) denotes the Lagrangian weights such that v[T,; A1, ] coincides
with v(e) = v°P(T,; wst,). We write § for the corresponding BP messages. Let A, denote the clauses in ], incident
to 0J,. For each clause b € A,, apply Proposition 7.6 again to obtain a clause weighting I'; = (¥¢).esp such that

«Jbw = BPpyw [(ﬁuu :u €0db \w)] for the parent variable w of b,

«Jbu = BPpy [(*qwb, (Gup :u" €db\ {u,w}))} for each child u of b.

Let T, denote the subtree of T descended from a. Recall that A = A(T; wsr) is a product of variable factors. Let
At 1,(01,) denote the product of those factors over the variables in T, only, and define

Ar(g)
Ar(or,)
For a pair configuration ¢ = g7 on the merged tree T, we define the weight

O(o) = {AT T, (OT\T, )Fa(doa)%}{ 1_[ rb(géb)}{ 1_[ /jz;z((%?))} '

beA, e€d],

Ar 1, (on\r,) =

Let {i = v[T; ©]. It follows by similar calculations as (8.26) and (8.27) that [ satisfies the following:
(i) Its marginal on T \ T, agrees with that of y = v°P(T; wsT);
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(i) Its marginal on J, agrees with that of ,v = v°P(T;.wsT);
(iii) Its marginal on T, (for each e € 6],) agrees with that of v(e) = v°P(T;; wsT, ).
In particular, fi € J(T; wsT). Recalling Lemma 8.5 and Remark 8.6 (in particular the calculation (8.10)), we have

Hu| ) = {wm)—mm} + (-1, m0) < (fi- 1 m0).

Since u and i are both judicious, and agree on T \ T,, we have

ﬂ(ulﬁ)é(ﬁ—u/ln®>é{ > <ﬂe—#erlnye>}+{zZ(ﬁe—#e,lnye>}~ (8:38)

e€dan], beA, ecdb

denote this A denote this B
We now turn to bounding these quantities in terms of disc(u) and disc(v).

Step 3. Bounds on entropy and clause weights. Let ¢ be the edge in ], with maximal disc,(u). Note

s s (H1m)| s e Bells | llte = @ells = e = ells
L e N AR TP 02" '

If e belongs to J; \ 6], then [i, = .w,. If e € §],, then [i, = v(e)., and it follows using (7.4) and (8.37) that
(7<4) disc.({i) _ disc.(v(e)) (327) (k4)Mdiscg([u)

Ifie = ellee < =5 3. k) e,

This is negligible in comparison to ||tie — +@e ||, Which is lower bounded by Q(47%) disc,(u). Therefore

2
- 1 .
H(ul| i) > zﬁ(glgxdlsce(y)) . (8.39)

We next turn to bounding the clause weights. Recall that we use g to denote the Bp messages for the A-weighted
model. Similarly as in (8.30) and (8.31), a crude application of Proposition 7.6 gives

Dl yelleo < kOO 3 (56 b+ e+, + mée)

ecda e€da

where 6 = (6., e, 60, ™, “’66) = ERR(+{e, §¢). In order to bound 6 we can argue as follows. Let p, = .w, /g, for all
e € éa,andlet Z, = (C,)eesq be the reweighting of a such that fay, = BPay[(§ura : W' € da \ u); Z,] for all u € da.
It follows by another crude application of Proposition 7.6 that, similarly as in (8.30),
Z ” In Ce“oo < ko(l) Z(ge + &+ ge)
eeda eeda
where ¢ = (&, &, &) = ERR(P,, §.). We can bound € by noting that
| ot
e #e/ﬁe Ue J.

and substituting into the previous expression gives the bound

S gl < k00 L),
< kow 85

ecda

From the definition of Z,, for each u € da we have
«Wgy = Quuﬁuu = QuaBPau |:(‘.7u’u cu’ €da \ u)QZu} = $uaBPay [(gu’u cu’ €da \ u)} ’

where g, is the probability measure on {r, y, g, b}* such that g, = C.{,. It follows that the measure

Da(@sa) = Palgod) | | 8e(oe) (8.40)

eeoda
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has marginal ., on each e € da. This can only occur if g, = ., for all e € 6a — this is because (In g, )ecsq, must be
the Lagrange multipliers for the constrained optimization problem

max {7{(0) : ¥ has marginals *a)e} ,

and the Lagrange multipliers are unique so we must have g, = .J, for all e € 6a. It follows that

CBE&E&/
e e

so the above bound on || In {||« implies a bound on 0. Altogether we obtain

S lnclle < 55— Z disc. (1)

ecda ee€da

Substituting into the definition of A from (8.38) gives

kO(l)
A< TAE ( Z dlsce(y)) <. )zéa(] e’ ])

ee€da

where the last step follows by Proposition 7.3. Combining with (8.36) gives

2
KOW kO(l)(k4(‘9*)l/4)2M .
A< . )zéa(] s Hor ])2 TAE gg]}jdlsce(}l) .

Next, very similarly to the derivation of (8.32), for b € A, and e € 0b we have
Mnyello <25 D7 disco(ve)).
e€dbNd],

(Indeed, a clause b € A, takes in the canonical product message . from above, and takes from below the messages §,
from the At -weighted measures (which are precisely the measures v(e). Thus || In ||« can be bounded in terms of
the errors between §, and .4, for e € 6b N 0J,. These in turn can be bounded in terms of the marginal discrepancies
disc.(v(e)), similarly as in (8.32).) Substituting into the definition of 8 from (8.38) gives

B < 2% Z ( Z discg(v(e)))( Z disce (1) + Z disce(v(e)))

beA, \ e€dbNd], eeodb e€dbNd],

(8.37) M ’
< 22k2k(maxd|sce (#)) Z dISCe(V(C’)) < 22k2k( ) (ma}xdisce(y)) .
e€),

e€d],

Substituting these bounds back into (8.38) and combining with (8.39) gives
2

2
! (maxdlsce(y)) SHUlf)<A+B< (9 M3 max disc,(u) | .
26k €] €€,

Again recall from Definition 3.11 that 9, = 275¢/6_ Thus, as long as we have

=M*> (128) , (8.41)

we obtain the required contradiction. O

9. A PRIORI ESTIMATES FOR EDGE MARGINALS

In this section we prove Lemma 8.3 and Proposition 8.4, which were used in the proof of Proposition 3.32.
Lemma 8.3 is a fairly easy expansion result, whose proof appears at the start of §9.7 below. Proposition 8.4 is an
a priori estimate whose proof occupies the majority of this section. In §9.1 we make some preliminary definitions
and give an overview of the proof of Proposition 8.4.
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9.1. Preliminaries. In preparation for the proof of Proposition 8.4, we introduce a richer set of colors, as follows:

Definition 9.1 (expanded alphabet of colors). Write & = {r, y, g, b}. Define the expanded alphabets
= {r,y,g,b,wEwhite,vaiolet}, § = {r,y,c,w}, I = {r,y,g,b,v}.

Let © = (V,F,E) be any (processed) k-sAT instance, and let ¢ € {r,y, g, b}F denote a valid (single-copy) coloring
on ©. Given g, let ¢ € S be defined by setting

w = white if 0, € {y, g b} and 05,4\, contains at least two cyan edges,
Ce =4y ifo, =y,
c if 0, € {g,v}.

Let v € TF be defined by setting

v = violet if 0, = r and 05\, contains at least one red edge,
Ue = ) =
Oe € {r,y,g b} otherwise.

Finally, let £ € &/F be defined by setting

w = vhite if o, € {y, g b} and gs,\, contains at least two cyan edges,
Ye = v = violet if 0, = r and 04,\, contains at least one red edge,

o, € {r,y,g,b} otherwise.

The new colors {w, v} indicate edges that are “flexible” in some sense: from a clause’s perspective, white indicates an
edge that can be yellow, green, or blue without violating the clause constraint. Similarly, from a variable’s perspective,
violet indicates an edge that is red but can also be blue without violating the variable constraint.

Definition 9.2 (pair empirical measure in expanded alphabet). Throughout the remainder of this section, on a
(processed) k-saT instance ¥ = (V, F, E), we denote pair colorings in the expanded alphabets as
o=(dc',0%) et xaF,
c=(h ) estxst,
v=,v)eTExTE,
L=, ) edt xat.

As before, we use w = (a)L,]-)L,]- to denote the pair empirical measure, which we assume to be judicious in the sense
of Definition 3.41. We let @ = (@r,j)1,j denote the pair empirical measure of (g, ), so that each entry @y ; is
a probability measure over elements (0,%) € 2% X /2. The marginal of @ on the 2%-coordinate is given by w.
Clearly, by the mappings of Definition 9.1, each @ ; also induces a probability measure over (g, ¢) € 2% x &% and
(0,v) € X* X T % Welet {1 denote the marginal law of ¢ under @r ;.

Recall that Proposition 8.4 concerns the optimization of Wg »(w) over w € Iy. The function Wy ; is defined in
the discussion leading up to Lemma 3.42, and we review it briefly here. If v = (¥, ¥) is a (judicious) vertex empirical
measure in the pair coloring model, then analogously to (3.48), its contribution to the second moment is given by

-1
_ nr my nt _ exp{n®g(v)}
EoZ2[v] = D (an/T) 1:[ (mm?L) l—[ (ntnt) T E— (9.1)

t

number of colorings probability of matching
prior to matching to respect colorings

where @g, , is the analogue of (3.42) for the pair model:

©g2(v) = = [VIEg[HT)] + [F|Eg [H(V1)] - [E| Eg[H (me)] ¢ - (9:2)

S|~
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(Note that v denotes a vertex empirical measure for the single-copy model in (3.42), but for the pair model in (9.2).)
Write v ~ w if v has marginals w. Then the contribution to the second moment from any (judicious) w is

20\ = o 1 _ exp{nWg(w)}
EyZ%(w) = Z EgZ%[v] = — 00 '
Vv~w
where Wg ; is the analogue of (3.49) for the pair model:
Wy o(w) = Dg ,(vPlw]), VvPlw]=argmax {q)glg(V) : v is consistent with cu} . (9.3)
v

We will prove Proposition 8.4 by analyzing the constrained entropy maximization problems involved in the above
definition of v°P[w]. We now make two definitions which will be used throughout the section:

Definition 9.3. For a variable v of type T, let 71, = i denote the marginal on the (pair) frozen configuration spin
Xp. Thus 71, is a probability measure on {+, -, £}?, which can be computed from 7, for any e € 5v: for example,
Tiy(++) = T, (yy) for any e € Ov(-). We define a diverse variable to be a variable v of type T such that

y({om, 1) = p (o, 4} = 2 () 2

We then define a diverse clause to be a clause that neighbors at least k/10 diverse variables — equivalently, it is a
clause of type L such that

k(L) . k(L) . '
Z l{ﬂL(j) ({YPrPY}) 2 :1} = Z 1{”L(j)(yp) 2 5} 2 10"
J=1 J=1
The definition of diversity depends only on type, so we can also speak of diverse variable types and diverse clause
types. Let D denote the collection of all diverse clause types. For a variable v of type T, we write

P(o) =B(T) = )| > 1{L ¢ D}y (L|t) (9.4)

teT L

for the expected number of non-diverse clauses incident to v under Pg.

Definition 9.4. Let €, > 0 be a small absolute constant. A clause type L is termed light if

1
max i, i < —.
1<j<k(L) Lj(xx) ok(1+e.)

Otherwise we say that L is heavy. Let IL denote the collection of light clause types. Recall from (9.4) in Definition 9.3
that () denotes the expected number of non-diverse clauses next to v. Analogously define () to be the expected
number of non-light (i.e., heavy) clauses next to v.

We conclude this preliminary subsection with an overview of the proof of Proposition 8.4. Recall that the goal is
to show that if the neighborhood profile 9 satisfies the expansion condition (8.5) from Definition 8.2, and w = w(D)
is any maximizer of Wg ; over w € Iy (see (8.6)), then wy ; satisfies the “a priori” estimates (8.7) whenever L(j) is a
strongly non-defective edge type in the sense of Remark 6.5. In what follows, if e = (av) with t, = ¢, j(t) = j, and
L, = L, we will denote 7, = 7¢, we = WL j, @ = @L,j, and Ce = Cp ;.

In Proposition 9.13 we will show that if v is a non-defective variable with P(v) = ¥(v) = 0, then w, satisfies
the required estimates (8.7) for all ¢ € 6v. The proof of Proposition 9.13 uses a reweighting argument that builds
on the result of Proposition 7.28 from Section 7. However, unlike in Section 7, the analysis of Proposition 9.13 uses
some additional information concerning white edges, which are only weakly dependent on the other edges sharing
the same clause. In particular, in a nice clause a, Lemma 9.5 gives that the expected number of edges ¢ € da with
Ge # ww is small. If the clause is furthermore diverse and light, then Lemma 9.7 gives that the expected number
of edges e € 6a with (¢.)' # w for both i = 1,2 is very small. Both these estimates are used in the proof of
Proposition 9.13.

Of course, the main challenge in applying Proposition 9.13 is that it relies on the assumption P(v) = K(v) =0
— that is, all clauses neighboring any variable of this type must be diverse and light. Thus a large part of this
section is devoted to proving estimates leading to Proposition 9.17, which uses an expansion argument (under the
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condition (8.5)) to show that all strongly non-defective clauses must be diverse and light. Proposition 9.13 can then
be applied to give the conclusion of Proposition 8.4.

The proof of Proposition 9.17 proceeds roughly as follows. For the purposes of this overview we will ignore the
presence of defective variables. For any w € Iy, the empirical distribution of frozen spins x, € {-, +, £} among all
v € V must give weight roughly 1/4 to each x € {-, +}2. Of course, these may not be evenly distributed among the
different variable types, so this does not imply that all variable types are diverse. However, an easy application (9.186)
of Markov’s inequality shows that at least a quarter of all variables must be diverse. The expansion condition (8.5)
then implies that most clauses are diverse, since most clauses will be incident to more than k/10 diverse variables.
We then show in Lemma 9.11 and Corollary 9.12 that if a variable v has a small value of P(v), then it will also have
a small value of J(v). We show in Proposition 9.16 that if J§(v) and ¥{(v) are both small, then v will be diverse. To
summarize, write S for the set of non-diverse variables, JD/for the set of non-diverse clauses, and JI{ for the set of
heavy clauses. Then

~ |S] can be bounded in terms of |[BS| + || by Proposition 9.16;
— |K] can be bounded in terms of |Bf| by Lemma 9.11 and Corollary 9.12; and
— || can be bounded in terms of |S| by the expansion condition (8.5).

Combining these gives a bound for |S| in terms of |S| itself, which we find is satisfied only if |S| = 0. This yields the
conclusion of Proposition 9.17.

This concludes our overview for the proof of Proposition 8.4, and we now turn to the details of the proof. For the
reader’s reference, the dependency diagram of results in this section is given in Figure 8.

9.2. Entropy maximization around non-forcing clauses. The goal of this subsection is to prove that, for clause

types L satisfying certain conditions, a)L,]'(g # ww) must be small, and a)L,j(g1 # w, G2 # w) must be even smaller, for

all 1 < j < k(L). In later subsections we will prove estimates restricted to white edges — these results will transfer

easily to estimates concerning all edges, since the results of this subsection show that most edges are white. The

current subsection is organized as follows:

- In Lemma 9.5 we show that if L is a nice clause, then wp j(¢ # ww) must be small (at most O(k?/2%)) for all
1<j<k(L).

- In Lemma 9.6 we show that if t is a non-compound edge type, and ¢ € {y,b}?, then a lower bound on 7+(0)
implies a comparable lower bound on wy j(o) for all L(j) = ¢.

- In Lemma 9.7 we prove that if a clause type L is nice, diverse, and light, then wr j(¢' # w,¢? # w) < 27k(+eo) for

all 1 < j < k(L). The proof of this result makes use of Lemma 9.6, which gives a lower bound on wr, j({yb, by})

for at least k/10 indices 1 < j < k(L).

We now turn to the precise statements and proofs.

Lemma 9.5. Let a be a nice clause of type L (meaning all its incident edges are nice in the sense of Definition 3.8).
Given w € I, let V1, be the probability measure on valid (pair) colorings s, which maximizes entropy subject to edge
marginals (wy ;). By Definition 9.1, each 05, maps to a configuration g4, so V1 also induces a probability measure on
($2)%%. Under this measure we have

foralll < j < k(L).

Proof. For the proof we will mostly suppress L from the notation, and write ¥ = 1. We claim that for this proof
it suffices to take o in the reduced alphabet {r,y, c}. Indeed, each w,j is a measure over {r,y, g, b}, and naturally
induces a measure {r,y, c}?, which we temporarily denote @ ;. Let ¥ = ¥ be the probability measure on valid
(pair) colorings G5, € ({r,y, c}*")* which maximizes entropy subject to edge marginals (@ ;);. Since the clause
factor (2.19) does not distinguish between green and blue, the optimal ¥ = 71 must take the form

k(L)

P1(05a) = #(Es0) ]_[

,](U])

,](0]) (9.5)
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Lemma 9.6: resampling ar- Lemma 9.5: if a is a nice
gument to deduce bounds clause then C,(ww) is
on w, from bounds on 7, large for all e € ov

Lemma 9.9: conditions to Lemma 9.8: conditions to Lemma 9.10: if a clause a
guarantee that most occurrences guarantee that most occurrences is diverse, then v, = vv
of 6! = r we have v/ = v of 6! = r we have v = v occurs rarely for all e € 6a
Lemma 9.7: if a clause Lemma 9.11: if v is non- ))< Corollary 9.12: if v is
a is diverse and light, defective with (o) small and non-defective with P¥{(v)
then C.({r,y,c}?) is Tip(++) bounded below, then small, then w,(rr) for
small for all e € da we(rr) is small for all e € 6v e € Ov is small on average

Proposition 9.16: if v is a
nondefective variable with
,]D/(v),IZ(v) small, then 7, is

roughly uniform on {-, +}2

Proposition 7.28: analysis Lemma 9.15: analysis
of variable update used of an edge update used
in proof of Lemma 9.8 in proof of Lemma 9.8

~_ I

Lemma 9.14: if v is a non-
defective variable with C,(ww)
large and C.({r,y, c}? small

for all e € v, then w,
near product for all e € ov

N

Proposition 9.13: if v is a Proposition 9.17: under expan-
non-defective variable with sion condition, all non-defective
Po) = M(U) = 0, then w, variables are diverse, all strongly
is near product for all e € 6v non-defective clauses are light
Lemma 8.3: the processed k-saT Proposition 8.4: if v is strongly
graph satisfies the expansion non-defective, then w, is
condition with high probability near product for all e € dv

FIGURE 8. Dependency diagram of results of Section 9. Lemma 9.5 is a basic estimate used in the proofs of several
subsequent claims, so the arrows leaving Lemma 9.5 are not shown to avoid cluttering the diagram further. Lemma 8.3
and Proposition 8.4 were both used in the proof of Proposition 3.32.

where 05, € ({r,y,8,b}°7)? and Gy, is its representative in ({r, y, c}°*)%. Thus it suffices to study 7. For the remain-
der of the proof we will abuse notation slightly and write 7, 05, when we technically mean ¥, §s,. The remainder
of the proof is divided into a few numbered steps.

Step 1. Reduction to consideration of non-forcing clause colorings. The single-copy marginals of w are given
by the canonical measure 4. Since L is assumed to be nice, it follows from Definition 3.8 that

0(1) < o(zkl/m) . (9.6)

ML (j)(x) < BT
Let u denote the set of all valid pair colorings 05, € {y, c}?X, where we abbreviate K = k(L). Note that if g, is a
valid coloring belonging to the complement v, then g5, must have at least one edge colored red in at least one of

1
T (j)(c) = >
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the two copies. It follows by the judicious condition together with (9.6) that

)< Y Z(a)L]) (x) = zzm )(0) < ( ) (9.7)

i=1,2 j=1

Define the conditional measure (1(gs,) = ¥(0sa | V). Let y; be the marginal of u on the j-th edge in 6a, so y; is a
probability measure on {y, c}?. Since ¥(v) is close to one by (9.7), the single-copy marginals of 1/; must be close to
#TUL(j); in particular, we must have

: *HL(j)(C) - 1’/\(UC)9((Gj)i =c|v) 9.7) (9 6) 1 1
(o) = !
([,l]) (c) = = 1’/\(UC) = XTUL(j) (c) + O 2 +0 k0 |- (9.8)
Since ¥ = ¥ maximizes entropy subject to marginals (wp ;);, it must be that y maximizes entropy subject to

marginals (y;);. Consequently, by the method of Lagrange multipliers, there must exist probability measures q;
over {y, c}? (for 1 < j < K) such that

1{Qbu € U}Q(gba)
Qv)

In the next step we will estimate the g; to show that under i, each edge is ww with probability close to one. Since u
takes up most of the mass of ¥ by (9.7), the result will follow.

K
H(osa) = , Qosa) = [ ] aj(00) (9.9)
j=1

Step 2. Construction of Lagrangian weights. We will iteratively construct a sequence g;; that converges to the
desired q; of (9.9) in the limit { — co. We initialize q;,0 = y; for all 1 < j < K. Analogously to (9.9) let

K
Ht(géa) — l{géa € U}Qt(géa), Qt(gbu) = 1_[ q;’,t(ae) )

Q:(v) i=1

Let pj+ denote the marginal of y; on the j-th edge. Writing g—; = (0¢)¢e(x]\j> We have

denote this & ¢(0)

pir(@) = 7= ]t(o)Zl{aeu} [] aeeton (910)

Ce[K]\j

Note that &; +(0) has a simple expression for each 0 € {y, c}?: for instance, for ¢ = cc we have

ae)=1- 3" [ ] @e'®)+ [] qeetw),

i=1,2 {e[K]\j Ce[K]\j

and we have similar expressions for ¢ € {yy, yc, cy}. It is easily verified that 1 — kO /2k < &jo(o) < 1 for all
o € {y, c}?, and substituting this estimate into (9.10) gives (crudely)

Mo | oo gl oL (9.11)
Bl Zio e 20
Moreover, it follows by a straightforward calculation that
(o) | kOW
< — (9.12)
dqe,:(0”) 2
forall j # ¢ and all 0, 0’ € {y, c}*. We now define qj,t+1 to be the probability measure such that
pi(0) ©10) pio)
i o) = = it(0). 9.13
q],t+1( ) gj/t (U) #j,t (U) %,t( ) ( )
Let zj ¢+1 denote the normalizing constant such that
uj(o) q;(o)
gjpi(o) = L= (9.19)

1 (o) zj 41 ’
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Now suppose inductively that for all > 0 we have
gt _
Hij

where the base case t = 0 is given by (9.11). Note that substituting (9.15) into (9.14) implies that g;; is close to

Zjt+14j,t+1; since all the q’s are probability measures, it further implies that z; ;; is close to one. Thus, for t > 0,
the inductive hypothesis (9.15) leads to
Hji 1
qjt (— R
Hijt Zjt+1 -

Recall that 41 = Qj,t+1<fj,t+1/zj,t+1 by (9.10), while (9.13) implies that there exists a normalizing constant ij,tﬂ
such that (1; = gj 141&j,¢/Zj t+1. It follows that

1

N = W ’ (9.15)

(0.12) kO)

(9.15) kO) 1
Héj,tﬂ - Ej’tHoo < ok

(9.14) kO
'oo - Zk

qjt+1 =4t (9.16)

2k (22k/3)t+1 '

(9.16) 1

é',t+1/z',t+1
AR < -
- (zzk/3)t+2’

é ',t/i i t+1
] ]

Hjt+1
Hij
which verifies the inductive hypothesis (9.15).

[e6] [ee]

Step 3. Conclusion. Let g = lim; 00 gjt» where it is clear from (9.15) that the limit is well-defined. Moreover,
summing (9.15) over ¢ > 0 implies

G A [ o /S
i o 4gj0 o Sl qit 00
9.14) Hjt (9.15) 1 1
< O — -1 < O — | < —.
( tZZO 1 Oo) ( ; (22k/3)t+1 ) ok/2

We can then straightforwardly derive from (9.8), (9.9), and the last bound that

K2
y(gj = ww) >1- O(Z_k)
for all 1 < j < K. The result follows since y is the measure ¥ conditioned on event v, and we know that ¥(u°) is
negligible by (9.7). O
Lemma 9.6. Suppose w € Iy, and let T = (14); be the marginal of w — each Ty is obtained by averaging over wr;
such that L > t (see Definition 3.25). Let

voP[1] = arg max {CD_@,Z(V) : v is consistent with 7'(} .
v

This is a relaxation of (9.3), since if v is consistent with w then it is also consistent with 1t. The relaxation is also a strictly
convex problem, so the maximizer v°P[7t| is uniquely defined. Let &0 denote the marginals of v°P[mt]. Then, for every
o € {y,b}? and every non-compound edge t with 7t;(c) > 27%/15

min{d)L'i(U) :L(j) = t} > 1,

, we have

(o) 8
where j = j(t). (If t is a compound edge type then there is only one clause type L with L(j) = t, so in this case wp,j = Tt
and there is nothing to prove.)
Proof. The proof follows a familiar outline: we first reduce to a simplified constrained entropy maximization problem,
then estimate the Lagrangian weights solving that problem to derive the conclusion.

Step 1. Simplified entropy maximization problem. From the expression (9.2) for ®@g ,, we see that to optimize
Dy »(v) given fixed 7, we can optimize separately over the variable and clause empirical measures, v and 7. We can
therefore consider ¥ alone, since it determines @. The optimal 7 is given by

¥ = arg max {]E@ [H(@L)] = Z D(LYH(Pr) : ¥ is judicious and consistent with T[} (9.17)
v L
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— this is because Eg, [H(91)] is the only term of (9.2) that varies with ¥ when 7t is fixed. Equivalently, recalling the
combinatorial calculation (9.1), ¥ must satisfy

7 = arg max { 1_[ (ng;L)} , (9.18)
L

v

that is to say, ¥ is the empirical measure of clause colorings s, that maximizes entropy subject to marginals 7.
Now, as in the statement of the lemma, let us fix a non-compound edge type ¢ such that 71;(c) > 27%/2°. Denote
j = j(t), and recall that we write L 3 # if and only if L(j) = ¢. Given & = (V, F, E), define the subset of clauses

F(t)z{aeF:Luat}gF.

Note for all L 5 t the clause width k(L) equals the same value K € {k — 1, k}, since L must be compatible with .
Recall from Definition 9.1 that a clause coloring g € (ZX)? defines an element ¢ € (§X)?. Let

N=N = {ge (X5 :0j € {y, v} and ¢; = ww}.
Then, for any (pair) coloring ¢ on &, let
F(t,0) = {a € F(t): 05, € N} CF(t).

Within F(, o) only, because each clause has ¢; = ww, we are free to reassign the value of g} to any other color in
{y,v}?, provided we continue to respect 7t and the judicious constraints. Let P = Py be the probability measure

P(L/Q(Su = Q) =mng(L|t)- 9L(95u = 9) ,

so P represents the empirical measure of clause types and colorings within F(#). Note that marginal of P on L is
P(L) = ng(L|t), while the marginal on ¢; (for j = j(t)) is L(0; = 0) = 114(0). Let C be the empirical measure for
the j-th edges of the clauses in F(t, 0), i.e.,

where v is shorthand for the event that ¢ € n. If ¥ is the maximizer as in (9.17) or (9.18), then C must satisfy
H(C): C(L) =P(L|n) VL,
{ = arg max C(o) =P(gj=0|Nn) Vo € {y,v}?, . (9.19)
¢ C(t|L) =P((0j)' = t|n,L) VT € {y, v}

By the method of Lagrange multipliers, there exist (real-valued) weights y, B(L) , (B)", (BL)? such that

C(o,L) = P(L, oj=0

U(L,0) = exp {yl{ol # 0%} +B(L) +2 Z(,BL)fl{oi = b}} , (9.20)
i=1,2

where y can be chosen independently of L since its purpose is to enforce the constraint on C(0). (The weights (8 L)

are multiplied by a factor of two for convenience in subsequent calculations.)

Step 2. Estimation of marginals for (9.20). Note that since # was assumed to be a non-compound edge type, any

clause type L > t must be nice. It then follows from the judicious condition, Definition 3.8, and Lemma 9.5 that for

all L > t we have
#T(g)

—_—

‘ K2

1> Pr(n) > VL(gj - ww) - Z vL((a]-)l = g) >1- O(z—k) . (9.21)
i=1,2

As a result, the quantities appearing in (9.19) can be written more explicitly and estimated as follows:

() = (L) = 2L ("i”n@(L|t>{1—O(k_2)},

2 oL [t)Pr(v) 2k
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i.e., the clause type proportions within F(#, o) are close to those within F(t). Next, for each 0 € {y, b}?, we have

(o) = P(aj _ G|N) _ m(O)_II),((;j; =0g,x°) ©021) (o) O(kz),

where we note that the right-hand side must be positive by the assumption that r7; > 275/2,

o € {y,b}? and each L, we have

Finally, for each

C(o|L) = P(aj =0 (9.22)

wr i(0)=P(og; = og,x|L) (- 2
N,L): L,j(0) (0 | )(9é1)lej(G)—O(k ),

P(n[L) 2k
where we have not yet shown the right-hand side to be positive. Taking the marginal on the i-th copy gives

#T0(T) — P((Uj)i =1,8|L) (©:21) k?
PW|L) = *Tft(T)_O(_)

ok
for each 7 € {y,b}. This concludes our estimates for the quantities appearing in (9.19). Next, we note that by the
judicious condition, for all L, j we have

(o' =7|L) = P((aj)f =1

N,L) =

wj(yb) — wr,j(oy) = {wL,j(yb) + a)L,j(yy)} - {wL,j(bY) + wL,j(yy)} = 47t(y) — «1i(y) = 0.

By the judicious condition together with the assumption that £ = L(j) is nice, we also have

wr,j(yy) — wr,j(pb) = {G)L,]’(YY) + wL,j(by)} - {CUL,j(bb) + wL,j(bY)} =,7(y) — «1i(b) = O(Zkl/w) :

Combining with (9.22) gives, for all L, j with L(j) = ¢, the bound

Clyy|L) = C(eb| L)| +

Cyp|L) = Cloy | L)

< o(zk%) . (9.23)

With these estimates in hand, we now turn to estimating the weights in (9.20).

Step 3. Estimation of Lagrangian weights. If L satisfies {({yb, by} | L) > 27%/15 then it follows by combining
with (9.23) that

ConlL) [ 1EGeID) = Coa | 029 (z-k/w) _ O(;) |
Cloy | L) min{C(yb| L), C(vy | L)} 27k/1s 2k/30
On the other hand, from the Lagrangian solution (9.20), we have

Cyp|L)  exp{B(L)+y +2(Br)*} _ .
oy~ explBD +y + 260} 0 {2[(5”2 - (6 ]} |

Comparing the last two displays, we see that

1 1
max{ (ﬁL)Z - (ﬁL)l’ : L > tand C({yb,by}|L) > m} < O(ﬁ) . (9.24)
An entirely similar argument gives
max{ (BL)? + (5L)1. L5 tand (({yy, o0} | L) > ﬁ} < o(ﬁ) . (9.25)

Now suppose t is such that 7t;({yb, by}) > x for some 27%/15 < y < 1/2. It implies that for some clause type L > t,
we have C({yb, by} | L) > x. For this particular L, writing ch for the hyperbolic cosine function, we have

X _ Loy L) _ o exp{2(Bu)’} +exp{2(r)'} _ | ch((Br)' - (BL))

X < < =e e
1-x = C{yy, o0} | L) 1+exp{2(Br)! +2(BL)*} ch((Br)! + (BL)?)

©24) e¥[1+ O(z—k/SO)] 1
= ch((Br)' + (BL)?) = ey(l * O(zk/so)) ' (9.26)
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Next, for every clause type L such that L > ¢, since we assumed x < 1/2, at least one of the two quantities
C({yb, by} [ L) and C({yy, bb} | L) must be > x.If C({yy, bb} | L) > x, then

Clyo, by} L) _ ch((B)' — (Br)*) | e’
C({yy, bo} [ L) ch((Br)! + (Br)?) — <h((B)' + (BL)?)

9.25 v 9.26
<>> e (9.26) (—o( 1 ))
2k/30

1+ O(27k/30) —
1
o))

Combining the two cases {({yb, by} | L) > x and {({yy, bb} | L) > x gives

xl1- 0@ )] } L (1
1+ x[1 - O(27%/30)]

-3
Recalling (9.22) again, this proves that if 77;(c) > 27%/15 for ¢ € {yb, by}, then

C({yv, by} [ L) = min {X,

x _ mt(o)
wr,j(0) = y 2 s’
where the last bound follows by taking x = min{7;(0), 1/2}. The analogous result for o € {yy, vb} by a symmetric
argument, and this concludes the proof. O

Lemma 9.7. Leta be a clause of type L which is both nice (meaning t is nice for allt € L) and diverse (Definition 9.3).
Given w € I, let V1, be the probability measure on valid (pair) colorings s, which maximizes entropy subject to edge
marginals (wy,;);. Recall from Definition 9.1 that each 05, maps to a configuration s, € (§)°%. Let

A={0s;: 0, #rrforalle € 6a},
W = {0sa:(ce) =wforalle € 6a}.

There exists an absolute constant €; > 0 such that

S A
1-vp (W Uw A) < m . (9.27)
If in addition L is light (Definition 9.4), then it follows immediately that
A (1. 2 1 k k
l—vL(w Uw ) < ke + SKTe) <0 prereend K (9.28)

where we can assume that €, < €.

Proof. It is an immediate consequence of Lemma 9.6 that if L is both nice and diverse, then
k(L) k(L)

Z 1{a)L,j({by,yb}) > %} > ; 1{(4)L,]'(yb) > %} > 1—k0. (9.29)

j=1
In this proof, by the same reasoning as in the proof of Lemma 9.5 (see (9.5)), it suffices to take ¢ in the reduced
alphabet {r,y,c}. We also abbreviate u = {y, c}. Throughout the following, €; denotes a small positive number,
whose value may change from one occurrence to the next, but ultimately is taken as an absolute constant. We
denote the clause width by K = k(L) € {k — 1, k}.

Step 1. Reduction to entropy maximization for a conditional measure. As in the statement of the lemma, let
71 be the optimizer given marginals w. Note that since w is judicious and L is nice,

K K K

n ; k

)< Y wnjle) S ) ) () () =2 ) (e < O(z_k) :

j=1 =12 j=1 j=1

Let p(0) = Pr(o | a) for o € {r,y, c}?K. For each edge 1 < j < K, let tj be the marginal of i on the j-th edge in da.

Thus (i is a probability measure over {r,y, c}*\ {rr}, and the preceding estimate implies

U(0j = 0) = V1(0j = 0:8°)  |wpj(0) + O(k/2F) ifz[o] =0,
1-Dp(a%) ~Nawwjo) +0(1/2% ifzfo] =1,

pj(o) = (9.30)
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where the last bound uses that ¥1(0; = 0) < O(1/2) if r[o] = 1. The measure u maximizes entropy subject to the
edge marginals ;. Similarly as in the preceding proofs of this section, we shall construct a sequence of Lagrangian
weights b; ; such that the measure

1{o e} &
prle) = =S [ bjsto) (9.31)
j=1

converges to the desired y as  — oo, where Z; is the normalizing constant. Let y;; denote the marginals of the
measure ;.

Step 2. Initalization of Lagrangian weights. We initialize the construction with
Hi(o)
bjo(0) = ————=,
j0(0) 1/(2K-1yrlo]
We first estimate the marginals 1o of the resulting measure p1o. Recall that we denote u = {y, c}. Note that (9.30),
together with the judicious condition and the assumption that L is nice, gives

o€ {r, v, C}Z \ {rr} . (9.32)

k 1 1 1
pj(uau) =1 - (2’<) Z {[,l]'(’l'u) -5 + |ujlut) - E‘} < ol (9.33)
te{y,c}
Moreover, it follows from the diverse clause condition (9.32) together with (9.30) that
\ 1 k
Z; 1{ mm{y](yb) y](by)} 65} > (9.34)
j=

Without loss of generality we now focus on the marginal on the edge indexed j = 1: at time t = 0,

Zoptsoce) = mo{]‘[w(m) ]—[w(m ]_[w<yu)+]—[w<yy>} 2 y1<cc>{1+0(k2)}

Similar calculations, again using (9.33), give the analogous estimate for o € {y, c} . Next, for 0 = rc, it follows from
(9.33) together with the diversity bound (9.34) gives

K K
ZOHl,O(rC) = (/ll(rc)ZK_l){ 1_[ }lf(yu) - l_[ VI(YY)}
(=2 (=2
ke, k/10
= (#1(rc)21< 1)%{1 - (1 - %) } yl(rc){l + O(zke )}

(recalling our convention that €; can change from one expression to the next, but remains bounded below by a
positive absolute constant). A similar calculation (again using (9.33) and (9.34)) gives an analogous estimate for
0 = ry. Altogether we conclude

t1,0(0) = Hl(o){1+0(2ke )} [Jl(o){1+0(zke )} (9.35)

forall 0 € {r, y, c}z \ {rr}.

Step 3. Iterative analysis of Lagrangian weights. Suppose at time ¢ that we have weights b; ;, which define a
measure (¢ as in (9.31) with edge marginals ; ;. We define the updated weights at time f + 1 by

bji+1(0) _ (o)

- , (9.36
ba@)  iat0) ’
We will prove by induction that for all t > 0,all1 < j < k(L),and all 0 € {r,y,c}? \ {rr},
bj,t+1(0) B IJ](U) < Yr[o] Yo 1 1 (9.37)
bj(o) T wiilo) T | T 2ktes \yy) T gkez \2ke2) '
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where the base case t = 0 is implied by (9.35) (adjusting €; appropriately). Suppose then that (9.37) holds up to time
t —1 > 0, and note it implies that for all j, 0 we have
bi(o o b; 0)| (037
N ji(o) _ Jt( ) < j,s+1(0) (S)O L) 938)
[J].(G)(zK—l)r[G] ] 0(0) bjls(g) oke;
To analyze the update (9.36), let us focus on the first two edges in the clause, and note that

(o)
dln bzrt(O‘,)

forall 0,0” € {r,y,<}? \ {rr} (by direct calculation). We therefore define

t—1

In

s=0
= Covy, (1{01 =0}, {o, = a’}) (9.39)

Zip(or = 0,0, =0’)
pj=1(0)pjr=2(0")

and proceed to estimate this quantity. In the simplest case 0 = ¢’ = cc, we have

by t(cc)by t(cc) K (9.38) K 1 (9.33) 1
Cilcc, cc) = m E[ b]'/t(uu) = { g y]‘(uu)}{l + O(2k_€1)} = 1+ O(2k€1) .

A similar estimate holds for all cases where r[o] + r[0’] = 0. Next,

by i(xc)bat(yc) (9:38) (933) 1
Ct(rc,yc) = yi(rc)}lzéyz) l_[b/ tya) "= {ZK ll_ly](yu)}{l " O( ke )} - 2{1 ’ O(Zkel )} '

]j=3

Ci(o,0') =

and a similar estimate holds for Ct(a, 0’) in all cases where r[c] + r[ ’] = 1. Finally,

b1,t(xy)b,t(yr) ) 1\2 2*
Ct(ry,yr) = W l_lb] t(YY) (958 (ZK ) 1—[ b] t(YY){l + O(2k€1 )} Zkel

where the last bound uses the diversity bound (9.34). Combining w1th (9.39) gives

Ci(0,0") 1+0(27ke1)
9#1,t(0)/5ln bz,t(U/) _ Zt.ut(01 =0,0,=0) ,Ul(ff)!iz(a/) 1
(o) izt (0”) p(o)uz(o”) Zipi1,t(0)uz ¢ (0”)

27k ifr[o] +£[0’] = 0,
<0(1)41 ifr[o] +c[0’] = 1,
2k0=e) if r[o] = £[0’] = 1.
Rewriting the above in a more convenient form gives
—ke, -k
D o), 4= (3 )< (T F). e
Now recall the definition (9.31) of ¢, and define

fit(o) = I{OEA}blt(al)l_[b]t 1(‘7]

j=2
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It follows from the update rule (9.36) that the marginal of [i; on the first edge is precisely ;. Consequently,

by t+1(0) (9.36) fit(oq = 0) O(l) Z Z Au,1(0) ' bj+(0")
by, t(G) pt(oy = 0) Hl(U) ahlbj,t(<7') bj,t—l(U')
(9.40) j/t(a’) 037  k 1 ks /2 zlo]
< 2 A U]Z 2|5 @ = e e 2 Aol (2
j=2 o 4 a’

(9.40) 1 (2k€1/2)r 0‘]

ok(t+1)er/3  93ker/2

This verifies the induction and proves (9.37) for all t > 0. Taking t — oo gives the weights b = b, for the optimal
measure (. We can then use this to estimate

1- y(wl U w2) < [u(ZK] l{oj € {cc, cy,yc}} < 4) < y(ZK: o =yy} 2 K- 6)

j=1 j=1
1
< Z 1_[ bj(yy) < e /
[S|<6 je[K]\S
where the last bound follows from (9.37) together with the diversity bound (9.34). This implies the first assertion (9.27)
of the lemma. The second assertion (9.28) (removing the conditioning on 4) follows trivially, since the assumption
that L is light means (by Definition 9.4) that wy j(rr) < 27k(1%¢2) for all f, and so a union bound gives
k(L)
PL(°) < D wpi(er) <

] 1

k

1+e)'

It follows by combining with (9.27) that

1?L((w1 U wz)c) <Pp(a%) + ((w1 U W) [a¢

1 k
< + ,
ok(1+e1) ok(1+e,)
as claimed. m]

9.3. Entropy maximization around forced variables. In this subsection we show that under certain conditions,
edges with o' = red are likely to have v’ = violet. The precise statements are given in Lemmas 9.8 and 9.9 below.
In later subsections we will prove bounds on v = violet edges, and use the results from this subsection to deduce
bounds on 0 = red edges.

In §9.2 we worked with configurations ¢ € {r,y, c,w}?f

— we noted that o5, determines ¢, for each clause a,
so to estimate the joint distribution of (o, ¢) under @y it suffices to consider only the clause measures 71. In this
subsection, however, the aim is to prove estimates concerning the configurations v € {r,y, g, b, v}2E , which can no
longer be determined from the clause measures 71. Instead, 05, determines vs, for each variable v. However, the
joint distribution of (¢, v) under @r, j cannot be inferred from only the variables measures vr, since those do not
account for the distribution of clause types.

To resolve these issues, we again use the device of augmenting the alphabet with the clause type, similarly as in
Definition 3.45. On a graph & = (V, F, E) let (g, L) denote an augmented pair coloring. Let Q) denote the vertex
empirical measure for the augmented coloring: for each variable type T we let Q1 be the empirical measure of
augmented colorings (g, L)s» on variables v of type T. Likewise we define Q; for edge types #, and Qp, for clause
types L. The combinatorial calculation (9.1) also implies that the contribution of ) to the second moment is

2r] nr mg ny - _ exp{n®@g»(Q)}
EgZ[Q)] = {l;[ (”TQT) l:[ (mLQL)} {U (ntQt)} - 7O ’ (9.41)

number of colorings probability of matching
prior to matching to respect colorings
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We write Q) ~ v if () is consistent with v = (v, ¥): in this case,

k(L)

Qr(o, L) = {]_[ L = L}}ﬁL(g) (9.42)
j=1

If Q ~vand v ~ w, then we must have (O; = (augg(w)): in the notation of (3.76). Thus we see that only the

variable measures Qr carry more information than v.

Lemma 9.8. Let €, be a small absolute constant. Fix x € {+,-}, and let v be a variable of type T. Suppose we are given
w € Iy with marginal ¢ such that for both i = 1,2 we have

S o=

e€dv(x)

o€ {r,b}z) > ke,, (9.43)

where T, = T1; for an edge e of type t. Let () be the maximizer of (9.41) that is consistent with w, and let @y ,; be the
resulting joint distribution of (6, v). Then there exists an absolute constant €5 (depending only on €;) such that for every
edge e € 6v(x) we have
(DL,]'(U =vw|0o =rr)
@pj(v' =v|o=r)>1-
(DL,/'(UZ =v|o =br)
forj = j(t) and all clause types L such that L(j) = t.

1
2k€3

Proof. Throughout the proof, €3 denotes a small positive number, whose value may change from one occurrence to
the next, but ultimately is taken as an absolute constant that depends only on €;.

Step 1. Reduction to entropy maximization for a conditional measure. Note from (9.41) that if we fix (),
then we obtain separate entropy maximization problems over Qr and Qy. Let us therefore fix Q; = (augg,(w))s,
and consider the optimization over Q7. Let v denote a variable of type T, and write , = Qr. By the method of
Lagrange multipliers, the optimal (), must take the form

0 ((@, L)) = @ﬁ]‘é{vaewe,u),

where each §, is a probability measure over elements (o, L), chosen such that Q; has marginals Q, = Q; fore € 6v
and t = t,. The marginal of Q, on (gsy, L) is

( Os0) A
Qv(gévr Le) = qov - e( Oe, Le) l_[ qg (Ge
e’edv\e
where 7, denotes the marginal of §,- on g alone. It follows that
QT(Qév\e (Oe, Le)) = 1./T(gév\e Ue) = (Pv(gév) 1_[ qg’(ae’)- (9.44)

e’edv\e
Thus, for the purposes of this lemma, it suffices to estimate only V7 (- | 0.). To this end, assume without loss x = +,
and consider the event x, = ++. In this case 0, € {r,b}? for all ¢ € 6v(+), and 0, = yy for all e € v(-). Let

(o) =vr (gév(+) =0|Xy = ++) . (9.45)

Denote D = |6v(+)|. Then p is a probability measure over colorings g € {r,b}?P with at least one red spin in each
copy i = 1,2. Moreover, |/ must maximize entropy subject to its marginals . It follows by the method of Lagrange

multipliers that there exist probability measures /¢ over {r,b}? such that

o) = { [RIEEE 1}}{ [ hew)} (9.46)

i=1,2

We now turn to the construction and estimation of the .
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Step 2. Construction of Lagrangian weights. As usual, we will construct fiy; — hy in the limit f — co. We
initialize the construction with hy o = p¢. Let yi; be defined by (9.46) with hy ¢ in place of h¢, and let p¢ ; denote the
marginal of y; on the {-th edge in 6v(+). Similarly to (9.10) we have

denote this &gt (0)

Hei(0) = (o) ) { [ ] 16le1 > 1}} [ Jrestor . (9.47)

o-¢ \i=1,2 U+l

For the remainder of the proof, we assume without loss that £ = 1. Then at { = 0 we have
D

(9.45) 43)
0<1—&p(xd) = 1_[ {1 - W(pr)} < eXP{ Z pe(pr )} < expi)/z) H 2kles : (9.48)

(=2

By similar calculations, 0 < 1 — & 4(0) < 27%€s for all 0 € {r,b}2. (In fact &1,0(rr) = 1.) Given hy; we define hy 141
to be the probability measure such that

te(o) ©47) te(o)
hy o) = =" Ny, 9.49
,t+1( ) E[It(o') St ( ) ( ) ( )
forall o € {r,b}>
Step 3. Estimation of Lagrangian weights. Suppose inductively that
et 1
e ~ okes(t+1)/3 (9.50)

forall 1 < £ < D, where the base case t = 0 follows from the above bounds (see (9.48)) on &y o. If we assume (9.50)
holds up to ¢, then taking a telescoping sum gives

D D
[T{1-Henteo} = [ T{1 - heson)

&1 tr1(rb) = &1, (xb)| =

j=2 j=2
2 I e p41(pr) - " 2 h
; ¢t (pr)|——— S lg 1= hjt11(pr) jl;[l 1—h;jt(pr)

hgpea(pr) S
<0(1){1<Z<D s Zhet(pr) exp ;he,t(}vr)
(9.50) y? Ny p41(pr) (9.49) b pe(pr) (050  gkes
: O(CXP(VZ)){IE%D h i (pr) = exp(y?) 165D the ¢ (pr) 2kes(t+1)/3 " O3

A similar estimate holds for &; ¢41(0) — &1,4(0) for all 0 € {r, b}?. Next note that if we let fi;+; be defined by (9.46)
with weights h; 141 and hy s for £ > 2, then the marginal on the first edge is, similarly to (9.47),
49) [J1(U )

£, ()51t(0) pi(0) .

fire+1(0) = hypia(0)&y, t(Cf)

It follows from this that

Futr Su
L - Ent

which verifies the induction. We then take ¢ — oo to obtain the limiting weights /iy = hy o that define the optimal

measure (i by (9.46). Suppose e corresponds to the first edge in 5v(+). Then, for all o, € {r, b}?,

9.50 b
i 3 ter=n=ofa) D ufe o) <o n{l—he(Pr)}) e

e’edu(+)\e (=2
The lemma follows by recalling (9.44). O

(9.49)

1,t+1
Buta <

(9.51) 2 kes 1
-1 < O < ,
okes(t+1)/3 okes(t+2)/3

Hi,t+1 s o0
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Lemma 9.9 (used only in proof of Lemma 9.11). Let €, be a small absolute constant. Fix x € {+,-} and T € {y, g},
and let v be a variable of type T. Suppose we are given w € Iy with marginal Tt such that

Z ne(al =r

e€dv(x)

o€ {rT,b’l’}) > ke,, (9.52)

where T, = T1; for an edge e of type t. Let () be the maximizer of (9.41) that is consistent with w, and let @p,; be the
resulting joint distribution of (0, v). Then there exists a positive absolute constant €3 (depending only on €,) such that
for every edge e € dv(x) we have

cDL,j(vl =v O=rT) >1-

2k€3
forj = j(t) and all clause types L such that L(j) = t. The same holds if we exchange the two copiesi =1, 2.

Proof. The proof is very similar to (but simpler than) that of Lemma 9.8, and we omit the details. O

9.4. Bounds on doubly forced edges. In this subsection we bound the incidence of edges e which are forced in
both coordinates, meaning that o, = rr and v, € {r,v}>.

Lemma 9.10. If the clause type L is nice and diverse (Definition 9.3), then

1

(DL,]'(U =vyv) < m

forall1 < j < k(L), where €4 is an absolute constant.

Proof. Throughout the proof, €, denotes a small positive number, whose value may change from one occurrence
to the next, but ultimately is taken as an absolute constant. Fix L, j, and let Z denote the empirical measure of
configurations (X., 0(suusa)\c) over all e = (av) such that L, = L and j(v;a) = j. In the proof below we assume
without loss of generality that the edge e has label L, = +.

Step 1. Reduction to entropy maximization for a conditional measure. Let v denote the subset of all valid
configurations (Z., 0(sousa)\e) that have T, € {w, v}?. Define the conditional measure

Note the marginals of u must be close to those of the original measure Z, since Lemma 9.5 gives

u (Z‘El Q(évuéa)\e) = E(Ze/ O (6vUda)\e

2
E(v) 2 @pj(c =ww) 21— O(%) . (9.53)

The measure (i maximizes entropy subject to the marginal distributions of o for e’ # e, as well as of (X,)’ for
i = 1, 2. By the method of Lagrange multipliers, we can express

#(Ze, gevsme) = { ]‘[(b»l’((zer’)}{ [ be«oe/)}lv, (954)
e’e(

i=1,2 dvUda)\e

where we fix (b, )!(v) = 1 for both i = 1,2. For x € {-,+,£}?, let us write (Ze, as0\e) ~ X if (Ze, 050\e) is consistent
with frozen spin x, = x. Note that for £, € {w, v}?, we have

{gév\e : (Ze/gév\e) ~ x} =S(x)= 1_[ Si(xi)/
i=1,2
where S7(x') does not depend on X,. For instance, for all Z, € {w, v}?,

S'(+)

{(gév\e)i (00-) =3, (Tsoee) =, Z (o) =1} > 1} .

e’edu(+)\e

{gév\e : (Ze/gév\e) ~ 'H'} =

i=1,2
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Consequently, the marginal of (9.54) on (xy, Z¢, 054\¢) can be written as

denote this by (xy)

/J(xv; ZerQba\e) = g{ n(be)i((ze)i)} { Z 1—[ be'(ge/)} { 1_[ be’(oe')} ’ (9.55)

i=1,2 Os50\e€5(xp) e'€0v\e e’eda\e

where Z is the normalizing constant. We next turn to the construction and estimation of the weights in (9.55).
Step 2. Initialization of Lagrangian weights. We will construct weights b; — b in the limit t — co. Att =0, on
the variable v and on the edges da \ e, we put

byo(x) = o(x) = u(x, =x)  forx € {-,+£}%

bero(0) = e (0) = (o = a) foro € {y,c}*ande’ € 6a\ e. (9.56)
Abbreviate K = k(L). On the central edge e = (av), for i = 1,2 we put
) ) i Y )i
Bea)(2.)) = — LI (E))

1/(2K)HEe)'=v}

Let p; be defined as p in (9.55), but with by in place of b, and normalizing constant Z;. We begin by estimating the
marginals at time ¢ = 0. Recalling the notation u = {y, ¢}, we have

zoye,o(ww)=<ye>1(w)<ye)2<w){ [ yg«uu)}{l—O(’z‘—k)}=(ual(w)(pg)%w){l—o(’z‘—k)},

e’eda\e
where the estimate uses (9.53) and the assumption that L is nice, which implies (together with the judicious condition)
Ee(un) > 1—O(27%) for all e’ € da. (In the above calculation, the O(k?/2K) error comes from the fact that among
the configurations gs,\, With e € uu for all ¢’, some will not be compatible with o, = ww because they will have
too few c spins.) Next recall that (as noted in the proof of Lemma 9.7) if L is both nice and diverse, then Lemma 9.6
implies (9.29), which says that wr, j(yb) > 1/65 for at least k/10 indices 1 < j < k(L). Recall also that (9.53) implies
that the marginals of y are close to those of the original measure E, so (9.29) implies

k(L) 1 k(L) 1 k
min{z l{yj(yb) > g},z l{yj(by) > g}} > (9.57)

j=1 j=t
It follows using (9.57) that

swsen-aromno2 1] 2ol
e’eda\e

- (ue)%v)(ye)z(w){l - o(sz)} ,

where the factors of 1/2 come from the 2K term in the definition of (b, o)!(v). Lastly,

o) at most 27%(+€4) by (9.57)
—_—
Zottoploe) = (‘f/)ziv) (ﬁ/)% yv<++>{ [ ue»(m} <0 (mm{(” S
e’eda\e

The above estimates imply that the single-copy marginals of . are close to those of 1,: more precisely, we have

(He,0) () 1’<{k0<1>/2k Y=,

(1) (Z) O(@2kes) ifxi =, (9.59)
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for both i = 1,2. We then turn to estimating the marginals at t = 0 on the edges of 6a \ e. For ¢’ € 6a \ e and
o € {y, c}?, we can represent the marginal probability of o on e’ as

Her 0(0) = Z Pe,o(z)ﬂo(ﬁe' =0 | L, = Z) . (9.60)
Se(wr)?

The term (i, ,0(Z) was just estimated above, while the conditional probability (e = 0| XL, = L) can be obtained
from the representation (9.55). For instance, for each ¢’ € 6a \ e, we have

e (yy) n ter (yu)

[uo(ae, _ yy’}:e _ vw) ©955) eresa\{e,e’} - O( k1 ) _ e (yy) l—O( kl ) ,
e (yu) l_[ e (yu) 2Kes 1/2 PASE

e”eda\{e,e’}

where the last estimate uses that e’ is a nice edge, so e (yu) is close to 1/2. Similarly,

9.55) e 2 2
e B R R

Lastly we have o(0, = yy | Z, = vv) = 1. Substituting the last few estimates into (9.60) gives

e o | e (R o

(g_sg)ye(YY){ (m)+0(2ik)+1—0(12{ )} He(YY){l— (;Ck)}

By similar (but simpler) calculations, the same estimate holds for the other elements ¢ € {y, c}?. Lastly, we estimate
the marginal law at ¢ = 0 for the frozen spin x;, using a similar conditioning as in (9.60). To this end, note that

boo(x) | | b))
(9.55) i=1,2 (9.56)

yo(xv :x‘Ze wa) = - = po(x)

D, bl [ | @)@

x'e{-+£}? i=1,2

for any x € {-, +, £}2. Likewise we have
) (925) 1{X1 = +}bv,0(x)(be,0)1(V)(belg)z(w) (‘)ié) ‘uv(x)
Z bv,O(x,)(be,O)l(V)(be,o)z(w) ([Jv)l("')

xe{+}x{-+1f}

1{x' =+},

yo(xv = x|Ze =vw

and a similar expression holds for the case X, = wr. Lastly, note that pio(x, = x | Y, = wv) = 1{x = ++}. Substituting
these into (9.60) gives

Uo, O(x) = [le o(w)1{x = ++} + Ue, O(VW)( v)( ()) { =+}+ Ue, O(WV)( )(2()) 1{x =+} + Ue, O(WW)[vlv(x)

9.58) 1{ ++} 1{ =+}+1{ 2:+} k2 k2
e ){ [t o A o) <o)

To summarize the last few estimates, we have shown that at f = 0 we have

by [, 5 e
to 0 =12 (‘ue) () e’eda\v He i < koW 27k (9.61)
5 [l = ) |
(1e)i(v)

i=1,2
We now turn to the construction of the sequence by — b, = b, where we recall that b denotes the limiting weights
in (9.55) that give the solution to the constrained entropy maximization problem.
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Step 3. Iterative construction and covariance estimates. For each f > 0, suppose we have the weights b, which
define the measure yi;. We then define the weights at time ¢ + 1 by setting

by, t+1(x) _ o (X) ber t+1(0) _ ter(0) (be,t+l)i(2i) _ He(zi)

bv,t(x) B Hv,t(x) ’ be’,t(a) B Ue’,t(a) ’ (be,t)i(z‘i) B [Je,t(zi)
forallx € {-,+,£}%, ¢’ €da\e, 0 € {y,c}%i=1,2 and X! € {v,v}. We will show by induction that for all f > 0
we have the bound

(9.62)

i
ot ol 3 <“fff).<")_1‘+ S|
Hoo o Al (o) () el Bl | k0w (5
([ue,t)i(v) = (2k€4)t/2 2—ke4 ’ (963)
2 [y !
i=1o | \He) Y
where the base case t = 0 follows from (9.61). Note that (9.62) and (9.63) together imply
bv,t+1 _1 4 Z (be’,t+1)i(w) _ 4 Z be’,t+1 -1
b’U,t oo T2 (be/,t)l(w) ceoa\e be’,t . - ko(l) 2—k (964)
3 |G =@y k)
(ber 1) (v)

i=1,2
Towards the proof of (9.63), we estimate covariances under the measure . First, for all x € {-, +, £}? we have

Zipe(xo =%, (Ze)' =w) by 1(x)(be 1) (w) 2 ’ ( - kO(l))
Ho()(e) (@) po()(He)' () {(b”) @ || becte|r- 5

e’eda\e

100 = )6 [ st - O“))}

2k€4

— bv,t(x)(be,t)l("’) 1— kO(l) (924) 1 - kO(l)
Ho () (e)! (w) 2k 2k

In combination with (9.63), this implies that for all x € {-, +,£}? and i = 1, 2 we have
Cov,, (1, = x), 1{(Z)' = )

o () (e)' (w)
Next, for ¢’ € 6a \ e and 0 € {y, c}?, we calculate

Zth((Ze)l =w, 0 = g) B (be,t)l(W)bgf/t(O') , ( i kO(l))
(‘ng)l(w)l.le/(g) - (Hc)l(w)”e’(o) {(be,t) v e”eélt:!e,e/} Peralem){1 2k

KO
ok

Ht(xv =X, (Ze)l =) Hv,t(x)(l-le,t)l(w)

1o () (e ) (w) o () (e ) (w)

F 1ot = PO [ ] be,.t(uy)(l—o(“)}

2k64
e”eda\{e,e’}

_(be ) @ber 1(0) - KOW | (0.69) - kO
(te) ' (w)pter (0) 2k 2k
This implies that for all ¢’ € 6a \ e and ¢ € {y, c}?, we have
Covy, (1{(Z.)" = w}, 1{oe = a}) . KO
(te) (W)t (0) T2k
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Similar calculations for the case (Z.) = v give
Covy, (1{xy = x}, 1{(Ze) = v))

() () <o,
COVy,(l{(Ze)i =v}, o =0})
o e (@) <00,

forall x € {-,+,£}%, ¢’ € da\ e,and 0 € {y, c}%. Next, on the edge ¢ = (av), we have
Zi e ¢ (ww e ) @) (be 1) (v Oo(1) © 0(1)
IR R VCTLON o S A ) (N Gy
() @) (pe)?(@)  (pe) (@) (pe)?(w) 2

Next, using the diversity bound (9.57), we also have

Ziptet(ww)  057) (bet)! (v)(be,t)*(w) 10, ’ _0(1)
T e 0 | beff(”“){l zka}

02 {1 O(”}z% D) [ bestrw 2 1= 20

ke key
2 e’eda\e 2

e’eda\e

e’eda\e

Ziptep () _ (bed)' 0)Be)’) ,
IR E R TR R )e,g\e ber 4 ()

| (9.57) 2k
(9:64) ZK X 2K . [Jv(++) l_[ be’ t(y}’) < O( ) )

2k64
e’edv\e

The last few estimates combined imply

2~k if Y =ww
Covy, (1{(Z,)! = 1}, 1{(Z,)? = £2 ’
w0 =2 U 22D _qom)yie ppe {vw, o),

(/’16)1(21)(#9)2(22) - ok(l=€4)  §f ¥ = 4y,

Lastly, it is straightforward to verify (details omitted) that
Covy, (1{xy = x}, 1{oe = 0}) - KO
to(X)pte (0) T2k
forall x € {-,+,£}%, ¢ € 6a\e,and 0 € {y, c}?.
Step 4. Estimates on Lagrangian weights. Now recall from (9.39) that derivatives of y;-marginals with respect
to b; can be expressed as covariance. Let fi;4; be defined by

fiess (30, Ze, G ) = 5o (@b (N0 () [ ] bestoe)

t+1 e’eda\e

where Ztﬂ is the normalizing constant. It follows from the update rule (9.62) that the marginal of fi;1; on (Ze)is
exactly the desired marginal (i.)'. Consequently,

(Me,t+1)l(zl) 1l = ([Je,t+1)l(zl) _
(ne)'(Z1) (e t+1)" (XY
< 1 3#e,t+1(21)
T (pe)U(EY) — JInby,141(x)

o (Zh) =

bv,t+1(x) Z a,ue t+1(2 )
by,+(x) dIn(be t+1)*(X?)

5[Je,t+1(>: )
o dln be’,t+l(0)

(be,)*(28) 1’
(be ()

bepa(0) 1‘
be’,t (0) ’
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Substituting the preceding covariance estimates into the last bound and applying (9.64) gives

2
omJl 1 1y |bes) ()
draa(w) < k {2" 2k (2kes/2)t * 2kes (1)) (be,t)*(v) '
0
<gow)t vt 1 ! KU
- ok 2k(2ke4/2)t okes ok 2ke4((2ke4/2)t - 2k(2k€4/2)t+2 ’
o(1)
0(1) k(1-eq) 2(y) - ! k
Bra(v) < k {zke4((2k64/2)t 2 (He)*(v) 2k64((2ke4/2)t} = okes(gkes/2yt+2

This verifies the inductive hypothesis (9.63) for the quantities
(He,t+1)i(zi)
(pe)'(Z)
The remaining estimates in (9.63) follow by similar calculations (details omitted). It follows that as t — oo the
weights b; converge to the desired limiting weights b, = b that define the optimal measure y in (9.55). It then

follows from the bound (9.64) that
bv(++>{]_[(be>f<v>}{ [ bg,(yy)})

i=1,2 e’eda\e

HU('H) l_[ (([Je)i(v)zK) l_[ #e’(YY)) (927) ﬁ ’

i=1,2 e’eda\e

Sp(ZF) =

(9.55)

pe(wv) =70

089

as claimed. m]

Lemma 9.11. Suppose v is a non-defective variable of type T, satisfying the bounds 11,(++) = 7 (++) > 275/1¢ and

Po) 2 Y 3 (L ¢ Dino(Lt) < 2¢. (9.65)

teT L
Then, for every edge e € dv(+), we have (with €4 as in Lemma 9.10) the bound

rriz,ijx {CL)L,]‘(rr) : L € D with L(j) = te} < SRy

The same statement holds if we replace + with - throughout.

Proof. We claim that

min Z 1o ({zr, rb}), Z 1o ({zr, br} > k(). (9.66)
300

e€dv(+) e€du(+)
Let us first note that (9.66) implies the result of the lemma: indeed, if (9.66) holds, then condition (9.43) of Lemma 9.8
is satisfied with €, = 1/300, and applying that lemma gives

(DL/]‘(‘U = vv)
1_2——ke3 < O((DL,]'(U = vv))

for j = j(t) and all L such that L(j) = ¢. If in addition L € D, then combining with Lemma 9.10 gives

WL,j (rr) <

a)Llj(rr) < O(CDL,]‘(U = vv)) < O(Zk(;) .

1+€4)

Thus it suffices to prove (9.66).
Step 1. Preliminary bounds. For ¢ € 6v(+) we have 71, (bb) = 7, (++) — O(27%) > 27¥/15 50 Lemma 9.6 gives

o ton) 2 T %{nvm) - O(zik)}



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 209
for all L, j with L(j) = t,. Combining with Lemma 9.5 gives
0 =bb, k?
. > . — | > . —
@L,]( o ) > w,j(ob) o(zk) > i) {1 - 0 (1)} (9.67)

Suppose for contradiction that (9.66) fails. Since v is non-defective, it must also be nice (Definition 3.8), so

3 ety rel) = Y () - knv(++) k22 fi-oxw)] - krto(++) _ K

, 2k 300 -3
e€6v(+) e€ov(+)

Therefore, it holds for some T € {y, g} that

k
Z me(xt) > (9.68)
e€du(+)

— suppose this is the case for 7 = y. Then Lemma 9.9 (whose condition (9.52) is satisfied, due to (9.68)) gives

0 =ry, 1
CDL,]'( ol = ) > (UL](IY){ 2,(63}

for all e € 6v(+) and all L(j) = t,. If L is also diverse, then combining with Lemma 9.7 gives

DL ¢ == > L G:ry' - L o= ZCDL'(I'.V)l_L _;' (9.69)
/] Y =vw J =v ] Cl *w, gz *u ] 2k€3 2k(1+€1)

Note that (9.69) used the assumption that v is non-defective, which implies that L is nice (i.e., neighbors only nice
variables) whenever L(j) = £, for e € §v. We now define a probability measure 7 on the space of pairs (e, L), where
e € 6v(+) and t, € L, such that

1{e € 5v(+)}
5o no(L|t.). (9.70)

We can equivalently regard 7 as a probability measure on pairs (¢, L) where t = t,. Now, on this probability space,

ni(e,L) =

define the random variable
wrj(ry)

#Te ()

and note that 0 < X < 1 with probability one. The expectatlon of X with respect to 7t is

BX 2 601(+)|{ > Ymalkln) Sl w“( Y) ol 2, Z“”D}“@(L'm)}

ecdv(+) L ecdv(+) L

D) PRSI “(Y) -1 2 X

X =X(e,L) = 1{L € D}

= X(t, L),

[60(+)] ecomin T me(x)  k I6U(+)I )*ﬂe(r) k
(9.68) 2k-1.k/6 1
= <1_0 1 )}kzk Mz~ 5"

On the other hand, since we noted above that 0 < X < 1, we have

E:X < T((X > i) + i{1—7‘:(X > i)},
10 10 10

and rearranging gives 71(X > 1/10) > 1/9. On the event X(e, L) > 1/10, it follows from (9.69) that

(DL/]'

(;::rv};') > wL,j(rY){l - Ok(l)} : (9.71)

In the next step we will perform a switching argument between (9.67) and (9.71).

Step 2. Edge switching argument. Let & = (V, F, E) be any (processed) k-saT graph. Fix a clause type L and
index 1 < j < k(L), and let E(L, j) denote the subset of all edges ¢ = (av) € E such that L, = L and j(t,) = j.
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Suppose ¢ is a valid pair coloring on &, and let X be the corresponding configuration from Definition 9.1. Suppose
we have two edges e = (av) and ¢’ = (a’v’) in E(L, j), such that

=O'av_bb= L= O'alz;/:ry=
N R e

If we cut the edges e, ¢’ and form new edges (a’v), (av’), then a valid configuration (¢’, X’) on the switched graph

&’ is given by setting
= O-LI’U — rb = , = O-H"U/ = by =
Xaro = (zm) - (vw) =B, Xew = (zuv,) (ww) =Bz,

keeping all other colors unchanged. Moreover, the switching preserves all single-copy marginals, so ¢’ is a judicious
configuration on &’. If X(#,L) > 1/10 for ¢ = L(j), then

7)) Xay = A} 067

p(A;) = lte e E(I[E]()L,;()| J (2) {l - Ok(l)}wL,j(bb),
l{e € E(L, ) : Xqp = Ag}| 0.71)

p(Az) = ¢ |E](L, ])l > {1 - Ok(l)}wL,j(ry) .

Suppose @ (the empirical measure on the augmented spins (o, Z)) gives the maximal second moment contribution
EgZ?(@), subject to the restriction that its projection w lies in I,. Let Q denote the space of all (valid) pairs (¥, o)
that are consistent with this @, and consider the probability measure
Py (9)1{(%,0) € Q}

EgZ% (@)
Let (¥, 0) € Q be sampled according to measure P, and define the subsets of edges

P(%,0) =

Ea=Ex(€,0) = {e €E(L,j): X, € {Al,Az}},

Ep=Ep(¥%,0) = {e €E(L,j):X, € {Bl,Bz}} .

If we rematch the edges within E4, and also rematch the edges within Ep (uniformly at random), the resulting
(¥’, o’) will also be distributed roughly according to P. The number of By-edges in (£’, ¢’) is lower bounded by the
number of switched edges from E4(¥, ), so we conclude

pB) _ [Ea(@ 9| p(Ap(4z)
1-0,(1) — [E(L, )] p(A)+p(Az) —
Recalling the definition of the A;, B;, the above can be rewritten as
wr,j(bb)wr j(ry) o Tlo(++)uTte(x)
1+o0i(1) = 11
where the last step uses the assumption that X (¢, L) > 1/10. It follows that

1
PEACE Z ZI{X(E,L)ZE}ng(ﬂte)ww(rb)
ecdv(+) ecdv(+) L

= [60(+)|m| X > 1 Tl (++)#TTe (x) k2""1In2 To(++) _ k7io(++)
B T 10 11 T 9[1-ok(1)] 122 — 300

proving (9.66). A very similar argument proves (9.66) in the case that (9.68) holds for 7 = g instead of T = y. As

{1-0.}p(anp(an.

a)L,]'(rb) >

7

explained above, (9.66) implies the lemma, so this concludes the proof. O

Corollary 9.12 (used only in proof of Proposition 9.17). Consider the setting of Lemma 9.11, but without assuming a
lower bound on 11,(xx). Then

k2
2. 2oLt i () <

ecov LeD
for €y as in Lemmas 9.10 and 9.11.
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—k/16

Proof. Inview of Lemma 9.11 it suffices to consider the case 71, (++) < 2 . Suppose the conclusion of this corollary

fails; more explicitly, suppose that

k4
Z Z n@(l‘ | te)wL,j(te)(rr) 2 2k/16 ’

e€dv LeD
This implies that the assumption (9.43) of Lemma 9.8 holds, since

Kt 2k/16
D melerlo € {r,0}) 2 L
e€dv ﬂv(++)
In this case, combining Lemma 9.8 and Lemma 9.10 gives that for all L, j with L(j) = ¢, for e € 6v(+),

wr,j(vv) 1
1—o0k(1) = 2k(i+eq)

from which the conclusion of this corollary follows. O

WL, (rr) <

7

9.5. Non-defective variables neighboring only diverse light clauses. The main result of this subsection is the
following proposition:

Proposition 9.13 (used only in proof of Proposition 8.4). In the notation of Lemma 9.11, suppose v is a non-defective
variable with B(v) = ¥{v) = 0. Then for every e € 6v, and every L 3 t, we have

wr,j(o) KO
*T0p(j) ()T (0?) T 2kee

forallo € {r,y, g b}* \ {rr} and all L, with €, as in Lemma 9.7.

, (9.72)

The proof of Proposition 9.13 appears at the end of this subsection. Its main ingredient is the next lemma:

Lemma 9.14 (used only in proof of Proposition 9.13). Let T be a non-defective variable type. Consider the second mo-
ment of judicious configurations under Py, restricted to the near-independent regime I (as has been the case throughout
this section). Let P denote the empirical measure of configurations (0sy, Csv, Lsv), taken over all variables v of type
T, that gives the maximal contribution to this restricted second moment. For e € dv let C, denote the marginal law of
(e, Le) under P, and suppose it satisfies

kO(l)
1-C.(ww|L) < , (9.73)
ok
ler = 2L e 4
Le,L=Ce(CE{r,y,C} | )+4—k_m (9.74)
foralle € 6v and all L. Then it must satisfy the estimate
= = o
Poe=0|L.=L) < k 9.75)
#Te(01)x11e(0?) 2ke
forallo € {r,y, g b}*\ {rr} and all L.
Proof. As in the statement of the lemma, let us fix a variable v of type T that is non-defective. Write
Xév = (Xe)eeév = ((081 ge)) . (9~76)
e€ov

Note that, by the rules of Definition 9.1, the configuration X, also implicitly encodes Ls,. In the augmented model
where each edge e = (av) is also labelled with the clause type L, = L,, denote

X=X, = (va/va) = ((Xe)eebv/ (Le)eebv) . (9~77)

Recall that ¢, denotes the marginal law of (L., ¢.) under P. We can write it as

Ce(L,c) = P(Le =L,c.= C) =ng(L|t:)C(c|L).
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The measure P must maximize entropy subject to the marginal constraints

P(L, = L) =7g(L|t,) foralllL, (9.78)
P((c.) =0’ |L, = L) = ym.(06')  forall Landall ¢’ € {r,y,g b}, (9.79)
P(ce=¢|L,=L)=¢.(c|L) forallLandall¢ € {r,y,c, w}% (9.80)

for all e € 6v. By the method of Lagrange multipliers, P must take the form

P(Qévzgévréév) = Ebv(gév) l_[ {l{ae ~ Ce}¢e(L6)( I—[(,Be)i((oe)i | Le))Xe(Ce |Le)} (9.81)

ecdv i=1,2
where 1,(05v) is as in (7.55) from Definition 7.24, and we write ¢ ~ ¢ to indicate compatibility: formally, it means
for both i = 1, 2 that we have ¢ ~ ¢’ in the sense that the following holds:
gi =r whenever ¢’ = T,
¢l e {y,uw} wheneverc¢' =y,
¢! € {c,u} whenever o' € {g,b}.
We now turn to the construction of the weights in (9.81). We divide the remainder of the argument into a few parts.

Part 1. Single-copy estimates. Let v = (77, V) be the vertex empirical measure that gives the maximal contribution
to the first moment (of judicious configurations). The edge marginal of ¥ is the canonical marginal wr ; = 7).
Given the mapping from s, to ¢s, within each clause, the measure V1 induces a measure on configurations ¢s,.
Let 4Cp, j = «C L(j) denote the marginal law of ¢ j under this measure; we call this the canonical marginal on ¢! for an
edge of type t = L(j). If e is an edge of type t then we also write ,C, = x(¢. Explicitly,

*Ce(r) = *l:]e(r){ l_[ *‘?e’(y)} ’

e’edv\e

*Ce(Y) = QE(Y){ Z 5]6’(1") l_[ ’:76”(3’)} ’

e’edv\e e”edv\{e,e’}

*ce(c>eé;g(c>{ D, @[] qef«y)},

e’edv\e e”eov\{e,e’}

. ) kO
o) = ey, <) [ el c})(l -
e’edv\e
where the last estimate uses the assumption that v is non-defective, hence nice, so that .. satisfies the estimates of
Definition 3.8 for all e € 6v. It follows that
«Lelx) ©(1/2")
0| _| ez
#Ce(c) O(k/2k)
«Ce(w) 1-0(k/2")

(We also remark that +C.(y) = «C,(c), although we will not use this fact in what follows.)

(9.82)

Part 2. Single-copy weights. We first consider the simpler problem of setting weights in the single-copy model.
For this discussion, let 0 € {r,y,g,b} and ¢ € {r,y, ¢, w}, and again write 0 ~ ¢ to indicate compatibility. Given a
probability measure 47t over {r,y, g, b}, along with a probability measure «C over spins {r, y, ¢, w} such that ,C(r) =
«7i(x), we look for weights b and 4x such that

(o, ¢) = 1{o ~ c}«q(0)xb(0)xx(c) (9.83)
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defines a probability measure over (0, ¢) whose marginal on ¢ is «7t, and whose marginal on ¢ is +C. Explicitly, for
the o-marginal to be 4,7 we must have the equations

«TU(x) = % (x)xb(r)xx(r) = »C(r),

#T(y) =« (Dxb () [xx(y) + x ()],
«T(g) = x4 (g)xb(g)[xx(c) + xx(w)],
#T0(b) = & (0)xD(b)[xx(c) + xx(w)] .

For the ¢-marginal to be . we must have the equations

«C(y) = ()xb(3)xx (),

#C(c) = [«q(g)xb(g) + +4(0)xD(b) ]k x(c),

«C() = [+ (7)xb(¥) + +4(g)xb(g) + 2 (0)xb(b) |4 x(w) .
Note also that if we multiply all the ,b-weights by a scaling factor and divide all the ,x-weights by the same factor,
it has no effect on the right-hand side of (9.83), so without loss we can pin down the weights by requiring ,b(r) = 1
and 4 x(w) = 1. Then, combining the equations for 47t(y) and »C(y) gives

*C(Y)

_ «Ti(y) = +C(y)
+bly) = «Tt(y) — «C(y) '

*q (Y)
Next, comparing the equations for 47t(g) and 47t(b) gives
bie) _ mle)/aile) _ aie)
«b(®)  wmt(0)/xq(6)  «i(v)
and we hereafter denote 4b(c) = +b(g) = «b(b). Combining with the equations for 47t(g), +7(b), and x((c) gives

, oxx(y) =

_ w7i(g) +471(b) = +C(c)  w71(c) = +C(c) o) = +C(c)
= Er S T R T NS
In summary, a valid solution is given by taking
«b(x) 1 (9.82) (1)
«b(y) = [x(y) = LW/ | =" 10 |, (9.84)
«b(g) = +b(v) = xb(c) [+7t(c) = xC(e)]/ x4 (<) (1)
*(x) *71(r) [+ (x) e(1/2")

«X(3) | _ [ +C@)/[mt(y) = +L ()] | 052 | ©(k/25)
«x(e) | [«Cle)/[xm(e) = £L(c)] ©(k/2%)
*X(w) 1 1

Substituting these into (9.83) gives a measure with the desired marginals 47t and ,C.

(9.85)

Part 3. Initialization in pair model. Returning to (9.81), our goal is to construct a sequence of measures

Pt(gév/ Sovs Lév) = l,[’v,if(gév) I_[ {E[}e,t(Le)( n(ﬁe,t)i((oe)i | Le))Xe,t(Ce |Le)}

e€dv i=1,2

which converges as t — oo to the desired solution P, = P. We will further decompose the § weights as
(Bet) (07| Le) = {(Be,t)f(oi | Le)} : {(ﬁl,#(ai | Le)}

such that (ﬁglt)i does not distinguish between g and b, that is, such that

(Be)' (gl Le) = (Bet) (b1 Le) = (Bet) (c| Le) -

This is clearly an over-parametrization, so the ﬁ andﬁA weights will not be uniquely determined; we need only find one
choice of weights such that the resulting measure (9.81) satisfies the constraints (9.78)-(9.80). The overparametriza-
tion will be useful below because it allows for some separation between the analysis of the ¢-marginals and the
analysis of the (o, L)-marginals.

We initialize the construction at ¢ = 0 as follows. We first set 1, o(0sv) to be equal to ¢4 (0sy), which we recall
from (2.18) is simply the indicator of a valid pair coloring 04,. For an edge e of type £, let 471, = 471+ be the canonical
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marginal on o!, and let ,{, = ,(; be the canonical marginal on ¢!, as discussed above. Let 4b, and 4x, be the
corresponding weights defined by (9.84) and (9.85); in particular, we recall from (9.84) that b, does not distinguish
between g and b. We then set

Yeo(L) = mg(L|t,) forall L,
(Beo)'(0'|L) =1 fori=1,2,all L andall o' € {z,7,,5},
(Beo)' (0" | L) = 4be(d) fori =1,2,all L, and all o' € {x, y,g,b},

Xeo(c| L) = wxe(c')wxe(c?) forall Landall ¢ € {r,y,¢c, v}
Thus at t = 0 the measure Py will satisfy constraints (9.78) and (9.79), but not (9.80), since we will have
Ceolc|L) =Po(ce =c|Le = L) = | | 4Lele),
i=1,2
which in general is not the same as {.(¢ | L).

Part 4. Update procedure. In this step we will make use of Lemma 9.15, which is stated and proved below. For
t > 0let 0.+ and O, denote parameters such that the estimates (9.95)-(9.97) below hold for the error between
Ce t(-| L) versus (- | L) — that is to say, for all clause types L that can appear incident to edge e, we assume that

KOWs, ,
max Ce(g | L) — Ce,t(g | L)' 1C € {rw, yw, CW, Wr, wy,wc} < z—k' , (9.86)
max{ CE(C | L) - Ce,t(g | L)‘ HYES {r/ Y C}Z} < Zée,t ’ (987>
e(rr| L o
% =1 < e . (9.83)

At the initialization ¢ = 0 it follows from (9.73) and (9.74) that &, ; < O(1) and &, ; < O(2¥0-9)). Denote

6t = Z 6e,t ’ St = Z min{Se,t, 1} . (989)

e€dv e€dv
Let t > 0 be an integer time, and suppose inductively that we have constructed the weights at time ¢. The marginal
law on an edge e € 0v is given by

Pt(‘je =0,¢e=¢, L, = L) = 1{0 ~ Q}qe,t(g)l]be,t(l;)( l—l(lge,t)i(gi | L))Xe,t(g | L)/

i=1,2

where g, ; is the probability measure over o € {r,y, c}* defined by

Ger@) = D i@ [ ] {Zwegt(m(]‘[ﬁef,t((oef)fuef)) >, xef,t<ge,|Lef)}.

O50p:0e=0 e’edv\e \ Ly i=1,2 GeliGol ~T ot

The conditional law of (0., ¢.) given L, is then given by

Pt(ae =0,Ce=¢ | L, = L) = 1{0 ~ C}Qe,t(a)( ﬂ(ﬁe,t)i(oi | L))Xe,t(C | L) .

i=1,2

For each L, we apply Lemma 9.15 (below) to find updated weights (36,”3/4)"(& | L) and X, ¢43/4(c | L) such that, if
we define ([3,_,,”3/4)1' = (Be,t)i . (ﬁe,t+3/4)i, then the probability measure

ﬁe,t+3/4(01 ¢|L) =1{o ~ €}‘73,t(0)( l—[(ﬁe,t+3/4)i(0i | L))Xe,t+3/4(€ |L)

i=1,2
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has ¢-marginal exactly C,(-| L). The marginal law of (g5, Lsy) at time £ + 3/4 is then given by

Pt+3/4(Qév,Lév) = 1y ,1(050) 1—[ {1Pe,t(Le) Z ( 1—[ (ﬁe,t+3/4)i((f7e)i | Le)))(e,t+3/4(€e | L) } ,

e€dv CeiGe~0e \i=1,2

ch,t+3/4(‘73 ,Le)

where §, ; is a probability measure over pairs (o, L). It follows from Lemma 9.15 that

ler 0 a7kre)
— , 5 (0.74) 5
ERR (e, o r43/4) < max { kOW[2KG, 1 0 (--”) < KOW| gke o (.-e't). (9.90)
L Y A 1 ) \Oet

Then apply Proposition 7.28 (where the p, and §. of Proposition 7.28 are given by § ; and §, +,3/4 respectively) to
find new weights 1y t11(0), Ye,t+1(L), and (. ++1)' (0" | L) such that, if we define (B¢ t+1)" = (Be,i+1)'(Be,t43/4)', then
the probability measure

Pri1(0o0, Sous Lio) = P10 [ | {we,m(Le)( [ [Bera((00) | Le))xe,m@e | Le)},

e€dv i=1,2
has a marginal on (05, Lsy) that is fully judicious (in the sense of Definition 3.45). In the notation of Proposition 7.28,
in going between §, ; and §, .34 We have

3 B et +min{Ses, 1} 6; + &
Effy = €yt = Z ok(1+e) T gk(i+e) ’

1| + ma:

X
T#T

using the notation of (9.89). It then follows from the bound (7.62) of Proposition 7.28 that
L i(t|L koW .
ma { Yern(L) (Beps)(xlL) } By v+ min{Bon,1) + et
itr| L Ko v
max ‘M - 1‘ < T(ée,t + min{d,, 1} + errv,t) . (9.91)
L (Be,t+3/4)' (x| L) 2re

Yeraa(l) Berrs) (TIL) || = 2K+
It follows from the bound (7.63) of Proposition 7.28 that

1 0 0 0
1 0o 1 1 ak(+e)s,
ERR(Ge, Geiv1) < KOV 1 lerrp; +k°Dfo 1 1 27kes,

g ke 1 278 27k [\ake min{5, ; + 8., 1}
2 ke 1 1 1

1 0

Uls, +5 U oo s +min{d,,, 1)

< KO ¢ |20 L o (2 AREy (9.92)

z—ks ok(1+e) 0 oke
ke 1

At time t + 1 we have

Ze,t+1 Z ‘:Ie,t(0)(ﬁe,t+3/4)1((71)(,86,t+3/4)2(Oz)Xe,t+3/4(C|L)

Clcll) o
Cea(c|L) ze,t+3/4 Z 5]e,t+1(U)(ﬁe,tﬂ)l(Ul)(ﬁe,t+1)2(02)Xe,t+3/4(C |L)
0:0~C

for normalizing constants Z, ;,3/4 and z¢ t+1. Combining with (9.91) and (9.92) then gives

KO [ 6, + &,

ke ok + 6e,t + min{ée’t, 1} .

5e,t+1 + 6e,t+1 <
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This concludes our analysis of the update procedure.

Part 5. Conclusion. Summing the preceding bound over all e € 6v gives

.. . KO . . r
Z(at +80) < b0+ b0+ —— Z“f +81) < O(8 + 89) < O(k2Y),

>0 >0
. . KO 5 + 6 v
D B +min{Bs, 11) < 600+ Bop + —— Y [Tt 4 604+ minB,, 1} < O(1).
’ : . 0T Toke ok . .
£>0 £>0
We can use the above bounds with (9.91) to obtain
27k 27k
— n kO . KO
Z ERR(Je t43/4) Jet+1) < | 1 proe Z Oe ¢ + min{0, s, 1} +erry | < ol
t>0 1 t>0
Combining with (9.90) gives
2_k
— — . . koW
ERR(%,O, Qe,oo) <0(1) Z ERR(Qe,t/ qg,t+3/4) + ERR(qe,t+3/4/ 0]e,t+1) < oke g
20 2

(We also see that condition (7.59) is satisfied by §, + for all t > 0, so that the above applications of Proposition 7.28
are justified.) We also obtain from (9.92) that

1
Ll kow
ERR(“]B,O/ ‘?e,oo) < 1 k .
z—ke 2€
1

The above estimates imply that for all ¢ € {r,y, g, b}? \ {rr} we have

. N . . KOW KoM
P(oe =0|Le = L) = Je,00(0 | L)je,00(0 | L) = x§e(0)xGe(0)| 1 + e | = W (0)| 1+ el B

This implies the claimed bounds (9.75). O

Lemma 9.15 (used only in proof of Lemma 9.14). In this lemma we take o in the reduced alphabet {r,y,c}*. We
continue to take ¢ € {r,y,c,w}?. We write 0 ~ ¢ to indicate compatibility: if 6 = r then ¢' = r; if o' € {y,c} then
¢t € {d',w}. On edge e let [y be a probability measure on pairs (0, ¢) with o ~ ¢, of the form

po(0,€) = L= 40100 0" b)),

0

such thaty(ai =17) = 47.(7) forbothi = 1,2 and allT € {x,y, c}. Assume that 4T, is nice in the sense of Definition 3.8,
that §(0) = O(1) for all ¢ € {r,y,c}?, and that b'(t) = O(1) fori = 1,2 and all T € {r,y,c}. Let (o denote the
marginal law of ¢ under . Let C be another probability measure over ¢ € {r,y, c,w}* whose single-copy marginals
satisfy C'(x) = «T.(r) = C¥(x). Assume that

kO(l)
mu{l—%@ﬂJ—Cwﬂ}s o (9.93)
. k* ) , 1
L= E + max CO({II Y, C} )/ C({rr g C} ) < ok(1+¢) . (994)
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Assume moreover that we have parameters 5 < O(1) and & < 2¥0-9) sych that

0(1)
max {|C(g) - Co(g)‘ 1 ¢ € {rw, yW, CW, WL, Wy, wc}} < k o 0 , (9.95)
max {’C(c) - Co(g)‘ ¢ €{r, y,c}z} <16, (9.96)
CC((H)) -1/ <é. (9.97)
olrr

Then there exist weights (b34)', (b3/4)?, X374 such that under the corresponding measure |15/, (see (9.99)) the spin ¢ has
marginal C3;4 = C. Moreover, if we let Z; be the normalizing constant such that

£ (6@ D x(e)

c:ig~0

q1(o)
is a probability measure, then the new weights can be chosen such that the error between (o and §s,4 is very small:
r o 5
ERR(fo, §3/4) < KO 257 0 () ,
6
1 1
using the notation of Definition 7.5.

Proof. We begin with some easy observations. By the assumption that § = ®(1) and b’ = ®(1), we have
110 ~ ¢
i, <) = L= o).

It then follows from (9.93) and (9.94) that x(ww)/zo > 1 — k91 /2K, while

kO(l)
maX{%)g) :¢ € {x,y, 0\ {ww}} S o0
x(c) . 2 N o O@)
max{? :¢c €{r,y,c} } <0() < Sk(ive) °
This implies that po(0) = ©(1) for all o € {y, c}?, since in this case
1 KO
tolo) = 2—0{6(1)x(ww) + oF } =0(1).
Next, by the assumption that 477, is nice and i is judicious, we have
0(1) Q1) O()x(xw) 0O()
2_k = 4Tl (x) = #0(01 =r)=— Z x(9) = z ok(1+e) ’
Se{r}x{r,y,cw} 0
which shows that x(rw) = @(27F). It follows from this that
o1
[JO(O = 19) = % forall 9 € {ry, rc,yr, cr} .

Lastly, we note that (9.94) directly implies (0 = rr) = Co(rr) < 2750+ In summary we have seen that the
assumptions of the lemma imply
®@1) ifr[9] =0,
po(o = 9) = 10©((27F) if r[9] = 1, (9.98)
O(27k1+e)y if[9] = 2,

for § € {r, v, c}z.
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Part 1. Description of update procedure. We will define a sequence of weights (b;)’, x; ending with the desired
weights at f = 3/4. For each t denote the corresponding measure

0,9 = 1L 4010 (00 0D0), 959

t
with z; the normalizing constant. Let (; denote the marginal law of ¢ under p;.

(a) Timet =0 tot = 1/4. First adjust the weight on ¢ = yu: set
(b1/4)1(Y) _ HO(OI =y) = C(yw)
(bo)'(y) to(at =y) = po(c = yw)
Xi7ayw)  po(o' =y) — po(c =yw)  CU(yw)
Xo(yw) — po(ol =y) = Cw)  polc =yw)
We call (9.100) and (9.101) the yw-update. At the same time also make the updates (9.100) and (9.101) with ¢ in
place of y, to define new weights (b;/4)'(c) and x;/4(cw) — we call this the cu-update. Keep all the other weights
unchanged, that is, (b14)'(r) = (bo)'(z), (b1/4)*(7) = (bo)'(7) for all T € {r,y, <}, and x;4(c) = xo(c) for all
¢ ¢ {yw, cu}.
(b) Time t = 1/4 to t = 1/2. Perform the analogous update in the second copy: for the wy-update, set
(012)’(y)  paja(0® = y) = C(wy)
(b174)2()  paja(0? = y) — pija(c = wy)
xl/Z(WY) _ !11/4(02 =y) - M1/4(C = wy) C(wy)
x1/4(WY) - H1/4(02 =y) - C(wy) .U1/4(C =uy)
Likewise make the wc-update, to define new weights (b/,)%(c) and x;/,(wc). Again, keep all the other weights
unchanged.
(c) Time t = 1/2to t = 3/4. Finally, for all ¢ € {r,y, ¢, w}?, update
x3/4(¢)  C(c)
x1/2(€) a C1/2(C) )
Leave the b-weights unchanged, that is, (b3/4)i(’[) = (bl/z)i(’c) fori=1,2andall 7 € {r,y, c}.
We begin with a simple observation about the first update, from t = 0 to f = 1/4. At time ¢ = 0, the non-normalized
weight on the event {¢! = y} is given by zouo(c' = y). At time t = 1/4, the non-normalized weight on the same

(9.100)

(9.101)

event is

bi/s)!
2'1/4!11/4(01 =y)= ZO%(HO(GI =y,¢ #yw)+ MO(C = yw)

x1/4(YW))

Xo(yw)

: zO{ (10le" =5 - Cw) + c<yw>} = zoiu(0" =), (0.102

and likewise z/4411/4(0" = ¢) = zopo(¢' = c). The weight of the event {¢' = r} remains unchanged, so altogether

we have z;/4 = z,. For the same reason z;/, = z;/4. We now turn to analyzing the effect of these updates on the
o-marginal.

Part 2. Effect of update (a) on o-marginal. The first change in the b-weights can be bounded as
(b1/a)'(v) po(o' =y) =Chw) po(o! =y) = C(yw) i
(bo)*(v) to(o! = y) = po(c = yw) oot =y) — C(yw) — kOW§ /2K

oo = y) — kOWg 2k kOWg

1o(o! = y) — kO g 2k B ok

— the last estimate above uses the assumption that 47, is nice, which implies that 47.(y) = ©(1). Now, note it

follows from (9.102) that it does not make a difference if the yw-update and cw-update are done simultaneously or in
sequence. Suppose for this part of the proof that we make only the yw-update (i.e., only (9.100) and (9.101)), without

(9.100) (9.95)

(9.93)

(9.103)
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making the cw-update. Let 11;/5 denote the measure that results, and define the signed measure I' = Iy ;g = 11475 — o;
we now proceed to bound I'. The event {¢ = yw} is affected by both the b- and x-updates:

(b1/4)1(Y) x1/4(yw) (9101) (b 1/4) (v)
r = = —_ =
(e = o) = [euetom) = Cow)] = Cotow)| G i~ 2 [C0%) iy Colow
©.101) | to(a! = y) — polc = yw) (9.103) ko OF
20 B =R =T ) — Colyw) C(ye) = Colyw)
po(a! =y) = Clyw)
0,93 KOs 095 kO 1>5
P06 - Colow) + - (9.104)
2
Next let us consider events that are only affected by the b-update: using (9.103) gives
rlo=w || = o 0=yy . (b1/4)' () 3 (924) kOW1s
¢ =yy G =yy (Do) (y) - 2k
rlo=w || = p o =yy, (b1/4) ) |3 kOWs
c=w || e=w | [ @)@ | T 4
Similarly, for any 9 € {y, v} X {r, y, c} we have, again using (9.103), that
= b (9.93) O
r ol=y, - o o! y, ( 1/4) (Y) P kWMo ' (9.105)
¢=3 (b0)'(y) 4k
As a consequence, for any 9 € {r,y,c,w}? \ {yw, ww} we have
Zero
B B ol=y, ol £y, || 0105 kOWs
)r(g_9)|_r(g=8)+r(gzs) < (9.106)
Similarly we also have the bound
zero by (9.102)
1= - (9.105) O
rf 7% |l=|r@et=y) -T o < o (9.107)
¢ € {ww, yw} ¢ €{y,w}x{r,y, ¢} 4k

Next we note that under both 1y and 1,4, the conditional probability of 62 given ¢! = y and ¢ is given by

) ol = 1 it ® € {yy, wy},
utlo- =y —

q(yy)(bo)*(y) A
T 002 + o) = O 19 €yl
for both t = 0 and t = 1/4. It follows that
ol =y, ol =y,
F( ¢ € {yy,wy} ) o F( G € {ww,yw}

bounded by (9.105) bounded by (9.107)

¥
9

‘F(G = yy)| =

Similar arguments (details omitted) can be used to bound I'(c = 9) for all 9 € {y, c}?, so altogether we have

kOWs
max ’r(a _ 9)‘ el el . (9.108)
Lastly we note that I'(¢! = r) = 0, while
1 _ 1 9 o)
2_ NIl =y ol £y, || 0L k¥
|F(a =) = (GZZr)”(aZ:r) < . (9.109)
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This concludes our analysis of the effect of (9.100) and (9.101) alone on the o-marginal.
Part 3. Effect of updates (a) and (b) on c-marginal. Recall that ;,, is the measure that results after completing
updates (a) and (b), and denote the signed measure A = i1/, — o. Recall that (9.108) bounds |(i1/s — po)(0 = 9)|
for all 9 € {y, c}?, where from time ¢ = 0 to time ¢ = 1/8 we perform only the yw-update. From time { = 1/8 to time
t = 1/2 we perform analogously the cu-, wy-, and wc-updates, for which the analogous estimate holds. Therefore
kOMs

4k

max{|A(G = 9)‘ RS {y,c}z} <

On the other hand, the {0 = rr} event is completely unaffected by updates (a) and (b), so A(c = rr) = 0. It remains
to estimate A(c = 9) for 9 € {r,y, c}? with r[9] = 1. To this end we note that for any 9 € {r,y, c}?, the event
{¢ = 8} is affected only by the b-updates, so

gy 0103 KOWs 9.99) (OM1s (999 (OMs
Alg=9) = oK Co®) < oF < ko) (9.110)
By combining (9.110) with (9.109) we obtain
1 KO g (9.94) O
|A(g =)= [A(c' =1) = A(c € {=} X {r,y,c})| < (Z_k + ?) ok 0 < n 0 . (9.111)

The probability of 0 = ry conditional on ¢ = rw is given by

‘?(IY)(bl/z)z(Y) (9.103)
q(ry)(b1/2)2(y) + §(xe)(b12)?(c)

Meanwhile (11/,(0 = ry | ¢ = ry) = 1. Combining the last few estimates gives

0(1)
Cer){1+ K 6}. (9.112)

#0(0 =ry ok

[11/2((j =ry|Cc = rw) =

estimate by (9.111) and (9.112) estimate by (9.110)

c= rw)} + {[JI/Z(C =ry)- 1}

kOWs kOWs kOW1rs
= 4 po(c = rw) + " po(o =ry|c=rw){1+ S ( po(c = ry) +

Ml/z(o =ry) = {Hl/z(g = rw) - [J1/2(U =ry

2k

(9.93) 1\ kOW§ (904 kKOWg
= [.lo(G:ry)+(2—k+L) o =" po(o =ry) + -
The analogous estimate holds for the event {o = 9} for all § € {r, y, c}* with r[8] = 1. Altogether, if we write w;
for the marginal law of ¢ under i, then we have
4—k
ERR(wo, wy2) < kKOW |27k |65, (9.113)
0

having made use of (9.98).

Part 4. Effect of updates (a) and (b) on ¢-marginal. Recall that (; denotes the marginal law of ¢ under ;. Update
(a) results in Cy/4(c) = C(c) for ¢ € {yw, cw}. Update (b) results in C;/2(¢c) = C(¢) for ¢ € {wy, wc}, but it need not
hold that Cy,(c) = C(¢) for ¢ € {yw, cw}. However we claim that the discrepancy is very small. Recall that as a
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consequence of (9.102) we have zg = z;/4, = zy/,. Therefore
_ 99 1 1 . 2 . 2
paj2(c =yw) = Z_/le/z(yw)(bl/z) )4 9Gy)(b12)°(v) + 4(ye)(br2) (<)
1

(0.103) 1

KOWs
;/4x1/4(yw)(b1/4)1(Y){‘?(YY)(bIM)Z(Y) + t?(YC)(bl/Oz(C)}{l + }

ok

(9.99) kPW§ | (0.03) kOWs
= .U1/4(C=yW){1+ oF = Chw)+ — ¢

The analogous estimate holds for ¢ = cw. Denote the signed measure Y = (;/, — C; the above can be rewritten as

k0<l>5
max {|mw) : } (€12 = )| < ©0.114)
Next, for all 9 € {r,y, c}? we have
0) ko ) L6
()] = |Gy~ C®) + (@ - 9)| +|@o- o) <" o). ©o.115)
Recall that ‘uo(a’ =r) = 47,(r) = {/(x) for i = 1, 2. Therefore, using (9.111) and (9.115), we have
T = |- p)e' =) - Y YO < (4lk 4 z)k0<l>5 2 kotngs | (9.116)
Se{r}x{r,y,c}
Combining (9.114), (9.115), and (9.116) gives
({w} x{z,y,¢}) 0(1) oG
|Y(w) S e ({r, v c} ) (4 + L)k 52" kowgs (9.117)

This concludes our analysis of updates (a) and (b).

Part 5. Effect of update (c). It is clear that we will have C3/4 = (, so it remains to understand the effect of update
(c) on the o-marginal. Note that since the b-weights remain the same during update (c), the conditional probabilities
of o given ¢ remain unchanged between times f = 1/2 and ¢ = 3/4. Thus we have

a0 =yy) = D taalc = N0 =yy|c = 9) = hyya(o = yy) + KOV,
de{y,w}?

where the last estimate uses (9.114), (9.115), and (9.117). The analogous bound holds for {o = 9} for each 9 € {y, c}%.
Similarly we also have

(9 116)

paja(o = ry) = {#3/4(@ = rw)lly/2 (0 =ry|c= rw)} + p3/a(c = ry) #3/4(0 =ry) + KOWis,

and the analogous bound holds for all ¢ € {r, y, c}? with r[0] = 1. Lastly, for the case 0 = rr, we note that
(o =rr)  pzja(c =rr)  C(er) (97)
0= =) | Coler)
Combining the above estimates with (9.98) and (9.113) gives

1+0(5).

T o0 s
E’F-{\R(CL)(], 0)3/4) < kO(l) Zk'[ 0 (6') .
1 1
This can be translated to a similar error bound for the clause-to-variable messages via the relation
o) = i)
t0)=——5777-
2o wi(a)/§(a’)

The claimed result follows. O
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Proof of Proposition 9.13. We shall apply the result of Lemma 9.14. Condition (9.73) of the lemma is satisfied due to
Lemma 9.5. Condition (9.74) of the lemma is satisfied due to Lemma 9.7, using the assumption that JP¥(v) = ¥(v) = 0.
The claimed result immediately follows from the bounds (9.75) of Lemma 9.14. O

9.6. Non-defective variables neighboring mostly diverse light clauses. In §9.5 we proved Proposition 9.13
under the assumption that v is a non-defective variable with P(v) = K(v) = 0. In the current subsection we
state and prove Proposition 9.16, which holds under the weaker assumption that B(v) and ¥(v) are small but not
necessarily zero. (The estimates given by Proposition 9.16 are also weaker than those given by Proposition 9.13.)

Proposition 9.16 (used only in proof of Proposition 9.17). For any €s > 0 there exists kg < oo large enough
(depending only on € ) such that the following holds for all k > k. Suppose v is a non-defective variable such that (in
the notation of Lemma 9.11)

ok
max {D(v),jlf(v)} < Srem (9.118)
Then v is diverse (Definition 9.3), and furthermore 1, satisfies the estimate
(x) ! x € {-,+}*} < L (9.119)
max q |70 -—: -+ < —. .
¢ 4 100

Proof. Without loss of generality we can assume that €. is much smaller than the other constants €y, €5, €3, €4, €
appearing in this section.

We will prove the result by contradiction, so let v be a variable of type T which satisfies the conditions of the
proposition, but for which the estimate (9.119) fails to hold. It will be used repeatedly in the proof that since v is non-
defective (Definition 3.10), it must be nice, and all clause types neighboring to v must also be nice (Definition 3.8).
As in (9.76) and (9.77) we let X, = (0., ¢.). We also denote X, = (X,, L,). We consider the law P of the random
variable

X =Xy = (Xe)eeso = (&61}1 Lév) = ((Xe)eeév/ (Le)eeév) .

The measure P must maximize entropy subject to the following constraints (cf. (9.78)—(9.80)): for all e € 6v,

P(L, =L)=mng(L|t,) foralllL, (9.120)
P(o. =o' |L, = L) = wn,(¢')  forall Landall 6’ € {r,y,g, b}, (9.121)
P(ce=c¢|L,=L)=¢Cc(c|L) forallLandall¢ € {r,y,c, v}’ (9.122)

Via a series of transformations of the measure P we will construct another distribution P/ satisfying the same
constraints (9.120)—(9.122) but with higher entropy, yielding the required contradiction. The remainder of the proof
is outlined as follows:

— In Part 1 we define a measure P* satisfying constraints (9.120), (9.121), and (9.123), where (9.123) is a relaxation
of (9.122). We show that P? has a simple explicit form, and has substantially larger entropy than P (see (9.132)
below).

— In Part 2 we prove probabilistic estimates on various quantities under the measure P?. Let X” denote a sample
from P?; in the rest of the proof we transform X“ without changing its frozen spin x = x* € {-,+,£}2.

— In Part 3 we transform X into X, and in Part 4 we transform X! into X°. In these transformations, (ce)! can
only change between red and white, so any (¢.)' € {y, ¢} remains unchanged. The transformations combined will
guarantee (see (9.160) below) that in the configuration X¢, if x = x° has x’ = z € {-,+}, then some e € 6v(z)
will have (6°), = r, (¢°), # rr, and (L), € D N IL. The condition (9.160) will allow more flexibility to change
spins from non-white to white in the following step. The law P¢ of X¢ satisfies (9.120), but need not satisfy (9.121)
or (9.122), in particular, it can have less than the correct density of red spins (see (9.172) and (9.173)).

— InPart 5 we transform X° to X by changing (¢*), # wto (¢%), = v in some cases — the condition (9.160) from
the previous step allows more flexibility to do this without invalidating the configuration. The goal of this step is
to create enough white spins which can be altered in the next step to ensure that the constraints (9.121) or (9.122)
will be satisfied. At the same time, we cannot change too many spins to white, since this could result in too much
decrease in entropy.
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— In Part 6 we transform X9 to X/, where we use X/ rather than X¢ to avoid confusion with edge labels e € 6v. In
this final step we change (¢%!), = wto (¢/*), # v in some cases, such that the law P/ of X/ satisfies the original
constraints (9.120)-(9.122) (see (9.182) below). Finally we show that P/ does not have much smaller entropy than
P“, and as a result must have substantially larger entropy than P, giving the contradiction.

We now turn to the details of the transformation.
Part 1. Product solution P* for relaxed constraints. Let P* be the probability measure over configurations X
which maximizes entropy subject to the constraints (9.120), (9.121), and (in place of (9.122))

P'(c! =¢'|Le =L) = Co(c'|L) forall Landall ¢’ € {r,y,c,u}. (9.123)

Let us note that the law P? has a quite simple form: by the method of Lagrange multipliers, it must be expressible
as (cf. (9.81))

P’ (Qévzgévzébv) = %(Qw) 1_[ {1{06 ~ Ce}‘/}e(Le) 1—[ [(ﬁe)i((ae)i | Le)(Xe)i((Ce)i |Le)]} ’ (9.124)

e€dv i=1,2

where 1, (05v) is parametrized as in (7.55) from Definition 7.24. A valid solution is given by simply setting ¢, = 1,
Ye(L) = ng(L| t,), and (cf. (9.84) and (9.85))

(Bo)i(z|L) i oo (€D
) (ﬁe)l'(y |L) ) = [ [«7e(y) — (Ce)l'(y | L)]/*qe(Y) = (e®],
(Be)'(gI L) = (Be)' (0| L) = (Be)' (c | L)) \[xTte(c) = (Ce)'(c | L)]/#ge(c) (1)
(xe)'(x|L) e (r)/+fe(x) 0(1/2%)

(V1 D)| _[ (€61 L)/ larels) = (€0 5 1 D1 | 02| 02129
(xe)'(cIL) [ [(Ce) (e L)/[mte(c) = (Ce)'(c [ L)] O(k?*/2") |7
(xe)'(w| L) 1 1
where the estimates on (g,)!(7 | L) for 7 € {r,y, c} come from Lemma 9.5. Note that for e € 6v, L = L, i = 1,2,
and o’ € {r,y,g b} we have

(Ge) (a'|L) = (Be)'(0" IL)Z 1{c' ~ o'} (xe)i(c' | L) = #Te(0) (9.125)

xqe(0?)

where we emphasize that the right-hand side of (9.125) does not depend on L. Indeed,

AN _ i i _ 4T (x)
(Ge)' (x| L) = (Be)' (= | L)(xe)' (x| L) = o)’

which verifies (9.125) for the case ¢ = r. Next,
o) (v 1L) = (Be) (v | L)((Xe)i(y |L)+ (xe) (v L))

_ #e(y) — (C)'GIL) (Ce)'(y|L) Y )
(e (y) «Te(y) = (Ce)i(y | L) wle(y)

which verifies (9.125) for the case ¢/ = y. A similar calculation gives (9.125) for o' € {g,v}. It follows from (9.125),
together with the identity 4«70, (7)/«§e(7) = «§.(7), that the marginal of (9.124) over (d5y, Lsv) is given by

(Pv(gév) l_[ {RQ(LE |t.) l_[ *ae((ae)i)}

eedv i=1,2

IR

P’ (Qév ’ Lév)

R

Wo((@50))eo((200)?) | | ma(Le | £), (9.126)

e€dv

where 4, is as in (3.56). In particular, we see that under P?, the random variables (04,)*, (055)?, and L, (for e € 5v)
are mutually independent. Moreover, conditional on (g, L)sy, the (¢,)" are all independent from one another, with
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conditional laws depending only on (L., (00)!). If (0,)" = r then (¢,)! = r also. If (¢.)! = y then (¢,)' € {y,w}; and
the conditional probability of (¢.)' =y is given by

P’ ((Ce)i =y

(9.127)

_ i _ (Xe)i(y | L) _ (Ce)i(y | L) k_2
be=Loloor = y) T RGID (T GID | am) O(zk)’

where the last inequality follows by Lemma 9.5. Similarly, if (00)! =1 € {g, b} then (c.)' € {c,w};and the conditional
probability of (¢.)' = c is given by

‘ « (€)(c1 D) K2
P '=¢|L, =1L, l=g]l= ——————— < O|— 9.128
((Ce) c|Le (ce) T) o) + 1700 (2) ok ( )
for T € {g, b}. The independence between the two copies i = 1, 2 gives furthermore
2 . K
e P ) 1 R

i=1
Note also that if x = x;, € {-, +, £}? is the frozen spin, then x! and x? are independent under P“, and the marginal
law of each x' is determined by the ,7t, for e € dv. Since we assumed that v is non-defective, it follows that

1
max{P“(x = z) - =

4
If P’ is any other probability measure satisfying the same constraints as P* (namely (9.120), (9.121), and (9.123)), then
it follows by the same derivation as for (8.9) that the relative entropy between P’ and P? satisfies

HP' |P") = <P',lnII;—;> = H(P") - H(P). (9.131)

1z €4, +}2} = 0x(1). (9.130)

Now suppose that x € {-,+,£}? is the frozen spin corresponding to X ~ P (meaning that its law fails condition
(9.119)), while x* = (x?1,x%?) € {-,+,£}? is the frozen spin corresponding to X? ~ P” (so that its law satisfies
condition (9.130)). Therefore we obtain

1
HP|P") > Dxr(x|x") > 06 (9.132)
It follows by combining the last few calculations that
2y (9.131) 5 0132 1
HEPY) = "HP)+HP|P") > W(P)+W. (9.133)

In the remainder of the proof we will make a sequence of transformations, from P* to P! and so on, until we arrive
at a measure P/ that satisfies the original constraints (9.120)-(9.122). We will show that none of the transformations
substantially reduce the entropy. Thus the final measure P/ will have similar entropy as P?, and hence will have
greater entropy than P by (9.132). But we assumed P to be the measure of maximal entropy satisfying constraints
(9.120)—(9.122), so this will give the desired contradiction. The measures P? through P/ will all be coupled together,
and the frozen spin x will be left unchanged throughout the transformations.

Part 2. Bounds on P”. Using the assumed bound (9.118) on B(v) and (v), we can select a subset of four distinct
edges incident to v,

E= {e“‘fl,e*'z,e"l,e‘fz} C ov, (9.134)
where e*! € 6v(+), and e € dv(-), such that each e € E satisfies

Z no(L|t)1{Le DNL} > % . (9.135)
L



PROOF OF THE SATISFIABILITY CONJECTURE FOR LARGE k 225

For a configuration X as in (9.77), we define the following quantities:

R =w(@X)= Y 1{(0,_,)1' - r} ,

ecOv\E

5=5X)= Y, Y 1f) etmy e,
e€dv\E i=1,2

W= W(X) = Z l{ge =ww, L, EIDﬂ]L},
e€dv\E

T=T(X)= 1{%(2() < (1 - %)wm} .

We now prove some straightforward probabilistic bounds (under the measure P*) for the above quantities. Fore € 6v
let R, denote independent Bernoulli random variables with

_ _ *ﬁe(r) _ (l)
PR, =1) = —*@e({r, o =0 ok |- (9.136)

We see from (9.126) that under P*(- | x' = +), the total number of edges e € v with (o)’ = r is equidistributed as
the sum of R, over e € 6v(+), conditioned on that sum being strictly positive. Therefore

s ‘ k3 PGeesoz) Re 2 K°/4)
Pl Y > | <pe 1{(oe)' =x} 2 — | < O(1) max
izzl;z 2 ) (i:ZI;ZEEZb;) ‘ i 2 ze(=4) | P(Leesoz) Re 2 1)
_ 3
< exp(—Q(k’ Ink)) < 1 ) (9.137)
1—0k(1) exp(Q(k® In k))

where the second-to-last inequality follows by a Chernoff bound. Next recall from (9.127) and (9.128) that under P?,
conditional on (0,)! € {y, g, b}, the chance for (¢,)" € {y, ¢} is O(k?/2¥). Thus, under P?, the total number of edges
e with (¢.)! € {y, ¢} for either i = 1, 2 is stochastically dominated by a binomial random variable with @(k2¥) trials
and success probability @(1/2%). It follows by another Chernoff bound, and by combining with (9.137), that

P’ (55 > k3) < P”( Z Z 1{(ge)i e {r,y,c}} > k3) < m. (9.138)

e€dv i=1,2
Next recall from (9.126) that the L, for e € 6v are mutually independent under P?. The assumption (9.118) bounds
the expected number (under P?) of edges e € 6v with L, ¢ ID N L. It follows by Azuma’s inequality that

k2k 1
Pe 1{L, ¢ DNL} > < : 9.139
(;: e } 2"6”) exp(Q(2k(1-260)k)) (5.139)

Combining with (9.138), and recalling the definitions of 2 and T, we obtain

PY(T = 1) = P° (ﬂs < (1 - %)wm)

a 169] 1
<P (max {558;0 1{L, ¢ D mL}} > 3k10) < B OEER (9.140)

Recall from (9.134) the choice of four distinct edges E from 6v. For each e € E define
1 ifT(X%) =1,e=e", and x =+,
Fe)=11 ifT(X*) =1e=e" and x* = -, (9.141)

0 otherwise.

In the first transformation (described below), given X* we will construct a modified configuration X in which
(0¢)' =rand L, € D NIL whenever e = e with I'(¢) = 1. (This ensures that a frozen spin x* € {-,+} has at least



226 J. DING, A. SLY, AND N. SUN

one incident red edge in 5v(x’), and gives more flexibility to adjust the colors on the other incident edges.) For e € E
and z € {-,+,£}? define

) . (9.140) 1
p(e) =P (Te) =1, x=2) SPUT =1) < —mnay o

Note the definition of T'(¢) implies p.(e*) = 0if z' # +, and likewise p,(e™') = 0if z' # -. For e € E we also let

(9.142)

rz(e)EP“(Le eDNL,x=2z,(0.) =r,00 #rr,R > 2,T=0).

Note having (0,)" = r necessitates x' = +, so r,(e*) = 0if z # +and r,(e™) = 0if z' # -. In all other cases we
claim that r,(e) > Q(1)/4%. Without loss of generality it suffices to consider the case e = e*! and z € {+} X {-,+,£}.
In this case, recalling the bound (9.140) gives
1
exp(Q(k31Ink))
Next recall from (9.126) that (gs5)!, (0s0)?, and L, (¢ € 6v) are mutually independent under P?. It follows by
straightforward calculations that for any L we have

o= r (Le EDNL,x* = 22,0, € {x} X {y, 5,0}, 3 > 2)

P”(‘Ri >2

L, =L,x*=z2%0, € {r} x {y,g,b}) >1-0k(1).

Combining with (9.135) gives

1 S Q1)
exp(Q(k3Ink)) — 4k
as claimed. It follows by comparing (9.142) with (9.143) that p.(e)/r.(e) = 0k(1). For e € E, we define Bernoulli
random variables Z(e) such that if 7, (e) = 0 then E(e) = 0, and otherwise if e = e* with 7,(e) > 0 then

almry _ p=(e)

(for all possible values of z, X). It then follows from the definition of 7, (¢) that for all z € {-, +, £}? we have

r.(e) > 1_+IC(1)P“ ((06)1 = r)P“ (x2 =z%,(0.)* # r) - , (9.143)

x:z,X":X) 1{Le€]Dﬂ]L,x:z,(oe)i:r,ogirr,‘ﬁizz,Tzo} (9.144)
P* (E(e) =1,x= z) =pz(e) =P" (F(e) =1,x = z) , (9.145)

and consequently P?(E(e) = 1) = P?(T'(e) = 1). Further, by the independence properties of P? that we see from the
expression (9.126), we have

p (Le - t,, L, e DN IL) . (9.146)

E(E) = 1/ (GE‘/ (Ge'/ CE'/ Le')e/eév\e)) = T(@ (L

This concludes our estimates on P?, and we now turn to the construction of P?.

Part 3. Construction of P?. Recall (9.134) that E is a subset of four distinct edges in 0v. In the above we defined
Bernoulli random variables I'(¢) and Z(e) for e € E. Recall moreover that I'(¢) = 1 can only occur on the event
T = T(X?) = 1, while E(e) = 1 can only occur on the event T = T(X?) = 0, so in particular we can never have
I'(e) = E(e) = 1. In the construction we will essentially “swap” the events I'(¢) = 1 and E(¢) = 1. To make this
precise, recall that we write X, = (¢, Ce, Lc). Given X* ~ P?, we let X? be defined as follows:

Ife € 6v \ E then set (X?), = (X%)..

- Ife € Ewith T'(e) = Z(e) = 0 then we also set (X?), = (X?)..

If e € E with T'(e) = 1 (hence E(e) = 0), and x, = z, then we let (X”), be sampled from the law

Pb(z\’e €-|lx, =2,T(e) = 1) =P“(Xe € -

Xy =2z,8(e) = 1) . (9.147)

If e € E with Z(e) = 1 (hence I'(e) = 0), and x, = z, then we let (X”), be sampled from the law

pb(xe €-|x, =2,8() = 1) :P”(Xe €-

X, =2z,T(e) = 1) . (9.148)
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This results in a valid configuration X b which has the same frozen spin as X*, that is, x* = xt e {-,+,£}%. For the

sake of concreteness, we give two examples of the above construction:

(a) Example on event T = 1. Suppose we have X? ~ P? with frozen spin x? = ++, such that T = T(X") = 1. In
this case it follows from the definition (9.141) of I'(e) that I'(e*!) = I'(e*?) = 1. Since x” = ++, we must have
(0%, € {r,v}? fore € {e*', e*?}. The resampling step (9.147) results in a modified configuration X?. It follows
from the definition (9.144) of E(e) that in the modified configuration,

(0%)e = rbfore = e*,
(0%)e = br fore = e*2.

Thus, for e = e*' with T(e) = 1, the procedure (9.147) makes (o)’ marginally more likely to be red, but makes
o, less likely to be rr.

(b) Example on event T = 0. Suppose we have X ~ P? with frozen spin x? = ++, such that T = T(X?) = 0. Recalling
(9.144), suppose that we have Z(e*!) = 1 while E(e*?) = 0. In particular, this means for e = e*! we must have
(0%)e = rb. The resampling step (9.148) results in a modified configuration X?. Tt follows from the definition
(9.141) of T'(e) that in the modified configuration we must have (¢%), € {r,b}? for e = e*!. Thus, for e = e*/
with E(e) = 1, the procedure (9.148) makes (0,)’ marginally less likely to be red, but makes ¢, more likely to be
Irr.

We let P denote the joint law of (X%, X?), and let P’ denote the marginal law of X”. Note that P* and P’ have

the same edge marginals: for e € 6v \ E it is clear that (X?), and (X?), have the same marginal law, since in the

coupling we set (X?), = (X?),. For e € E, we have

P'(X, € -|x, =z,T(e) + E(e) = 1)
=P'T(e)=1|xy = 2)P'(X, € - | xp = 2,T(e) = 1) + P*(E(e) = 1| xp = 2)P"(X, € - | x, = 2, E(e) = 1)
=P E(e)=1|x, =2)P(Xe € |xp=2,8(e) = 1)+ P'(T(e) = 1| xp = 2)P(X, € - |xp = 2,T(e) = 1)
=P"(X, €-|x, =z, T(e)+E(e)=1), (9.149)
where the transition to the third line uses (9.145), (9.147), and (9.148). This verifies that P?(X, € -) = P%(X, € )
for all e € 6v, so the measure P! again satisfies the constraints (9.120), (9.121), and (9.123). We now compare the
entropy of P* and P?. As above, denote T = T(X?). Write E, = {e € E : T(e) + E(e) = 1}. Denote X = (Y, Z)
where
Y=(X,:e€E,),
Z=(X,:ec€dov\E,).
If E, = @ then Y is the null vector. Likewise denote X, = (Y, Z) where Y = (X, : e € E;). We then have
H(X") = H(T,E,, Z") + H(Y" | T, Eq, Z°) = H(T) - H(E,)
=H(T,Eq, Z°) + H(L)g, | T, Ea, Z°) + H(Y* | T, Eq, Z°, (L')E,) = H(T) = H(Es),  (9.150)
HXY) <H(T,E,, Z")+HY*|T,E,, Z")
=H(T,E;, Z")+H((L")g, | T,E;, Z*)+HY"|T,E;, Z%, (L")E,) - (9.151)

Recall that the edges outside E, are left unchanged by the transformation from X* to X?, so

W(T,Ea,Zb) =W(T,Ea,Z”)- (9.152)
Next, (9.140) and (9.145) together imply that
a aT — o
PYE, % 0) < o(P (T = 1)) < O(exp(Q(k3lnk)))'
from which it follows that
max {W(T), H(E,), H(Y" | Eq), H(Y" IEa)} = ok(1). (9.153)

We emphasize that in (9.153) we must put Y* and Y? rather than Y and Y?: this is because Y consists of spins X,
which take only O(1) possibilities, while Y consists of spins X, = (X,, L,) which take a large number of possibilities
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(indeed, growing with the neighborhood radius R of (3.1)) and therefore can have large conditional entropy given
E,. To deal with the clause types L, we note that

W((E)Eu

Ea/T/ ZIZ)

=253 {P“(F(e) - 1)7{(n9(- | te)) +PY(E(e) = 1)7—((719(~ |t,, L. e DN ]L))

ecE

=Y {Pb(r(e) - 1)(}((719(. | te)) +PY(E(e) = )H (ng(- t,, L, e DN IL))}

bt
0140 W((Lb)lsa E.T, Zb). (9.154)
Combining (9.153) and (9.154) gives
H(y*|E, T, 2°) - H(¥" |E, T, Z')
= ‘w((;“)a Ea,T,Z”) —ﬂ((ﬁ)sa Ea,T,Zb)
+ 7—{(Y“ E,T,Z" (La)Ea) - W(Yb E.,T,Z", (Lb)Eu)
©.159 w(yﬂ Eu,T,Za,(La)Ea)—W(Yb Ea,T,Zb/(Lb)Ea) YL 0r1). (9.155)

Finally, combining (9.150), (9.151), (9.152), (9.153), and (9.155) gives
H(PY) — H(P) = H(XP) — H(X) > 0x(1). (9.156)
This concludes our analysis of the measure P.

Part 4. Construction of P¢. Given a configuration X, for z € {-,+} and i = 1,2 let
E¥ = E¥(X) = {e € 6v(z): (0.) =r,0, #rr,L, e DN ]L} ) (9.157)
Write E' = E~/ U E*. Note that E!' N E? = @. Recall from (9.134) the definition of E, and for z € {-, +} let
E* =F*(X) = {e € 0v(z)\E: ¢, =ww, L, e]DﬂIL}.

(The sets E*(X?) are disjoint from E, but the sets E can intersect E.) We construct X¢ as follows:
(I-1) On the event {X* = X!, T(X?) = 0,|E}(X?)| > 2}, choose &' uniformly at random from E!(X?). For
e = &', set (X), = (X?), with probability 1 — 27¥€=/2_ With the remaining probability 27%¢=/2 Jet (X¢),
for e = ! be defined by
(0!, e = (b,w),
(GC’Z, CC'ZILC)e — (0.17,2, Cb'z/Lb)e

Let p“!(e, L) denote the probability that edge e has clause type L and is changed by the above:

1 1{e € EX(X?)} ) .
E — (LY. =L, X*=X",T(X*)=0,|E"(X?)] > 2], 9.158
et B ) (X7) = 0, |E*(X")| (9.158)

pie, L) =

where E denotes expectation with respect to the joint law P of (X%, X?).
(I-2) On the event {X? = X!, T(X?) = 0, |E2(X?)| > 2}, perform the analogue of (I-1) switching the roles of
the two copies, and define the corresponding probability p?(e, L).
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(II-1) On the event {x%! € {-,+},T(X?) = 0,|E'(X?)| < 1}, choose ¢! uniformly at random from E*' (X?).
(Note the condition T(X?) = 0 guarantees that the sets E*(X") are both large, so it is possible to choose
') Let (X°), for e = é! be defined by

(GC’l/ CC’I)E = (rr r) ’

(GC,ZI CC,Zr LC)E = (Ub,Z’ Cb,Z, Lb)e .

Let p'!(e, L) denote the probability that edge e has clause type L and is changed by the above:

Pren= > E —1{6"; fx(; Do, =Lt =2, 10 =0, B X9 <1), @159

ze{-,+}

where again [E denotes expectation with respect to the joint law P of (X?, X?).
(II-2) Lastly, on the event {x%? € {-,+}, T(X?) = 0, |[E%(X?)| < 1}, perform the analogue of (II-1) switching the
roles of the two copies, with the modification that if (II-1) already occurred, then é% is chosen uniformly

at random from E(X?)? \ {é%}. Define the corresponding probability p'?(e, L).

We point out that steps (I-1) and (I-2) can only occur if X* = X?, but steps (II-1) and (II-2) can occur even in the case

X% # X" Note also that (I-1) and (II-1) cannot both occur, and likewise (I-2) and (II-2) cannot both occur. To finish

the construction, for all edges e € v which were not chosen as &' or é' in any of the above steps, set (X¢), = (X?),.

Note that the frozen spin has not changed, x = x? = x¥ = x¢ € {-,+,£}%. Moreover we have (L"), = (L¢), for

all e € 0v. It is straightforward to verify that the resulting X° is a valid configuration with the same frozen spin,

x? = x¢ € {-,+,£}% Moreover, we observe that the construction so far guarantees

E¥(X°)# @ whenever x% =ze€{-+}, (9.160)
for E* as defined by (9.157). Indeed, if x = x¢ has in the first copy x! = z € {-, +}, we have these cases:

— Suppose T(X?) = 1. It follows from (9.141) that we will have I'(¢) = 1 for e = e¢*! € E. In this case the resampling
step (9.147) and the definition (9.144) of E(e) results in a modified configuration X? such that e belongs to E=! (XDP).
(If x* = y € {-, +} then we may also have ['(¢¥*) = 1, in which case the set EY? also increases going from X to
X?, but this is not relevant to the current considerations.) Then steps (I-1) and (I-2) do not occur because X* # X b,
and steps (II-1) and (II-2) do not occur because T(X?) = 1. It follows that

B (X)) = |E*'(X")] = [E¥' (X)) +12 1,
since e = e*! € E#1(XY) \ E#1(XY).
— Suppose T(X?) = 0, X* = X?, and |[E'(X?)| > 2. In this case, the only way for an edge e to belong to E'(X*) =
E'(X") and not to E'(X¢) is if e is chosen as &' in step (I-1). It follows that
[EN(X)| 2 |ENXD) -1 = |E' (X)) -121.
~ Suppose T(X?) = 0, X* # X?, and |ﬁ1(/\’”)| > 2. In this case, we see from (9.144) that we may have E(e) = 1
for e = e*!. This means e € ﬁl(/\’”), and the resampling step (9.148) results in X? such that e ¢ EV(XY). (f
x? = y € {-,+} then we may also have Z(e¥?) = 1, in which case the set E¥? also decreases going from X to

X" but this is not relevant to the current considerations since the E' are disjoint.) Then steps (I-1) and (I-2) do
not occur because X? # X?, and steps (II-1) and (II-2) do not occur because |E'(X?)| > 2. It follows that

[EY(X)| = [E'"(X")| = [E'"(X)| -121.
- Suppose T(X?) = 0 and |EX(X?)| < 1. In this case, step (II-1) occurs and results in a configuration X° such that
E'(X°) contains &', and so is nonempty.
This verifies the property (9.160), which will be used in later steps of the proof. We now let IP denote the joint law
of (X%, X", X¢), and let P denote the marginal law of X°.
We first estimate the probability p"!(e, L) from (9.158). For an upper bound, note in order for e € E! (X) we must
have (0,)! = =, so for all clause types L we have
PY(L, =L,(c.)" =x) _ nig(L | te) - «Te(r)
okeco/2 - okeco /2 '

(e, L) < (9.161)
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Next, since the total probability that (I-1) occurs is at most 27¥€=/2 we can also bound
L1
2 e o (©0162)
ecov L

Next we note that p¥!(e, L) = 0if L ¢ D N L. In the case L € D N IL we will derive a lower bound on pY!(e, L).
Recall R, from (9.136), and let S, be an independent copy of R,. By similar considerations as for (9.137), we have

P R.Se > k'/2
|#X) = > 1{o, =} > k2| < O(1) max (2ueeoo(z) ReSe - ) < ! . (9.163)
e€dv ze{-+} P(Zeeév(z) Re = 1) exp(Q(k3/2))
Next, for e € dv, let G, denote independent Bernoulli random variables with
PG, =1)=P(L, e DNIL) = } mo(L|t.)1{L e DNL}.
L
For z € {-,+} and any fixed ¢ € 5v(z), on the event {(0,)! = r} we have
@@= Y e =xLoepaL] s [FW > 0 @-1w, e

e’edu(z)\e
where ¥(X) was defined on the left-hand side of (9.163). By similar considerations as for (9.137) and (9.163), we can

express
k
Z ReGer < g) .
e’edv(z)\e

To bound this last probability, note that for both z € {-,+} we have

D, ReGe|= ) ERe— ) (ER.)E(1-Gc)

e’edv(z)\e e’edv(z)\e e’edv(z)\e

(Ge)l =r|=P

P’ ((re)l < g

Var R,

e’edv(z)\e

= (1—ok(1))kl;‘2— > (ER.)E(1-G,) =" (1_0k(1))k12nz'

e’edv(z)\e

We can use this last estimate together with Bernstein’s inequality to bound

k 1
Z Ry Gy < 5) < m . (9.165)

e’edv(z)\e

(Ue)l =r

P’ ((re)l < g

On the other hand, by similar arguments as for (9.137), we can bound

> Rf’”‘) exp(Q(klnk))

e’edv(z)\e

P’ ((rg)1 >k

(03)1 = r) <P

Combining the last two bounds gives
a 1o |k 1
P (x.) € E’k (0e) =r| 21—

Returning to (9.158), for L € ID N IL. we can lower bound

1

P (Q0) (>:160)

piie, L) >

k
et ks (Lf S L (o) =50t £ 2, (0)! € [g/k})

- {P“(T = 1)+ P(X? # X) + PO(i > kl/z)} .

In the above we used the assumption that L € DN L, so if (¢.)! = r and (0.)? # r then e € E'. We also used that if
(to)! > k/3 and ¥ < k'/?, then certainly (9.164) implies |E'| > 2, as is required for step (I-1) to occur. Lastly we used
that if (r,)! < k, then it follows from (9.164) that |E'| < k + 1, so edge e has probability at least 1/(k + 1) > 1/(2k) to
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be chosen as é!. Now recall from the previous construction that P(X? # X?) < O(P*(T = 1)), so applying (9.140)
and (9.163) gives

pie, L) > ! kP” (Le =L,(0.) =1,(00)* #1,(r.)' € [E,k}) !

okew/2. 2 377 exp(Q(K32))
It then follows (again using the independence properties of P?) that

©126) g (L | t,) k
11 e a 1 _ a 2 a 1 i
P L) 2 Sl () = 1P (00 # 5P| () € |5 K
0166 (L |t:) 1—o0k(1)
2kew/2.. 2k 2k 7
as long as L € ID N L. This concludes our analysis of p!(e, L). Clearly, (9.162) and (9.167) also hold for p"?(e, L).
We next prove an upper bound on the probability p™!(e, L) from (9.159). Recall that the condition T(X") = 0
implies |E* (X*)| = ©(k2¥) for both z € {-, +}. It follows that we can upper bound (9.159) as
1 ng(L|te)\ afipt
— — |- P*||E}X” ef| <1].
" - B'X)\ (o)
Recall from (9.164) that |[E*(X?) \ {e}| < (r.)'(X?). Then, arguing similarly as for (9.165), for each z € {-,+} we can
apply Bernstein’s inequality to upper bound
x!l = z)
_ ]P(Ze’eév(z)\e ReGe < 1) < 1
]P(Ze’eév(z) Rg’ > 1) - eXp(kC()) !

for a positive absolute constant c,. On the other hand, if (r,)! > 2, in order for |[E'(X?) \ {e}| < 1 it must be that
(0%?),s = r for all but at most one of the edges ¢’ contributing to (t,)!, which has chance O(27%). Then

P’ (El(Xﬂ) \ {e} = @) < P”((re)l < 1) + P“((re)l > 2, |[EN(X)\ {e}] < 1) <

(Gg)l = r)

(9.167)

pH’l(e,L)SO( ).Pu(Le:Lllﬁl(Xa)| Sl) SO(

P“((re)l = Z 1{(%')1 =r, Ly € leL} <1

e’edv(z)\e

1
exp(kco)

0(1/2k)
Substituting into the above expression for p'!(e, L) gives

nig(L|te)

11,1
prlel) s —me)

(9.168)

A similar bound holds for p™2(e, L), and this concludes our analysis of p™!(e, L).
We now turn to estimating the entropy of P¢. Let Ej, be the (random) subset of edges e € 6v for which (X?), #
(X©)e, or equivalently (X?), # (X¢),. It follows by combining (9.162) and (9.168) that

BIED < 3 3 3 (e, D+t 1) < 0| 7). 169
ecdov L i=1,2

We write H(E}p) to denote the entropy of the random variable Ej, and we write H(p) = —pInp — (1 — p) In(1 — p)
to denote the binary entropy function evaluated at p € [0, 1]. Then

H(E) < > H(1fe e Ey)) < |6v|H(]E|((|S€li|)) 019 ), (9.170)

e€dv
where the second step used Jensen’s inequality and the concavity of the binary entropy function. Now decompose
Xsp = (U, W) where U = (X, : e € Ep). Note if Ej, is given, then U takes at most O(1) distinct values, so it follows
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from (9.170) that the conditional entropy of U? given Ej, is small, that is, H(U" | E,) = 0x(1). Then, since X” can be
determined as a function of (X¢, E, U?), we have

H(XP) < H(XC) + (w(sb) FHU | Eb)) “2% H(X) + 0r(1). (9.171)

This verifies that the entropy of P¢ is not much smaller than that of P,

We finally estimate how the transformation from P’ to P¢ affects the edge marginals. Recall that steps (I-1) and
(I-2) can change (¢, )’ from red to white, and the probability of such a change is lower bounded by (9.167). Meanwhile,
steps (II-1) and (II-2) can change (c,)’ from white to red, and the probability of such a change is upper bounded by
(9.168). It follows that for L€ D NI,

; ; lLite, L) - p"i(e, L)
P° I=¢|L,=L| <P f=¢|L, =L P d
((Oe) e ) < ((oe) e ) - i_zl;z o @1%)
<P’ i=r|L, =L]+0[— Q L < Q ! 9.172
<P’((0.) =r|Le=L|+ S | ~ A ke < wTe(x) = akirenr?) |’ (9.172)

where the last step also used our earlier observation (9.149) that P has the same edge marginals as P?. On the other
hand, since the probability of (I-1) or (I-2) is upper bounded by (9.161), we also have

plz(e L) .
EETATR I (ﬁ) (9.173)

for all L € D N 1LL. In the case (L?) ¢ D N IL we always set (X¢), = (X?)., so

PC((ae)i =r|L, = L) =p’ ((ae)i =r

P ((Ue)i =r

L. = L) > Pb((ae)i =r|L, = L) -

i=1,2

L. = L) (9.174)

for all L ¢ ID N IL. Finally, since we did not yet change any spin with (¢,)’ € {y, ¢} or ¢, € {r,y, c}?, we have
P°((c.)' =7|Le = L) = (¢.)(t| L) forall 7 € {y, c}, (9.175)
P°(c. € {r,y,c}?| L = L) = P*(c, € {r,y,c}?| L, = L) < O(k*/4") (9.176)
for all L, where the final bound uses (9.129).

Part 5. Construction of PY. We now construct X9 from X¢. We will leave the clause type unchanged, (L%), = (L),
for all e € 6v. We change some edges from non-white to white, according to the following rules.

(A) IfL ¢ DN L and (¢€), # ww, then set (¢?), = ww, and for i = 1,2 set
(0™), = {b o EO)e=rx

(0¢"), otherwise.
(B) If L € D N L then modify the spin on ¢ as follows:
1) If (Cc)e = rr then set (O'd, C,'d)e = (bb, ww).
(i) If (%) € {r,y,c}?\ {rr} then set (6%), = (6°)., and for i = 1, 2 set

(), = {r if (0¢), =1,

w otherwise.

(iii) If (c%)e € {y, ¢} X {u} then set (6%), = (¢°),. For T = (¢c*!), € {y, ¢} define the quantity
g=k(1+ew/2)
(G (] L)}
Set (¢?), = ww with probability 6. With the remaining probability 1 — 0 leave (¢¥), unchanged. If (¢), €

{w} X {y, ¢} then perform the analogous procedure with the roles of the two copies switched.
(iv) Lastly, if (¢€), = ww then set (X%), = (69, ¢?), = (6°, ¢%), = (XE)e.

= (0,)'(t| L) = min {1
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Note that property (9.160) of X¢ ensures that the above transformation results in a valid configuration X% with the
same frozen spin, x° = x4 e {-, +, £}2. Since the transformation does not add any red spins, for L € D N IL we can

bound
(9.172) 1
Le =L < *T[e(r) -Q W

Pd(ge =rv|L, = L) < Pc(ge =rw

1
= Co(eu| L)+ Colfe} X {3, ¢} | 1) - Q(w)

© 1 1
< Colxw[ L) + O(zk(Heo)) B Q(kzk(new/z)) < Ceww|L).

The inequality marked © above follows from Lemma 9.7 and the assumption L € D NI, with €, as in Definition 9.4,
and recalling that we took €., < €,. For alower bound, we note that for the case L € DN, the above transformation
removes red spins only in the case (0¢), = rr. It follows that, for all L € ID N IL, we have

Pd((Ce)l =r|L. = L) 2 PC((C@)I =r

(9.129) k*\ 0.173) 1 k4
Lg = L) - O(E) > *ﬂe(r) - O(—zk(l+€m/2)) - O(E)

> PC(@I -
> Ce(c =zw|L) - O(;) :

Le = L) —PC(O'E =rr

Le=L)

ok(1+ex/2)

Similar bounds hold if we exchange the roles of the two copies, so we also have

1
Ce(wr|L) — O(m) < Pd(gg =wr

foralLe DNIL.For Le DNIL and 7 € {y, c} we also have

L, = L) < Ce(wr|L)

(e = wefL =) < (1= o) (0 = |1 =) 2 (1= @' @) el
= max {O, (Ce)i(T |L) — m} = max {0/ Ce(tw| L) + Ge(t X {r,y,c} | L) — m}

1 1 1
< Cote| L)+ O(zkam)) - S Gl - @(—zk(wm /2)),

where the transition to the last line is by another application of Lemma 9.7, again using that L € D NIL. For a lower
bound on the same quantity, we have forall L€ DN 1L and 7 € {y, ¢} that

L, = L) - PC(CB € {T} X {r,y, c} L= L)}
k4
L=t]-o[%)

L, = L) > (1 - (GE)I(T)) {PC((f;e)1 =1
6179 max{O,Cg(Tw|L)+Cg(TX{r/Y/C}|L)_ : }_O(i_:) = CE(TwlL)_Q(;)'

p? (ge = Tw

(9.176)

2 (-0 @)r(or =«

ok(1+€c/2) ok(1+€c/2)

Finally, the above procedure never yields (%), € {r,y,c}? soforall L € DN L andall ¢ € {r,y, c}* we have

LE=L)zce<c|L>—®(;),

ok(1+€/2)

Ce(c|L) 20=Pd(ce =¢

where the last inequality again uses Lemma 9.7. In summary, in the above we have shown

Ce(c|L) > Pd(ce =¢|L. = L) > Ce(c|L) - @(;) (9.177)

2k(1+€0/2)
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forall Le DNILandall ¢ € {r,y,c,w}?\ {ww}. On the other hand, for L ¢ ID N L we have

2
Ce(c|L) 20=Pd(ge =c¢|L, =L) > Ce(CIL)—O(I;—k) (9.178)

forall ¢ € {r,y,c,w}?\ {ww}, where the last inequality is by Lemma 9.5.
We now turn to estimating the entropy of P?. To this end, let E, denote the subset of edges e € 6v for which

(X%, # (X°)., or equivalently (X%), # (X°),. Note that if (¢°*), # wand (¢%!), # w, then (¢®!), = (¢%'), so
e ¢ E.. If e € E, then the above procedure must transform (c*), # winto (¢%!), = w for at least one index i = 1, 2,

so we can bound
L=L)< ) {PC((gE)i % L= L)}

i=1,2
Ce(c|L) - Pd(ce =g

P(e € E,

L, = L) - Pd((ge)i .

L)} <o Y
CHWW

where the transition to the second line follows by combining (9.172) and (9.175). Applying (9.177) and (9.178) gives
P(L,e DNL) P(L.¢DNIL
E(|Ec|>s0<1>ZZ{ (L. ), P )}

7

< {(ce)f({r, v}

i=1,2

L) _pt ((gg)i +u L, = L)

) k
ecdv CFWW ok(i+ew/2) 2 /k2
k P(v) +K(v)\ ©118) k?
< O(zkem/Z + 2k/k2 < 0 W p (9.179)

similarly to the estimate (9.169) from the previous transformation. It follows by the same argument as for (9.171)
that
H(PC) = H(X) < H(X) + 0k(1) = H(PY) + 0x(1). (9.180)

This concludes our analysis of the measure P?.
Part 6. Construction of P/. In the final step of the proof we construct X/ from X%, where we have chosen the
notation X/ rather than X° to avoid confusion with edge labels e € 5v. For o € {y,b}? we define subsets A? of
{r,y,8& b} X {r,3,c,u}? as follows:

AP = {(rr, rr), (br, wr), (br, cx), (xb, xw), (xb, rc), (bb, we), (bb, cw), (bb, cc)} ,

A = {(IYI rY)/ (by, WY)/ (by, CY)} ’

AY® = {(yr, yr), (yb, yw), (yb, y¢)} ,

AV =A{(yy, yy)}-

Note that for each 0 € {y,b}? and every (0’,¢’) € A° we have the compatibility relation ¢’ ~ ¢’; and the spins

0,0’ correspond to the same frozen spin x € {-,+}2. Moreover, for each ¢ € {r,y,c,w}? \ {ww} there is exactly

one spin 0 = 0/(¢) € {y,b}? such that (¢/,¢) € A° for some o’. We then define distributions &7(- | L) over pairs

X =(0,¢) €{r,y, g b}’ x{r,y, ¢ u}? by setting

Ce(c|L)-P(c, =c|L, =)
Pi(o, =0,¢ce =wi|L, = L)

for all (0,¢) € AY, and assigning the remaining probability to the event {(6,¢) = (0,ww)}. To see that these

distributions are well-defined, note that on the right-hand side of (9.181), the denominator is @(1), while (9.177) and
(9.178) together imply that the numerator is nonnegative and small. It follows that

E((o,m) L) =1- Y &X' |L)elo,1],

X’'eA°

&((o,0)|L) =

(9.181)

s0 £9(-| L) is a valid probability measure over A° U {(c, ww)}. In the final transformation, given X¢, for each e € 6v
we set (L), = (L%),. If (6%), € {y,b}? and (¢c%), = ww, then we let (X/), be a sample from &7(- | (L?),). In all other
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cases we let (X/), = (X%),. Itis straightforward to verify that this results in a valid configuration X f with the same
frozen spin, x/ = x4 € {-,+,£}% For each ¢ € {r,y,c,u}?\ {w},

Pf(gezg‘Le:L):Pd(gg:g LE:L)+ Z Pd(ae:a,ge:ww

a:0=0/(¢)

Lo=L)+ {ce(clL)—Pd(ce =¢

Lo =L)&(0,9) L)

(9.181)
= Pd(ce =c

L= L)} = c(c D), (0.182)

so P/ satisfies condition (9.122). On the other hand, since x* = xf e {-,+, f}z, we have

«e({r,p}) ifz € {-,+} and e € 6v(2),
(0.126)

L = L) 291 () ifz € {-,+} and ¢ € 5v(-2),
«Te(g) ifz =1

Pf(xi =z

L, =L) =P”(xi=z

Moreover, since (c)' = r if and only if (0,)" = r, it follows that
(9.182)

Le=1) "2 (€)' | L) = wrele)

It follows from the last two displays combined that P/ satisfies condition (9.121). Lastly, since (L?), = (L), for all
e, and P* satisfied condition (9.120) by construction, we can conclude that P/ also satisfies condition (9.120).

We now estimate the entropy of P/. Let E; denote the subset of edges e € 6v for which (X9), # (X/),. For any
edge in e € E; we must have (¢%), = wwand (¢/), # ww. As a result we can bound

2
E(Ed) < ) (Pf(ge # w) - P(c, qeww)) = >, (c:e(o—Pd(ce = c)) < O(zk’; /2),

eedv €0V CEWW

pf ((ae)i —r

using the same reasoning as for (9.179). It then follows by the argument of (9.171) that
HP?) < HPF) + 0(1). (9.183)
Combining equations (9.156), (9.171), (9.180),(9.183), and (9.133) gives
(9.133) 1
HPH) > HP) —or(1) > HP)+ oo~ ox(D).
This contradicts the assumption that P is the maximal-entropy measure satisfying constraints (9.120)-(9.122), thereby
concluding the proof of the proposition. O

9.7. Conclusion of a priori estimates. In this subsection we complete the proof of Proposition 8.4. We first prove
the expansion result, Lemma 8.3, which was stated in §8.1.

Proof of Lemma 8.3. We first show that in the original k-sar graph &’ = (V’,F’,E’) ~ P = P, ,, every subset of
variables S C V"’ satisfies the bound

229K/30 1 if 0 < |S|/n < 4/5,
|Fe(S)| < {n [k o< S|/n <4/ (9.184)

|S| ifcy/2 <|S|/n < 1/4,
where c; is as in Proposition 3.23. (Note that (8.5) refers to the number |V| of variables in the processed graph,
while in (9.184) and throughout this proof we use n = |V’| > |V| to refer to the number of variables in the original
graph. Thus in (9.184) we crudely divided the first bound by a factor k, which we will use below to account for the
discrepancy in the number of variables in &’ versus in &.) Towards the proof of (9.184), recall that F.(S) denotes the
subset of clauses @ € F with |SNda| > 9k/10. Note that for any fixed subset S C V’ of size |S| = ns, the probability

that a particular clause a € F’ belongs to F.(S) is given by
)} {z—k/zo forall 0 < s < 4/5,
S|lp <

9k 9
= P(Bin(k,s) > —| < —kH| —
Ps ( in(k,s) > 10) _exp{ 7_{(10 s%k/3 forall0 <s < 1/4,
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where the first inequality is from the Chernoff bound and the second is by direct comparison. If [E denotes expectation
over the law P of &’, then another application of the Chernoff bound gives

E.(s,y)=E

{S :|S| = ns and |Fe(S)| = n)/}

)

1-y/a
1

— Fs

< (:S)P(Bin(m,ps) > ny)

<exp {n [7—((5) - a?-((%

For 0 < s < 4/5, taking y = 22°K/3° /k gives

ps) =)/lnyp—/a+(a—7/)ln

(X?‘{(g > Q(yk) — O(y + aps) = Q(yk),

so we see that E, (s, ) is exponentially small in n1. For ¢;/2 < s < 1/4, taking y = s gives

s/a

ps) >sln i O(s + aps) 2 Q(ks lng) > Q(k?-{(s)) ,

a?-((z
a

so again E, (s, y) is exponentially small in 7. It follows that for the original k-sAT instance, we have

]P(any subset S’ C V’ violates (9.184)) < exp { - nQ(kQ(?{(%))} < exp{-nc'}, (9.185)

where ¢’ depends only on k and ¢; (and c¢; in turn depends only on k, &, R). If in the processed k-sAT instance
& = (V,F,E) we have any subset S C V violating (8.5), then in the original instance &’ = (V’, F’, E’) it must be
the case that either some subset S’ C V"’ violates (9.184), or |V| < |V’|/k. It follows by combining with (9.185) and
Proposition 3.22 that

E

Py (any subset S C V violates (85))]

V'l
k
and the claimed result follows by Markov’s inequality. O

< ]P(|V| < ) + ]P(any subset S” C V'’ violates (9.184)) <o0,(1),

Proposition 9.17 (used only in proof of Proposition 8.4). On the event that & expands on type-subsets (Definition 8.2),
all non-defective variables are diverse (Definition 9.3); and all strongly non-defective clauses are light (Definition 9.4).

Proof. Since we have restricted to w € I (as has been the case throughout this section), the total number of variables
v with frozen spin x, € {++,--} is close to 71/2, in any pair frozen configuration that is consistent with w. Let 5’
denote the set of all non-diverse variables: then

3 4 3n
M= 1{ty(1++,--}) > - < = Tip(1++,--5) < — 9.186
||;V{v<{ ) 4} 31};@({ D<= (9.186)
(where the last inequality uses the above observation on the number of variables with x, € {++, --}).

Let B C F denote the set of non-diverse clauses; it follows from Definitions 9.3 and 8.2 that ¥ C F,(S’). Now let
S C S’ denote the subset of non-diverse variables that are non-defective (Definition 3.10), so we see from the above
that |S| < |S’| < 3n/4. Recall from Remark 6.5 that a clause is termed strongly non-defective if it neighbors only
non-defective variables. Let N C JIf denote the set of non-diverse clauses that are strongly non-defective; it follows
that N C Fo(S). Then, on the event that & expands on type-subsets, it follows from Definition 8.2 that

IN| < 122930 if |S|/n < 4/5.
= S| if|S|/n < 1/16.

Next let ' C F denote the set of all heavy clauses, and let H C J denote the subset of heavy clauses that are strongly
non-defective. By Proposition 9.16, if v is non-defective but not diverse, then

2k
—— < max {B{o), o)} < B(0) + Klo),

LGS

(9.187)
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where we can take €4 to be much smaller than all the other constants € in this section. Summing the above over all
v € S, and recalling the definitions of (v) and ¥{(v) from Definitions 9.3 and 9.4, we obtain

298] _ IR A te)(l{L eJD’UJK}) < (|N| + |H|)k +18], (9.188)

zkeoo
veS ecdv L

where the right-hand side of (9.188) is obtained as follows: the contribution from the case of strongly non-defective
clause types L is bounded by the term (|N| + |H|)k, where the factor k accounts for the fact that one clause can
neighbor up to k variables. As for the case where L fails to be strongly non-defective, we recall from Remark 6.5
that each v € S neighbors at most one such clause, so the contribution from this case is bounded by the term |S|.

Now note that (9.187) bounds |N| in terms of |S|, while (9.188) bounds |S| in terms of |N| and |H|. We will close
the loop by bounding |H| in terms of |N|. In fact we will bound |Ep| where Ep; is a subset of edges defined as
follows: for any edge e = (av) where L, = L and j = j(t.), write w, = wg ;. Then let

1
Ey = {e = (av) : a is a strongly non-defective clause and w,(rr) > W} .

Note that a clause belongs to H if and only if it lies incident to Eg, so |H| < |Eg|. We will bound

2
Enl < > En(Uy)]
i=0

where Ep(U;) denotes the subset of edges in Ey that are incident to U;, and (Uy, Uy, U>) gives a partition of the set
of all non-defective variables:

U, = {non-defective variables v : P(v) < 2K(17¢=) Jv) < 2k(1=e=)}

U, = {non-defective variables v : P(v) < 2K(17¢=) J[p) > 2k(1-e=)}

U, = {non-defective variables v : P(v) > 2k(17€=)} .
It follows from Proposition 9.16 that if v € Uy then v is diverse, and moreover that 7, (x) is close to 1/4 for each
x € {-,+}% Thus each v € Uj satisfies the conditions of Lemma 9.11 — in particular, Lemma 9.11 has a condition
Tto(++) > 27K/16 which is certainly guaranteed if 77, (++) is close to 1/4. It follows by Lemma 9.11 that an edge e = (av)
with v € U, cannot belong to Ex unless the clause a is non-diverse, which means a € N. Therefore

Ex(Uy)| < {(uv) €Ey:ac N} < INJk.
Next, similarly to (9.188) we have the bound
2Nt
e < D) < [HIk + U] (9.189)
vel;
For v € Uy, applying Corollary 9.12 gives
1 k22k(1+€o) zk
> n(LIte)l{a)L,j(rr) > Zk(mo)} S e Sy (9.190)
ec€ov LeD

where the last bound holds because we took €, to be much smaller than €,. Combining with the preceding upper
bound on |U;| gives

|En(Uy)| < +

{(av):a EN}

{(av) €Eg:vely,a e]D}‘

9

2k€oo

(9.190) 2k (9.189)
< |N|k+|u1|2k_eo < |N|k+|H|

ke, k(l + Ok(l)) .

Finally, similarly to (9.188) and (9.189) we have

2K |Uy|
2k€oo

< > (o) < INJk+ U], (9.191)

vel,



238 J. DING, A. SLY, AND N. SUN

from which it follows that

|En(Uz)| <

{(av) (V€ Uz}

fo g 019D kew 13
< |Upl2%k* < |N|2"=k’[1+ 0k(1)] .

Combining the above bounds gives

2 ke
2% H|
[HI < ) IEn(U)] < INI2EK* + [HIZ—k < INJ2'=k* +
i=0
where the last bound holds since we took € to be much smaller than €., as discussed above. Rearranging gives
|H| < O(1)|N|2¥€¢=k*, and combining with (9.188) gives
2keoo IleO(l)
ok k< 2k(1-2€c0) ’

(9.188)
SI" < Om)(INI +IHI)

Together with the expansion bound (9.187) (which can be applied, since we saw earlier that |S| < 3n/4), we see that
the only possibility is for |S| = |[N| = 0. This implies |H| = 0 and concludes the proof. O

Proof of Proposition 8.4. If @ expands on type-subsets, then Proposition 9.17 yields that all non-defective variables
are diverse, and all strongly non-defective clauses are light. Moreover, since a non-defective clause can neighbor
at most one defective variable, it follows that every non-defective clause is diverse in the sense of Definition 9.3.
Thus, if a variable v is strongly non-defective, then all the clauses around it must be both diverse and light, meaning
B(v) = K(v) = 0. Proposition 9.13 then gives the desired estimate (9.72) (by taking (. = €,) for wr,j whenever L(j)
is a strongly non-defective edge type. O

10. MONOTONICITY OF THE 1-RSB FREE ENERGY

In this section we prove Proposition 1.2, which says that the 1-rsB free energy is strictly decreasing with respect
to a in the interval (1.7). Throughout this section we let apg < & < & < Aypg.

Definition 10.1 (monotone coupling of trees). Recall from Definition 4.3 that PGW = PGW(«) denotes the law of the
variable-to-clause tree 7y, ;... We now define a pair of such trees as follows. First let 7, ~ PGW(&). Then delete
each clause in Jy,_4,, ~ PGW(&) \ {axr} independently with probability 1 — d&/d, and let J,_,. . be the connected
component containing vgy, so that .6/.7)”,1“ ~ PGW(d). Let PGW(d, &) denote the law of the pair (%MRT, .6/17,”,1”). This
is the monotone coupling between the measures PGW(d) and PGW(&). Recalling Definition 4.11, let

Gt i) = (Fm,m),Fe(%,w) ,

forall £ > 0. Recall that r')g and ijl are (random) probability measures over {-, +, £ }; similarly as before we will denote
" = 7(-) and 7j* = #j‘(-). In the notation of Proposition 1.1, the marginal law of 1}’ is the measure u‘(d), while that
of ij* is p’ (). We hereafter write u‘(c, &) for the law of the pair (1}°, 7).

Lemma 10.2. Let0 < & — & < exp(—2), and let (', ii*) ~ u‘(&, &) as described in Definition 10.1. Then

2 o N2

E[(ﬁ” - if)?

24k /O(1)

forall € > 0. (On the left-hand side above, in the inner expectation, ' is determined as a measurable function of%ma”.
The outer expectation is with respect to the law of Ty, .a,. ~ PGW(&).)

Proof. The bound certainly holds for £ = 0, where we have 7} = 7i’ = 1/2 with probability one. Suppose inductively
that the bound holds for £ — 1 > 0. Define the ii.d. array

t= ((t;]., ti_]')i,jZI)
where each entry t = (f,f) is an independent sample from the monotone coupling PGW(d, &). Let

a= ((a;, a,«‘j)i,jzl) (10.1)
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where each entry a = (1], 7]) is obtained by applying the map Fy_; to the corresponding entry in ¢: that is,
at = (i, i) = ([Pg_l(i;;)] ), [n_la';)](—)) e [0, 1)?.

Next, let z.i*, 5* be independent random variables with

d* ~ Pois(%k) , 6t~ Pois(@) .

Let d* = d* + 6* Let T = Jvmgm be the variable-to-clause tree with |80RT(1) \ dgr| = d*, such that the i-th clause
in dvgr(2) \ agr has child subtrees t,] for1 < j < k — 1. Likewise, let T = L/v”,ZRT be the variable-to-clause tree with

|00rr(£) \ axr| = d*, such that the i-th clause in dUgr(#) \ az; has child subtrees tijfor1 < j < k — 1. Then
(T, T) = (9 97) ~ paw(d, &) .

With F(x, y) as in (4.28), we can express

(1-TI") exp(¥X)
1+ (1-TII) exp(X)

where we use similar notation as in Definition 4.9, (4.13), and (4.38):

' =F(T,X) =

a* k-1 1;[+
L s .+ .+ S+ “r+ S
IT = Si, Sizl—l_lﬂij, Ziz—lnH, Z:lnﬁ.
i=1 j
We make all the analogous definitions to express i = F (IT",%). As an intermediary between T and T, we define
quantities that use the random messages T]I*] with the random degrees d*:

ij’ i 4 -

d —
~ ~ ~ ~ I
f=]]sr, si=1-[]i;, & =-mi*, f=mn—.

With this notation, we can decompose

denote this A denote this a
it = (F(ﬁ‘, %)~ F(T, i)) . (F(ﬁ‘,i) R, m) (102)
LetX = —lns andX = —lns Using the bound (4.29) from Lemma 4.24, we have
. . ~_\2 o ~\2| .
]E[Az Tl <2B|(fr - ) + (£-£) |7
A7 +6" 2 a7 +6” at+st 2
:2]E[(1T)2 T]]E (1— [ sl) +2]E( > x- > Xl.*) T
i=d™+1 =d"+1 i=d*+1
Ll (kG- @) AR S
< 2| (12| TP Pois| = | > 0 +2]E[Pons(k(a—a))]IE[(Xi) ]

Recall from Lemma 4.13 that Xl_ is well concentrated around roughly 1/ 251 from which it follows that

. 1 d- v
N =~ eXp{_;Xi}
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is well concentrated around 1/2¥. It follows that

E IE[AZ

24k/kO(1)

12 . o
a ) (E-dp
As for a, again using the bound (4.29) from Lemma 4.24, we have

IE[az (T =) + (5= 2| T

T] <2E (10.3)

For the first term on the right-hand side of (10.3) we can bound

a i-1 d-
S Yo CEE P  UE B EA I
i=1 i'=1 i’=i+1

Then, using that d* are measurable functions of T, we have
<kOW

2

-
E|@)* ) (T[]

]E[(IT —TT)?| T

2
]E[(él' - §)? T] ) ,
where the first factor is < kO() because d~ is well concentrated around kd /2 while each TT7[{] is well concentrated
around 1/2F (using Lemma 4.13 again). For the second factor, we can bound

k-1 j-1 k-1
(57 =80 <k uilila it il = [ [ i
=1 =1 jr=j
Combining with the inductive hypothesis gives

Bl -5 |t ) LU { mas lE[u{[j]“]} <o

24k KO | 1<j<k—1 28k /O(1)

Turning to the second term on the right-hand side of (10.3), we have
2

2 [( d” 2 2
E[(i‘ —5) T] =E(E|| Y& - %) < ]E[(d')Z]IE IE[(X; — Xy T} )
L\ i=1
By a similar derivation as for (4.47), we can bound
) ) RE k=1 a4 RE . o
oo S el - 252
j=1

where the last step again uses the inductive hypothesis together with Lemma 4.13. Altogether we obtain

[ L @-a?
= 24k / 94k [}O(1)
Combining with the bound on A verifies the inductive hypothesis, concluding the proof. O

Lemma 10.3. Let0 < & — & < exp(=2), and (7, ij%) ~ u!(d, &). Then

]E(]E[ﬁf_f]é’|ii"]2) < %

forall > 0.
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Proof. We will argue by induction, using the same notation as in the proof of Lemma 10.2. The bound clearly holds
for ¢ = 0, so suppose it holds for £ — 1 > 0. Decompose ﬁg - 1'7[ = A +aasin (10.2). Applying the bound (4.30) from
Lemma 4.24 gives

denote this ay denote this ay denote this ayy denote this ayy

. . A ~ c e ~ . ~  =\2
- {(H - H')FX(H',Z)} 4 {(2 - E)Fy(H',Z)} + o((n‘ - H')Z) + o((z - 2) ) :
We deal with each term separately in what follows.

Bound on a,. Let IT"[i] and ][] be as defined in the proof of Lemma 10.2. Then we have

oI = Z IT[i](3; - 37) = Z IT7[i] Z_: u; 17103 = i) -
i=1 i=1 j=1

Meanwhile, Fy(IT", Y) is a measurable function of T, and from Lemma 4.24 we have |F,(IT", £)| < 1. Combining
with the inductive hypothesis, together with the independence of the random subtrees, we have

) d~ k-1 2
]E(IE[ax T] )sJE {l_ ]Z;]E[H Ju; [f] ' ] [(771] if;;) H)
(0[ 0() 12_ . 2 (&—0-6)2
< grrrowE E(d” k;;E[H‘[i]u;[j]‘T] ) < SO0

where the last inequality uses the estimates from Lemma 4.13.

Bound on a,,. For this part of the proof we will generate the pair (T,T)ina slightly different way, as follows. We
take the subtrees i,-]- and i"ij as before; the only difference is in the :-degrees of the root variable vg,. Let d ~ Pois(kd),
and 0 ~ Pois(k(& — &)). Let S; be i.i.d. symmetric random signs, and let

d d+6

d*521{5i:i}, a*EZ“l{Si:i}.

i=1 i=1

We then let vy have =-degrees d*inT,and d* in T. Then, similarly to (4.47) we can decompose

§ %= ZS(Xl—X,)_ z;s Zl I_Zﬂz;

Note in the above that X; stands for Xi or Xi_ depending on the sign S;, but we have dropped the superscripts for
notational convenience. Applying the approximation

f()=In = f(no) + (7 =10)f'(10) + O(Ilf"lloo(ﬂ - 770)2)

1-uiljln
gives the following expansion for a;:
denote this ay,1 denote this ay,»
il )i = i) S (il = i)
- Fy(IT, Z)Z Z 1= w10 2;( —— ) :

We bound these terms separately, begmmng with the quadratic term ay »:

E[(ﬁzj - 1ij)° | Tz’/]z .
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Combining with the inductive hypothesis, Lemma 4.13, and Lemma 10.2 gives

. (& — d)?
]E(]E[ay,Z | T]z) < W .
We next bound the contribution from the linear term a, ;, which requires some more care. Expanding E[E[a, ; | T1?]
as a double sum over indices 1 < iy, i, < d, we first bound the contribution from the cross terms i; # i,. Here the
issue is that although S;, S;, certainly has mean zero, the cross term may not have mean zero because of the factor
F y (f[‘, Z)z which is correlated with S;,, S;,. However we shall argue that this effect is negligible. To this end, we
shall approximate IT and by

Mlhiz)= [ s flhid= D)) SiXi.

ie[’i]s\{_fl,iz}, ie[’i]\{il,iz}
Let H(x,y) = Fy(x, ¥)?, and note that for 0 < x < 1 and xe¥ < 1 we have
(1-x)e¥ 1-(1-x)eY ey
H ’ =2 S 2 7
IHx(x, )l 1+ (1-x)eV) 1+ (1—x)e? (1—xe?)+ eV
(1—x)e? 21—(1—x)ey
H,(x,y) =2 <
IHy ()l ((1 +(1—x)eY)? ] 1+ (1—x)eY

It follows that, abbreviating H[i,i,] = H(f["[iliz], 2[1’11'2]), we have

[T, £) - Hlivie)

< z{.n T [iyds]

+ .z — lhia]

} |

Returning to the expression for a,, 1, let us denote

k—
T = ]Z [1 — Ui [J]nu

We then use the Cauchy-Schwarz inequality to bound

] ]E[(fiij - 7ij) ‘ T] .
denote this T'(ij)?

T(z)2<k2 [1_‘“1[] ‘T] E| Gy - 771])|T])

Using the inductive hypothesis and Lemma 4.13, the iy, i3 cross term in [E[[E[a, ; | T]2] can be bounded by

Zero

E H[iliz]ﬁ{si,T(il)} +E (H(ﬁ‘,)’:)—H[iliz])ﬁ{si,T(i,)}
=1
— O(1)E {‘n T[] + ‘z Y liiy] }Zz“:r(i,)Z]l
—(bz_d)z (|1T H[zz |Z Zzz])iiﬂi ul’[] ‘T\T] —(a a)*
= 25 /K00 o lga - M| T ek /kow
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The total contribution to E[E[ay; | T]?] from cross terms i; # i is thus < kKOW(& — &)?/2% so

02 ( @)? 9 ]](771] ﬁij) Nk

E(E[ay,l | 7] ) < 4k/kO(1) E|F,(IT", %) Z [ Tl T} )

(@ - )’ o gl (@ - &

= 24k [KO) +kE Z : ]E[l —uilj] ‘ ] ]E[(WU 771])|T] ) 24k [(O(1) ’
i=1 j=1

having again used the inductive hypothesis together with Lemma 4.13.

Bounds on ay, and a,,. The quadratic terms are more straightforward to bound:

@ @ZE[H il 7] B[ - i)° T]Z),
i=1 j=1

[]E[axx | ]2 ] < KOOE

. o d k-1 wljl \2|.]2 2
efsta 111] < x00e{o 33 S 20 o el - o)
k=1 j=1
Combining with Lemma 4.13 and Lemma 10.2 gives
(@ —a)?
E|Elaw | T1] + E|Elay, || < ol

This concludes our bounds for a.

Bound on A. Recall that the tree T has root degree d while T has root degree d =d+6. Let T be the subtree of T
formed by deleting all subtrees descended from root neighbors with indices larger than d, sothat T € T C T. By
Jensen’s inequality,

IE(]E[A | T]Z) < ]E(]E[A | T]Z) .
If d = d then clearly A = 0. Since |A| < 1 almost surely, we can bound
~12
IE(]E[AI{(S > z}|:r] ) <P > 2)? < KOG — d)t

On the event 6 = 1, applying the bound (4.30) from Lemma 4.24 gives

denote this Ay denote this A,

E[ato=1}|7| - E {Fx(ﬁ‘,i)(ﬁ‘ —ﬁ')} . {Fy(ﬁ‘,i)(i—i)}

s o((ﬁ‘ . ﬁ-)z) ; o((i‘ _ z>)

denote this Ay denote this AW

Since 0 = 1 with probability O(k)(& — &), we find
_ 12
]E(IE[Axl{é = 1}|T] ) <
and by similar considerations

]E(IE[Axxl{(S = 1}‘?]2) +1E(1E[Ayy1{5 = 1}‘?]2) <

(@ — )*E[(IT7)] _ la—ay
22k/kO(1) - 24k/kO(1) ’

(@ —a)3
24k/k0(1) :
Finally, by symmetry, E[A, | T] = 0. Altogether this yields

(@ — a)? < (@ — @)
24k/k0(1) - 24k/kO(1) /

JE[JE[A | T']Z] < kOW(E - a)* +
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where the last step uses the assumed bound on & — ¢.

Conclusion. Substituting the above estimates into (10.2) gives the claimed bound. O

Recall from Proposition 1.1 that u‘(a) converges weakly to u(a) as £ — co. Under the monotone coupling, it is
clear that we also have ‘u‘}(éz, {t) converging to a well-defined limit u(d, &). If (1], 7j) is sampled from u(d, &), then 7
has marginal law (d) while #j has marginal law u(d).

Corollary 10.4. Let0 < & — & < exp(—2F). Let a be as in (10.1), except that the entries are independent samples from
u(a, &) rather than from ;1‘]_1(0'4, &). Then, with the same notation as before, we have
oo ) L (@)
E(JE[Xz X |71 ) < o

i)« S

S o
]E(]E[(Xl Xi) 28k /kO()

foralli<i<d=d"+d.

Proof. With the same notation as before, we can expand

denote this x; denote this x,

.. & wiljlGii - i)
fox= { ST o

j=1

ki (uz-[j]mz-,- - fzi»)z
o= uiljl '
For the quadratic term, applying Lemma 10.2 (in the limit { — o) gives

(i — @)
zsk/kO(1) ’

IE(IE[xz |T]2) <
For the linear term, applying Lemma 10.3 gives
k-1 . 2 . .
uljl | N A (& - a)?
- J- C— 1 < 7
;E[l—u[j]’T] ]E[”f ”f'T] )— 25k /KO °
Combining these gives the first assertion. Similar calculations give
k-1 : 2
uljl |2 ’ ] .
]E( .)T]E[('— %
]Z:; [ 1— M[]] nj = 1j

This gives the second assertion. O

IE(]E[X1 |T]2) <kE

]E(]E[(Xi — X T']Z) < kKOWE

- 28k/kO(1) :

)=

Proof of Proposition 1.2. Let appg < & < @ < aypg with & — & < exp(—2). Our goal is to upper bound the difference
D(&) — O(ct) where D is the 1-rsB free energy defined by (1.11). To this end, define the function

1 1 1
G(x,y) =1n(e_" + o ex_ﬂ/)’
and note that ®(a) = ®(a) + (k — 1)Dy(a) where
1 1 1
=E - =EG(Z*, X"
(@) ln(exp():") - exp(Z7)  exp(Z*+ Z")) GELLY,
k
®y(a) = —aEln (1 - l—[m’) =aEX’. (10.4)
j=1

We define £* as in the proof of Lemma 10.2, and decompose (similarly to (10.2))

denote this G denote this g

(i) — Dy (d) = E(G(i+, $7) - GE i')) ; E(c<i+, £ - 6E 5
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We further decompose

denote this g~ denote this g*

g=E

{G@tij—G@tiﬂ}%G@iiW—G@ﬁﬁUU-

It is easily checked that |G| < 1 and |Gyy| < 1, so

denote this gy denote this gyx

e ={So (i) (-]} o

Applying Corollary 10.4 gives

t'i+

(k-]

i=1

B G P

+\2 12 12

Similar bounds hold for g7, so we conclude
- - a—-a
= < —F .
lgl ‘E(g +g )‘ < P72/ k00)
It remains to estimate G. This is similar to the analysis of A in the proof of Lemma 10.3: write 6 = d—d=06"+6
for the difference in root degrees between T and T. When 6 = 0 we have simply G = 0. The expected contribution

from the event 6 > 2 is negligible. It remains to consider the case 6 = 1. Without loss of generality, take the case
that 5" = 1and 6~ = 0:

Gl,O = IE

GEYE)-GEHE)0%,67)=(, 0)}

=E

GE® + %4e, £) - GEY, £ 6%,07) = <L0>]

1 k(@-d) 1+0@k™)
2 2 2k-1 ’

where the last estimate uses Lemma 4.13 and the fact that the partial derivative Gx(ff', i') is well concentrated
around —1/2. Altogether we conclude

(@) — Dy (d) = K~ 02){1 N 0(1)} |

ok ok/20

Next, let X” and X’ be defined analogously to X’ in (10.4), but using the messages 11j and 7j;. Then

denote this hy; denote this ha,

D, (i) — Py(ct) = {(az - d)- ]EX’} + {a EX' - X')} )

A trivial modification of Corollary 10.4 gives
a(a—a) (a@-a)
25k/ko(1) - 23k/kO(1) ’

(Ehy,)? <

On the other hand, a trivial modification of bounds from Lemma 4.13 (with k in place of k — 1) gives

Cda-af. o)
Eh,;, = " {1 + Sk/20 } .
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Combining the above estimates gives finally

ok ok 2k/20

) — D) = {_ K@-d) (k—l)(bi—o'z)}{1+ 0(1)} _ d-d

This proves that @ is strictly decreasing on the interval apg < a < aypg, as desired.
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