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Abstract. Today people depend on technology, but often do not take
the necessary steps to prioritize privacy and security. Researchers have
been actively studying usable security and privacy to enable better
response and management. A breadth of research focuses on improv-
ing the usability of tools for experts and organizations. Studies that look
at non-expert users tend to analyze the experience for a device, software,
or demographic. There is a lack of understanding of the security and pri-
vacy among average users, regardless of the technology, age, gender, or
demographic. To address this shortcoming, we surveyed 47 publications
in the usable security and privacy space. The work presented here uses
qualitative text analysis to find major themes in user-focused security
research. We found that a user’s misunderstanding of technology is cen-
tral to risky decision-making. Our study highlights trends in the research
community and remaining work. This paper contributes to this discus-
sion by generalizing key themes across user experience in usable security
and privacy.

Keywords: Cybersecurity · Human factors · Information security ·
Privacy · Usability

1 Introduction

Modern technology allows users to be connected, and as a result, so much of daily
life depends on technology. This dependency is deepening as smart connected
devices continue to drive transformative changes to the digital age, putting indi-
viduals’ privacy at risk. The risk to users is sizeable, covering the gamut from
company data breaches, hardware-level vulnerabilities that leak passwords, to
poor security hygiene that gives information away. Moreover, the widespread
adoption of technology increases these risks, as demonstrated by the recent
upsurge in cybercrime [33]. The field of usable security and privacy was developed
in response to ubiquitous technology’s emerging threats. According to NIST, the
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research aims to “make it easy to do the right thing, hard to do the wrong thing,
and easy to recover when the wrong things happen” [51]. Furthermore, we want
to design technology, especially security and privacy-focused solutions, to be
user-friendly. A cross-discipline approach helps to inform solutions. This area’s
interdisciplinary research spans hardware, software, human-computer interac-
tion, psychology, economics, and more. Such collaborative research builds a col-
lation to understand better the dynamics of technology, end-users, security, and
privacy.

An integrative approach to user-centered privacy and security is not new. By
the 1980s, researchers were applying human factors to privacy and security [22].
With nearly 40 years of progress, it is essential to pause and examine the efforts.
There is a myriad of publications to survey. Understanding the gaps, current
state, and everyday experiences of the user can provide a foundation for contin-
ued progress. The scope of current work is prodigious, partly due to the decades
of work and multi-disciplinary methods. The usability of technology has been
an evolving process. In the late 1980s, Karat studied security usability through
the lifecycle of a tool’s development [22].

Today, looking at the existing work, we see a variety of tools and technologies.
Researchers have sought to understand how the privacy and security of everyday
tools can better address issues faced by users. This includes determining cognitive
models users create when engaging with tools and highlighting existing knowledge
gaps. Overall we see the main focus of current work centered around certain groups
of users or technology applications. A large subsection of this work includes deep
dives into studying experts, resulting in the identification of themes as part of
a qualitative review of nearly 70 publications to better capture how researchers
define the field [28]. More specific to end-users, we see some work describing how
users react to vulnerabilities, focusing on novice users’ processes [5,39]. Surveying
the current publications for usable security and privacy, we found a heavy focus
on organizations, specialists, specific demographics, or particular technologies. We
may understand how security researchers and experts define the risks and the field
of study. However, there has been no effort to generalize a user’s understanding of
usable security and privacy.

This review dives deep into existing literature to extract and analyze how
novice users perceive security and privacy. First, we will investigate the findings
from the literature to find common themes in user experience across technology.
Next, we will apply a qualitative data analysis technique to identify the end-
user-specific themes. In analyzing the data, we will answer questions around the
research community and user experience. Finally, this review highlights emerg-
ing trends and questions in the area. We seek to answer the following research
questions (RQ) to guide our research:

RQ1 [User Experience and Risk]: What user behaviors put users more at
risk, and what do users believe places them most at risk?
We found several responses, thoughts, and situations users shared across
the surveyed studies. Diving deeper into what was reported in the citations,
we found that misunderstandings and design issues cause risky behaviors.
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We document examples of risky behavior across the literature through the
coding process and showcase examples. In our findings, the misconcep-
tion of technology, tool design, and trust leads users to make more risky
decisions.

RQ2 [Trends and Challenges]: What are emerging trends and challenges
to the field?
There are several common approaches to study usable security and pri-
vacy. Our results show surveys, interviews, and user experiments are the
most common methods applied to research. We also illustrate trends in
researched topics across the papers. Three topics are explored the most:
warnings, phishing attacks, and passwords. More recent publications sug-
gest an emerging trend in the heterogeneity of user groups, as articles
consider different demographics. This highlights the communities’ realiza-
tion that security and privacy tools need to meet a diverse population.
Furthermore, we report on the challenges and future work based on the
surveyed literature. These challenges are reported as a series of themes.
We find that there are discrepancies between future work and challenges.
Finally, in looking at the remaining gaps, we discuss the most cited obsta-
cles and emerging issues that remain.

2 Related Work

Here we briefly review the current topics covered around usable privacy and
security. Finally, we describe how our work is different from work that has come
before.

2.1 Usable Security and Privacy Work

Work in usable security and privacy has been around since the 1980s. In the 90s,
Whitten and Tygar looked at how the usability of PGP 5.0 prevents the average
person from adopting encryption software [56]. With the threat landscape grow-
ing for cyber physical systems, corporations, and governments, a plethora of work
has looked at cybersecurity from the perspective of a larger system [15,35,52].
In this context, usability is especially important for response and operations.

For example, Kokulu et al. investigated Cybersecurity Operations Centers
(SOC) to find common operational bottlenecks that can be addressed to improve
a SOC’s effectiveness [23]. In other recent papers, researchers apply situational
awareness to the cybersecurity incident responders [2]. Others have sought to
integrate usability to develop better tools for security response, making analysis
easier [18]. This shows the diversity of current work. While there is vast work on
improving security usability for specialists and organizations, another breadth
of research focuses on the everyday user.

Prior work has sought to understand users’ perceptions and experiences with
data usage. Work that focuses on user experience has converged on understand-
ing difficulties users have with integrating security and privacy into everyday life.
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For example, Schufrin et al. created TransparencyVis to allow users to visualize
how personal data is used online [47]. Instead of looking at data for privacy, some
work has focused on a specific technology’s usable security and privacy. Sun-
shine et al. set out to understand how helpful SSL warnings are to users [53]. In
addition, several recent works examine factors that influence security behaviors.
Pearman et al. looked at the challenges in adopting password managers [36]. Ray
et al. built from Pearman et al.’s work and examined challenges facing password
managers for older adults [38]. Similarly, researchers have examined the impact
of specific demographics in usable security and privacy [31,42,50]. Usable secu-
rity and privacy research ranges from visualizations to user’s mental models.
Motivated by a citizen-centered, end-user-centered approach, this paper focuses
specifically on research that targets the average user.

Qualitative Coding. Lennartsson et al. perform a literature review of what
usable security means to the research community to capture this breadth better
[28]. In this piece, Lennartsson et al. apply qualitative coding to a large sample
size of usable security and privacy research to identify novel themes that impact
usability for security-related topics. We expect to see some differences and simi-
larities for our user experience-focused analysis. This is because our survey paper
specifically focuses on the everyday end-user and our research questions.

Framework. Prior work has examined the human factors surrounding everyday
users’ reactions to vulnerabilities [39]. Rebensky et al. focused on two areas.
First is the stages of human response to cybersecurity events. The second is
factors that influence human response to cybersecurity events. This resulted in
formalizing developed cybersecurity response factors.

Contribution. Our research contrasts with prior work by expanding the meta-
analysis. A key contribution to the field is our assessment of trends, challenges,
and future opportunities. In addition, we seek to better understand the themes
reported around user experience and other aspects of existing work.

3 Methods

This analysis explores usable security and privacy research around the everyday
user. By understanding the trends, patterns, user-oriented results, and remain-
ing gaps, researchers can direct efforts toward solving remaining challenges. End-
user-centered research is a broad field. Therefore, this paper excludes citations
concentrating on organizational and security experts to narrow the scope and
provide a survey paper centered on everyday users. The motivation of this sur-
vey is first to examine research from the lens of a security researcher and sec-
ond from the perspective of a human factors researcher. The selected literature
reflects this prioritization; most citations are from security conferences and work-
shops, followed closely by leading human-computer interaction conferences and
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workshops. Literature was found and pulled through IEEE Xplore, ACM Digital
Library, SpringerLink, and Onesearch databases. Our search included a partic-
ular focus on top security conferences and workshops such as USENIX Security
Symposium, IEEE Symposium on Security and Privacy, and Symposium on
Usable Privacy and Security. To include human systems research, the selection
also comprises usable security papers from the Conference on Human Factors
in Computing Systems and Human Computer Interaction International. As of
early 2022, this survey was accurate based on access time. Due to the breadth
of research in Usable Security and Privacy, this is not a comprehensive review
of these topics; but, through the content provided, shows the common themes,
trends, and challenges of the field.

Fig. 1. Flow diagram of the methods and approach taken in this survey paper. The
dashed lines indicate a repeated process, while the solid lines indicate the main process
flow.

This paper seeks to apply qualitative meta-data analysis techniques to survey
usable security and privacy work. For this approach the team used QSR Interna-
tional’s Nvivo Software [29]. We followed the electric coding methods discussed
by Saldaña that allows multiple methods [46]. Figure 1 details the process that
was followed in this user-focused survey. Documents were collected based on the
inclusion criteria. Then, open thematic reading of literature generated common
themes. The open reading, focused on user-centered security studies, resulted in
detecting trends, user perception, and challenges remaining in the field. Some
of the challenges identified are directly discussed in the citations. At the same
time, other challenges became apparent by the lack of inclusion in the sources.
Themes found in initial readings provided content that spurred questions this
survey seeks to investigate further. After developing the questions for this sur-
vey, we developed a codebook to answer the questions. Open coding ensured
we captured any additional themes or findings. Coding is an iterative process,
with re-reading, updating, and reviewing. Figure 1 captures this by including
dotted lines between steps that occurred multiple times. Finally, we are left with
a qualitatively led process to answer the user-centered questions (Table 1).
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Table 1. Table of 47 publications analyzed

No. Reference

1 Acquisti et al. (2017) [1]

2 Benenson et al. (2015) [3]

3 Bilogrevic et al. (2021) [4]

4 Bravo-Lillo et al. (2011) [5]

5 Bravo-lillo et al. (2013) [6]

6 Chassidim et al. (2020) [7]

7 Chin et al. (2012) [8]

8 Consolvo et al. (2021) [9]

9 Downs et al. (2006) [10]

10 Egelman, S. & Peer, E (2015) [12]

11 Egelman et al. (2008) [11]

12 Emami-Naeini et al. (2020) [13]

13 Emami-Naeini et al. (2019) [14]

14 Forget et al. (2019) [16]

15 Frik et al. (2019) [17]

16 Halevi et al. (2013) [19]

17 Haney et al. (2021) [20]

18 Ion et al. (2015) [21]

19 Komanduri et al. (2011) [24]

20 Kondracki et al. (2020) [25]

21 Krombholz et al. (2019) [26]

22 Lebeck et al. (2018) [27]

23 Lennartsson et al. (2021) [28]

24 Mayer et al. (2021) [30]

25 McDonald et al. (2021) [31]

26 Mendel (2019) [32]

27 Naqvi et al. (2019) [34]

28 Pearman et al. (2019) [36]

29 Rader et al. (2012) [37]

30 Ray et al. (2021) [38]

31 Rebensky et al. (2021) [39]

32 Redmiles, E.M. (2019) [40]

33 Redmiles et al. (2018) [44]

34 Redmiles et al. (2019) [41]

35 Redmiles et al. (2016) [42]

(continued)
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Table 1. (continued)

No. Reference

36 Redmiles et al. (2020) [43]

37 Reeder et al. (2018) [45]

38 Schufrin et al. (2020) [47]

39 Shen et al. (2021) [48]

40 Sheng et al. (2010) [49]

41 Simko et al. (2018) [50]

42 Sunshine(2009) [53]

43 Venkatadri et al. (2018) [54]

44 Wash, R. & Rader, E. (2015) [55]

45 Whitten, A. & Tygar, J.D. (1999) [56]

46 Wu et al. (2018) [57]

47 Zeng et al. (2017) [58]

4 Limitations

Our study encounters sample size issues and methodological limitations when
analyzing literature using qualitative meta-analysis. First, the sample size of the
literature could be more exhaustive. We selected based on inclusion in security
and privacy conferences or human-computer interaction conferences, but this
alone can yield more papers. Papers in the survey also needed to include emphasis
on non-expert users. To ensure that our sample size was adequate for the analysis
of user interactions, we coded to saturation [46]. Using the open code approach,
we reached a point where several new articles yielded no more codes for our
focus area of user experience.

A best practice for developing qualitative codes is to utilize multiple
researchers. First, multiple researchers help to ensure agreement and validity of
the codebook. Then, the agreement is evaluated using statistics, such as kappa
coefficient [46]. This was not possible for this study, but our analysis can assure
validity because the codebook reached saturation.

Finally, another limitation to this survey focusing on user perceptions, inter-
actions, and experience within the privacy and security field, is the divergence
between a citations’ age and current trends in the area. We hypothesize that
changes in user technological expertise, increased reliance on online activities
during COVID-19, and other population trends could lead to older publications
with results that may no longer be as accurate. For example, a finding in one of
the evaluated papers could indicate that the median population sampled does
not use 2-Factor Authentication (2FA). If the users were sampled today, we may
find that more recent events, such as increase in remote work, have cause greater
2FA adoption.
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5 Results

We analyzed a total of 47 papers taken from both the security and privacy
domain and human-computer interaction discipline. Documents were found by
an extensive search and determined acceptable for inclusion if they (1) discussed
security and privacy-related research for non-expert users (2) came from a con-
ference or publication identified for inclusion. After collecting a sizeable pile
of material to analyze, we followed the steps outlined in Fig. 1. One researcher
read documents to develop initial questions. She returned to the first article and
started an open coding process when this was complete. If a theme occurred
multiple times, it became part of the codebook. The goal was to find consistent
themes across all the documents in several areas: user experience, trends, and
challenges. This included more initial codes such as demographics, discussion of
ethics, hypotheses, qualitative coding, methods, tools, and technology. A second
read-through narrowed the code structure; iterative reading brought some dis-
tinctions in results that impacted the code structure. For instance, it became
apparent that the trends fit into two main categories: Technology and Methods.
Similarly, our hope to identify challenges and new directions lead to two separate
code classifications: Challenges and Future Work. We can better determine what
challenges remain without recommendations for future work in separating the
two. The remaining content of this section focuses on the codebook and data
obtained in the qualitative analysis.

5.1 User Experience

One of the questions we sought to answer focused on user risk. First, we wanted
to understand better how user risk is framed across technology and demograph-
ics. For example, what user-oriented themes surface across all publications sur-
veyed regardless of technology, age, gender, or demographic-specific challenges?
Understanding this can help answer the questions around user behavior and
beliefs that impact risk. Our qualitative approach provides an answer by iden-
tifying themes that reflect user experience. In the open-coding, we developed a
code structure shown in Table 2. Misconception is a common theme in 20 of the
publications. Surprisingly, Habituation and Personality appeared to be the least
common. Trade-offs, which we expected to be widely shared only appeared in
8 of the publications. To demonstrate the frequency of themes, Table 2 includes
the paper count for each topic in descending order.

5.2 Trends

We focused on discovering trends through qualitative analysis. User Experi-
ments, Surveys, and Mental Models wove through the existing literature, tie the
works together. As a result, Methods became a shared theme. Table 3 lists the
methods we recorded in the qualitative analysis. In reading, we saw papers look
at various topics, including Chrome alerts, Secure-Socket Layer (SSL) warnings,
and Password Managers. We sub-coded Technology and Tools to capture what
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exactly studies reported. Table 3 lists the technology and tools that were common
across the survey analysis.

5.3 Future Work and Challenges

The codes for challenges are listed in Table 4. Future work required adjustment;
the themes still are broad enough to have multiple papers assigned to the code
but more detailed to sufficiently represent the content discussed. The themes
around challenges and future work were separated for analysis. During the open
coding process, many of the difficulties identified mapped to specific items as
future work. Figure 2 shows how the challenges mapped to specific future work
themes reported. In this figure, we tried to reflect the relationship between two
themes by color. Themes that did not have an item in the other column are
gray to indicate no relationship. If we take one of the future work items, for
example, Assist Users with Defaults, we see many challenges it addresses. In
this example, adding defaults can help habituation by avoiding overexposing
users to warnings. Similarly, the concept of designing smart user defaults is a
part of improving user interface design and access control mechanisms. Inter-
dependencies and the rapid change of technology are two challenges mentioned
by more than one publication but are not addressed in the themes that emerged
around future work. We find some future work that, while important, does not
reflect the most common challenges reported in our survey.

Table 2. Themes found in the user-centered analysis along with count of papers that
reported on theme

Themes Publication count

Misconceptions 20

Tool Improvements 14

Trust 13

Knowledge & Skill 12

Timeliness 10

Advice 9

Trade-off 8

Security and Privacy Settings 7

Threats 7

Lack of Information 5

Dependency 5

Data Collection 5

Habituation 5

Personality 2
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Table 3. The trends found in methods and technology application across the 47 papers
surveyed

Methods
Experiment
Interview

Literature Survey
Mental Model

Modes and Frameworks
Survey
Themes

Technology and Tools

Browsers
Mobile device

Phishing attacks
Messages and Warnings

IoT
Labels

Social Media
Passwords
HTTPS

Augmented Reality
Data

Password Managers
Authentication

Table 4. The trends found in challenges and future work across the 47 papers surveyed

Challenges
One-Size Fits All

Habituation
Trade-off

Rapid Change of Technology
Knowledge & Skill

Inform
User Interface Design

Access Control
Misconceptions

Ecosystem Inter-Dependencies
Data Format and Storage

Unknowns for Certain Demographics

Future Work

Assist Users with Defaults
Mental Models

Understand Trade-offs
Design Warnings to Inform

Communicate Data Collection
Improve Security Education

Examine from New Perspectives
More Analysis of 2FA Adoption

Legal Actions
Standardize Interfaces
Better Measurements

6 Discussion

We have so far presented results that follow immediately from our data. In this
section, we will answer the two research questions based on the findings of this
survey and discuss key discoveries from the results of the qualitative analysis.

6.1 RQ1 [User Experience and Risk]: What User Behaviors put
Users More at Risk, and What Do Users Believe Places them
Most at Risk?

There is a relationship between risky behaviors, users’ beliefs, and misconcep-
tions. Our results indicate that the risky behaviors, beliefs, and misconceptions
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Fig. 2. Relationship between common challenges and commonly identified future work
in the surveyed publications

are integral to the user experience. Our analysis found that the motivation for
risky behaviors stemmed from misconceptions, lack of knowledge, or design flaws.
Users engage in risky behaviors when the security and privacy solutions are not
friendly. This was especially true for password management. Pearman et al.
found that people who do not use password management tools “indicated mul-
tiple risky password habits, including heavy reuse of passwords and few or no
unique passwords” [36]. Permissions, access control, and settings seemed to be
a continuous challenge for users. Many users did not make changes when the
interface did not work intuitively or provide users with the most secure options.
Shen et al. reported on this relationship: “Users may notice unexpected permis-
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sions after reviewing their permission settings yet few of them (two out of 20)
regularly review their permission settings” [48]. Reviewing permissions requires
users to be active and mindful of settings. Even if users find unwanted settings,
they rarely seek to change things.

In fact, according to the literature surveyed, it may be best to remove users’
need to act when it comes to security-related decisions. Offering security and
privacy features as defaults can avoid dangerous actions. Forget et al. and Sun-
shine et al. conducted two different investigations. Still, both found that users
tend to make risky decisions, and removing security maintenance from the user
can offer better protection. The thematic analysis by Forget et al. suggests that
users who did not actively manage settings by resorting to defaults were more
secure [16].

Similarly, in looking at warnings, Sunshine et al. and Bravo-Lillo et al. found
that removing users’ interactions with warnings and, instead, providing filtering
methods to protect the user would increase security [5,53]. Users need assistance
to avoid risky decisions. Poor decisions occur due to a lack of urgency and an
incorrect understanding. When examining user response to unauthorized account
access, Redmiles found that users were slow to act [40].

In the same publication, user beliefs factored into the response, “Collectivist
cultural identity appears to influence both participants’ threat models and sup-
port sources. Participants from more collectivistic cultures (Vietnam, Brazil, and
India) were more concerned about someone they knew gaining access to their
account than an unknown ‘hacker’” [40]. End users develop models of threats,
and these models influence their reaction. When users have misconceptions of
the model, they take riskier actions. Wash et al. report on this: “Many partic-
ipants reported weakly held beliefs about viruses and hackers, and these were
the least likely to say they take protective actions” [55]. This often comes from
a lack of knowledge or understanding of the technology. Many of the citations
surveyed here report how users make risky decisions when they do not com-
pletely understand the meaning of warnings. For example, in the case of website
security, Downs et al. found that “most participants had seen lock images on
a web site, and knew that this was meant to signify security, although most
had only a limited understanding of what that meant or how to interpret” [10].
Understanding what a user interface is communicating can help users create a
more accurate understanding of what is risky and what is not risky.

Recent research exploring different populations and user groups has found
design and mental models critical for users to make secure decisions and avoid
unnecessary risk. In this survey, we found publications that looked at three dis-
tinct user groups: older adults [17,38], refugees [50], and sex workers [31]. These
unique groups had increased dependencies on technology that could increase risks
to the user. For example, the adults in care facilities often become dependent
on the technology to ensure safety. A participant in Frik et al.’s study summa-
rizes this, “‘You cede a lot of your personal privacy rights when you move into a
place like this, in exchange for services being rendered to you”’ [17]. Older adults
encounter other dependencies that increase risks, such as dependencies on fam-
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ily or limited resources. In the literature surveyed we found that older adults
rely on close individuals to help with security settings. In some cases, we also
find that older adults are more limited in resources and rely more on recycled
devices or public computers. All these actions put increased risk on privacy and
security [17].

Refugees experience similar, if not at times more polarizing, dependencies.
For example, refugees are often dependent on their case manager [50]. Another
issue facing refugees is that technology solutions to provide security do not con-
sider challenges for this user group. Simko et al. provide the example of password
questions. Password questions do not accurately reflect experiences that refugees
can relate and, therefore, answer [50]. Sex workers face similar limitations with
technology that can force them to make riskier decisions by avoiding secure pay-
ment options [31]. In the cited work, sex workers report understand the risks
and opt to avoid using the technology due to the limitations.

User behaviors are, in a way, responses to nudges and cues. Acquisti et al.
argue that importance of understanding nudges in decision-making can help to
provide avenues for safer security and privacy [1]. From our survey, we find
that the risky behaviors users take result from poor user interfaces and incom-
plete understandings of security. With misconceptions and insufficient nudges,
users will be inclined to move toward decisions that increase risk. Whether users
are aware of the risks, security and privacy measures should be available and
designed for all user groups. Without inclusive design, those most at risk of
threats will be unprotected.

6.2 RQ2 [Trends and Challenges]: What are Emerging Trends
and Challenges to the Field?

Trends. Interviews, surveys, and experiments were the most common methods
in the publications analyzed. Our coding found 17 publications used interviews,
21 used surveys, and 18 used experiments. These methods are essential for col-
lecting user information. In an analysis of user responses, Redmiles et al. found
that survey data and measurements of users do not always match; however,
reporting bias can be improved through filtering and weighting survey data [41].
These methods are tried and true across various fields and are likely to continue
being heavily relied upon in the usable security and privacy space. Table 3 lists
the themes that emerged for methods during this survey.

Table 3 also includes the results for technology and tools. Warnings and
phishing are some of the best-studied areas [6,10,11,16,45,53,57]. However, we
see emerging technology becoming more prominent. Emerging technology pub-
lications in this review included IoT and Augmented Reality [13,14,20,27,58].
Among other notable trends is a renewed focus on at-risk users. Since demo-
graphics is not a tool or technology, it was not captured as a theme in Table 3,
but the increase in research is apparent. Our analysis found recent reports looked
at specific demographics, such as older adults or refugees. This suggests a grow-
ing interest in the research community to better understand diverse users.
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Challenges and Future Work. We examined challenges and future work
through thematic analysis. Despite nearly 40 years of research, usable security
and privacy still faces obstacles. Many of the impediments can be summarized
by usability or user awareness. In our analysis of thematic codes, we found areas
that were identified for future research or categories that represent unaddressed
challenges. For example, security settings may not transfer between devices in
modern IoT ecosystems. Users must learn new interfaces and constantly update
settings for every new device. The lack of standardization is a challenge that more
than one publication discussed. However, none of the items under future work in
Fig. 2 reflect this gap. Future work identifies other areas that need development,
even if the corresponding challenge did not emerge in the open coding process.
We highlight obvious gaps and remaining work in the field here through the
themes identified in Fig. 2.

One remaining challenge that became apparent in the survey is the limita-
tion of data. Some authors reported limitations around measurements; better
measurements mean researchers can sufficiently capture user experience [44].
After reading through the publications presented here, we expand upon the
need to have more data and measurements. Trends and well-established chal-
lenges implore researchers to continue toward inclusive design, but gaps remain.

Currently, we can evaluate mental models, technology, user interface (UI)
designs, but the research community lacks an understanding of how users have
changed over time. We expect to see changes in users; we hypothesize that this
change can be due to increased technology adoption and improved usable security
and privacy. Some of the studies in this paper are nearly 20 years old, while
others are recent. In this survey, it became apparent that there are limits on
measuring how users’ risks have evolved. We can look at how the research trends
have changed over time, but this speaks more to what the research community
is focusing on rather than what changes users are experiencing. Table 2 shows
the challenges and remaining work identified in the publications examined. After
analyzing the trends and challenges, we believe there is also a need to expand user
data collection for usable security and privacy and possible metrics to evaluate
the data. In future work, our team hopes to investigate this specific challenge.
Data can enable us to answer questions about user experience over time or after
a significant event, like COVID-19.

7 Conclusion

So much work in usable privacy and security focuses on technology and applica-
tion. Our goal is to step outside the application and away from expert users to
help generalize findings for novice users. Through reading and qualitative anal-
ysis, we find that there are many shared methods, trends, and challenges among
the surveyed publications. This paper delivers a systematic literature survey of
user experience and remaining work. We demonstrate common themes reported
in the 47 publications and we devise risky behaviors common to non-experts. Our
survey paper dives into the remaining gaps identified in current work and extrap-
olates other challenges. By presenting generalizable end-user-specific themes, we



168 D. Jacobs and T. McDaniel

portray similarities between existing work. We have an opportunity to build
upon existing work, emerging trends, and remaining questions in the field to
better incorporate users in the design and development of privacy and security
features.
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