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Currently, the shape and variance of the analyte band entering the second dimension column when in-
jected from an open loop interface in two-dimensional liquid chromatography is not fully understood.
This is however important as it is connected to several other variables encountered when developing 2D-
LC methods, including the first dimension flow rate, the sampling (modulation) time and the loop vol-
ume. Both numerical simulation methods and experimental measurements were used to understand and
quantify the dispersion occurring in open tubular interface loops. Variables included are the analyte dif-
fusion coefficient (D;no), loop filling and emptying rates (Fsy & Fempy), loop inner diameter or radius (Rjep)
and loop volume (Vjo,,). For a straight loop capillary, we find that the concentration profile (as measured

. . . v
at the loop outlet) depends only on a single dimensionless parameter ., = Fm’:;fy . gz"’“'
loop

of the filling and emptying flow rates Fempy/Fsy. A model depending only on these two parameters was
developed to predict of the peak variance resulting from the filling and emptying of a straight capillary
operated in the first-in-last-out (FILO) modulation mode. Comparison of the concentration profiles and
the corresponding variances obtained by either numerical simulation or experiments with straight cap-
illaries shows the results generally agree very well. When the straight capillary is replaced by a tightly
coiled loop, significantly smaller (20-40%) peak variances are observed compared to straight capillaries.
The magnitude of these decreases is not predicted as well by simulations, however the simulation results
are still useful in this case, because they represent an upper boundary (i.e., worst-case scenario) on the

and the ratio

predicted variance.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

The use of analytical scale two-dimensional liquid chromatogra-
phy (2D-LC) has increased significantly in recent years to address
problems that cannot be resolved by conventional one-dimensional
LC (1D-LC). It has not only been applied in the so-called “omics”-
fields and biopharmaceutical analysis, but also for small molecule
analysis in the pharmaceutical and chemical industry [1-4]. One of
the main reasons for this evolution is the large increase in com-
mercially available instrumentation and software for 2D-LC. How-
ever, method development still remains a bottleneck, in part due
to insufficient fundamental understanding of some key aspects of
the instrumentation. The major challenges typically encountered
during method development include finding the optimal combina-
tion of separation mechanisms in each dimension, and overcoming
problems associated with the mismatch between the properties of
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the mobile phases used in the two dimensions (e.g., peak splitting
due to large injections of “strong solvent” into the second dimen-
sion) [1,5].

The process by which fractions of first dimension (1D) effluent
are transferred to the second dimension (2D) column is commonly
referred to as “modulation” or “sampling” [6]. The number and vol-
ume of fractions collected can also be important determinants of
the quality of a 2D-LC separation. For all modes of 2D-LC sepa-
ration in use today (i.e., from simple single heart-cut (LC-LC) to
fully comprehensive (LC x LC)) [5], it is most common to transfer
1D effluent to the 2D column using a simple open tubular capil-
lary. These conventional fraction collection loops are in some cases
replaced by trap columns, but these applications are outside the
scope of this work. First, 1D effluent flows from the 'D column
outlet into the capillary for a time that determines the volume of
each collected fraction. Then - usually upon a valve switch - the
capillary is connected to the 2D pump so that its contents are dis-
placed from the capillary and effectively “injected” into the 2D col-
umn. The displacement step can be executed two different ways.
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Fig. 1. Illustration of concentration profiles during filling and emptying of a sam-
ple loop (Vg = Fy-t and Vempy = Fempty-t). Fay = 0.25 mL/min, Fempry = 2 mL/min,
Dpot = 1-107° m[s, Vieop = 160 pL, Loy = 187.1 cm, Rypop = 175 pl. (a) Filling
time = 19.2 s, Vg = 80 puL. (b) Emptying time = 0.3 s, Vempy = 10 pL. (c) Empty-
ing time = 0.9 s, Vempy = 30 uL. (d) Emptying time = 1.8 s, Vempry = 60 L. Aspect
ratio was adjusted for clarity by scaling Ly,,, with a factor of 1/1000.

When the fraction is displaced from the capillary in the same flow
direction in which it was collected, this is referred to as the “First-
In-First-Out” (FIFO) approach. When the fraction is displaced from
the capillary in the direction opposite from which it was collected,
this is referred to as the “First-In-Last-Out” (FILO) approach. In the
literature, different researchers tend to favor either FIFO or FILO,
but we are not aware of any thorough, systematic studies of the
impact of these modulation approaches (i.e., FIFO and FILO) on the
performance of 2D separations. While it seems likely that the im-
pact of the modulation mode will be application dependent, we
have shown in our own work that the impact can be significant
in at least some cases (e.g., see Fig. S4 in ref [7]). Please note that
other notation are used in literature, such as concurrent for FIFO
and countercurrent for FILO approaches [7].

The main aim of the present paper is to study dispersion that
occurs in an open tubular loop during modulation using the FILO
mode. The FIFO case is sufficiently different that we will address it
in a different contribution. First, a generalized model will be devel-
oped using numerical simulations, which is then verified under re-
alistic experimental conditions. In addition, the effect of coiling the
fraction collection loop on peak variances is determined. A similar
simulation and experimental study was performed by Samuelsson
et al., but this work did not provide a comprehensive framework
and model to predict dispersion in a wide range of conditions [8].

2. Experimental
2.1. Numerical simulations

2.1.1. Simulation geometry and boundary conditions

Fig. 1 illustrates the simulation geometry (aspect-ratio scaled
with 1/1000) used in this work. The species distribution computed
in the actual simulation geometry (i.e., the upper half of each plot)
has been mirrored along the symmetry axis to provide a view of
the full cross section of the sample loop. By assuming we are work-
ing with a straight loop capillary, a 2D axisymmetrical simulation
geometry can be used to model the 3D cylindrical loop. This re-
sults in a simplified geometry and requires less simulation time.
For most conditions, the simulation geometry was a 2D rectangle
with a width (Ry,p,) of 175 pum and a length (L) of 187.1 cm re-
sulting in a loop volume of 160 L. Only for the conditions where
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peak volumes larger than 80 pL were explored, a larger geometry
(360 pL) was used to avoid sample loss at the outlet [9]. Other
widths were simulated only to check if the dimensionless repre-
sentation used in section 3.1 is valid.

The top edge of the geometry was assigned as a wall with a
no-slip boundary condition and a zero normal concentration gradi-
ent (i.e., a zero flux wall condition). The bottom edge was assigned
as a symmetry axis with a zero normal concentration and velocity
gradient. During the filling of the loop, the left side of the geom-
etry (width Ryy.,) is treated as a mass flow inlet while the right
side is treated as a pressure outlet with a zero-gauge pressure. To
simulate how the loop is emptied (i.e., when the flow is reversed
for FILO operation), the boundary conditions for the left and right
sides are simply reversed. The different tompty (for the definition of
tampty See section 3.1) and Fempry/Fay values considered in this study
were the result of different filling flow rates (Fg), loop emptying
flow rates (Fempty), diffusion coefficients (D), and filling volumes

(i.e, Vi = Frigp - tin)-

2.1.2. Simulation procedure and post processing

To simulate the filling process, a step function in mass fraction
(Gip = 0.01) is set at the inlet of the capillary to fill the loop at
a flow rate Fg;. The duration of the filling step was always cho-
sen such that the total volume of sample entering the loop max-
imally occupied half the loop volume or less to avoid any analyte
loss at the outlet [9]. In the emptying step (Fig. 1b-d), the flow
direction is reversed (with a given Fempty/Fpy ratio), emptying the
loaded sample plug out of the same end of the loop from which it
was loaded. It is clear from Figs. 1c-d that sample molecules that
diffused towards the low velocity region near the wall take a long
time to empty from the sample loop. Temporal emptying concen-
tration profiles Cyy(t) were obtained at the outlet during empty-
ing (i.e., the inlet during sample filling becomes the outlet during
emptying) by recording at each time step the flow rate averaged
concentrations defined as:

Jsus - cs - dS
Jsus - dS

with us the local axial velocity across the outlet, c¢s the local ana-
lyte concentration across the outlet, and S the surface area of the
outlet. Normalized emptying profiles were subsequently created by
plotting Coue(t)/Ci, as a function of the time t (e.g., see Fig. S1 of the
Supplementary Material) or the normalized volumetric equivalent
of the time (Fempty-t/Vqy, see Fig. 3a).

From the emptying profile, the volumetric peak variance o?
was calculated using the moment expressions given in Eqs. (2),
(3) and (4):

Cout(t) = (1)

ty :
MOM,»:f Cou(t) - €1+ dt 2)
0
o2 _ MOM, <M0M1>2 3)
= MOM, \MOM,
J\; = Utz 'Fezmpty (4)

With MOM,; the it" order moment of the concentration profile
of the analyte exiting the loop, o the time-based peak variance,
Fempey the flow rate during displacement of the sample from the
loop and ¢ the time at which Coue(t)/Ci, drops to 0.001. The lat-
ter condition was chosen because this is also the cut-off used to
integrate the experimental emptying profiles.

An important assumption made is that the mobile phase enter-
ing the loop during filling and emptying of the loop is the same
and equal to the composition of the liquid present in the loop
before the start of filling (save the addition of the tracer analyte
during filling). Given the large number of possible combinations of
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mobile phase solvents, we have elected to focus on this case. In
practice, differences between the compositions of the solvent en-
tering the loop and solvent remaining in the loop from prior work
may lead to effects other than those observed in the present study,
including, for example, dynamics effects as a result of differences
in viscosities (e.g. viscous fingering), incomplete mixing between
the solvents, etc. The interested reader in referred to more specific
literature on these topics [10-12].

2.13. Mesh

A total of 1,496,700 cells of a rectangular structured grid were
used to mesh the modeled 2D geometry. The number of cells along
the flow axis was 74,835, whereas 20 cells were used along the ra-
dial axis. All cells had an axial length of 25 um, while their radial
length varied between 1 um near the wall and 30 um near the
symmetry axis with a 1.195 height growth rate, to better capture
the larger velocity differences between adjacent cells near the wall.

To perform a grid check, a mesh having four times more cells
than the standard grid described above was generated by halv-
ing the length and width of each cell. Subsequently, the values
of U‘E/Vfi” were calculated using the new grid for a low and a
high value of t;, ., (resp., 1-10-> and 0.8) in combination with
the two extreme ratios of Fempry/Fy (0.7 and 20). The obtained val-
ues of o2 /Vfi” were then compared to their corresponding values
obtained by the standard grid. The difference between values ob-
tained using the two grids never exceeded 0.5%. The validity of the
standard time step (1-10~% s) was also checked by doing the same
comparison as for the grid check. It was found that the difference
between the 0‘3 /szi” values obtained with the standard time step

and the ones obtained with a time step of 1 x 10~3 s never ex-
ceeded 0.3%.

2.14. Solver settings

The velocity and concentration fields were determined by solv-
ing the conservation equations for mass and momentum and the
convection-diffusion equation using the finite volumes solvers of
Ansys Fluent® with double precision. When solving the steady-
state velocity fields, the pressure-based coupled solver with second
order upwind spatial momentum discretization and second order
spatial pressure discretization was used. When solving the tran-
sient concentration fields, first order upwind spatial discretization
and second order implicit temporal discretization was used. Gra-
dients were evaluated using the Least Squares Cell Based method.
More detail regarding the numerical models and simulations can
be found in previous works [9,13].

2.1.5. Software and hardware

All simulations were performed with Ansys Fluent 19.2 software
on Dell Power Edge R210 Rack Servers, with an Intel Xeon x3460
processor (clock speed 2,8 GHz, 4 cores) and 16 Gb, 1333 MHz ram
memory running Windows server edition 2008 R2(64-bit) as an
operating system.

2.2. Experimental emptying profiles

All reagents were used as obtained from their respective manu-
facturers. Methanol (MeOH, HPLC Grade > 99.9%), isopropanol (IPA,
HPLC Grade > 99.9%), and uracil were all obtained from Sigma-
Aldrich (St. Louis, MO). Water was purified in-house using a Milli-
Q water purification system (Billerica, MA).

The experimental setup used to determine the emptying pro-
files for the sample loop is illustrated schematically in Fig. 2.
Pumps 1 and 2 (G7120A) were binary pumps from Agilent Tech-
nologies (Waldbronn, Germany). The 8-port/2-position switching
valve (p/n: 5067-4214) and variable wavelength (VWD) UV ab-
sorbance detector (G7114B; 2 uL flow cell G1314-60187) were also

Journal of Chromatography A 1659 (2021) 462578

from Agilent. The instrument was controlled using Agilent Chem-
Station software (C.01.07 SR3 [465]), and raw absorbance data were
exported from ChemStation to .csv files for further treatment.

Emptying profiles were measured using the same 84.1 +/- 0.7
pL test capillary as described in section 2.3 of the previous paper
[9]. Emptying profiles were obtained twice for each condition stud-
ied, once with the capillary stretched out straight, and once with
the capillary coiled to a diameter of 5.7 cm. The procedure was
as follows. First, the loop capillary was flushed with at least three
volumes (i.e., about 240 pL) of mobile phase (e.g., 50/50 ACN/H,0)
using Pump 2 as shown in Fig. 2. Then, the valve was switched
such that Pump 1 - which pumped the same mobile phase as in
Pump 2 but with 10 pg/mL of uracil added - was connected to
the loop capillary, and filled for an amount of time correspond-
ing to the desired fill volume of 30 pL. Finally, the valve was again
switched (the time of the programmed switch was treated as time
zero) such that Pump 2 was reconnected to the loop capillary, and
data were collected for a time corresponding to three loop vol-
umes of liquid pumped through the capillary. This process was re-
peated five times, each time resulting in profiles like those shown
in Fig. 6b, Fig. S6 (B), and Fig. S7 (B). A list of all experimental set-
tings is given in the Supplementary Material in Tables S1, S2 and
S3.

3. Results and discussion
3.1. Simulated concentration profiles and broadening model

Simulated concentration profiles for the outlet of the loop ex-
pressed in volumetric units (Vempty=Fempry-t), and normalized by
the volume loaded into the sample loop (Vg;), are presented in
Fig. 3a for a filling flow rate (Fg;) of 0.25 mL/min, an emptying
flow rate (Fempry) of 2 mL/min (Fempty/Fs=8) and four different fill-
ing volumes. Non-normalized profiles are shown in Fig. S1 of the
Supplementary Material. It is important to note here that the step-
like variation in concentration observed at the start of emptying
(note: to more clearly represent this, the curve starts at -0.5 on
the x-axis) is due to the fact that the emptying profile in this nu-
merical study is monitored directly at the outlet of the capillary in
the simulation. This is different from a physical experiment (using
e.g. a 2D-LC setup or the one used in Fig. 2) where the injected
sample must first travel through a valve and additional connecting
capillary before reaching the detector.

A rather complex behavior is found for the different Vg values,
with the curves crossing multiple times. It is noteworthy that the
concentration plateau at the start of emptying step increases with
increasing fill volume. It is also interesting that the tailing part
obtained for the largest filling volume (red curve) is steeper and
shorter than for the smaller volumes. Besides the filling volume,
the effects of other parameters including diffusion coefficient, loop
diameter and filling/emptying flow ratios were investigated. It was
found that perfectly overlapping dimensionless emptying profiles
are obtained when two conditions are met. First, the ratio of fill-
ing and emptying flow rates Fempty/Fqy should be the same. Second,
the emptying profiles should have the same dimensionless empty-

ing time constant ¢, defined as:

. Vsitt - Dol

tempty = E R2 (5)
empty * Rioop

The physical interpretation of this time constant is that it repre-
sents the ratio of the time needed to empty the volume equivalent
of the fill volume (i.e. Vgy/Fempty) to the time needed for diffusion
across the radius of the loop (ie., Dmol/RlzDDp). For example, when
considering a sample loop which is twice as wide, the same di-

mensionless emptying profile is found for a fill volume that is four
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Fig. 2. Schematic representation of experimental setup used to determine the emptying profiles for (A) the capillary coiled and (B) with the capillary stretched out straight.

Left panels represent the filling step and right panels the emptying step.

times larger, assuming all other parameters remain the same. This
was confirmed by simulating cases with different loop radii, dif-
fusion coefficients, emptying flow rates and diffusion coefficients,
but with the same tompty in a wide range of Lompty: The effect of
the ratio Fempty/Fqy on the dimensionless emptying profiles is illus-
trated in Fig. 3b. It is not surprising that this parameter plays an
important role in the shape of the emptying profiles as it, in com-
bination with ¢, ,, represents the relative time for radial diffu-
sion during emptying and filling (see also the definition of t}m in
Eq. (11)). These observations are consistent with the results from
Deridder et al. [13] who investigated the band broadening during
sample injection using a flow-through needle injection for 1D-LC
and noted the emergence of the same two dimensionless numbers.
In fact, the geometry and assumptions underlying this earlier study
are the same as those presented here. The main physical difference
with the flow through-needle injection is that in that case there is
usually a few seconds hold between loading sample into the nee-
dle and emptying the needle due to the time needed for the needle
to move from the sample vial to the needle seat. In 2D-LC, espe-
cially in the comprehensive mode of separation (LC x LC), this time
is much shorter, and was assumed to be negligible in the simula-
tions described here. In other 2D-LC applications, such as multiple
heartcutting, this assumption is of course no longer valid in the
cases where there is a significant (>> 1 s) waiting time between
the end of filling, and the start of emptying the loop [13]. Con-
sideration of such cases is beyond the scope of this paper. Since
the dimensionless elution profiles are the same when Fempry/Fgy
and tampy are constant, the resulting normalized peak widths and
peak variances (ch/Vfi” or o‘}/vﬁ.”) should also be the same if
plotted vs. t;mp[y for a given ratio of Fempty/Fﬁ,,. This is illustrated
in Fig. 3¢ where we see that varying Fempty/Fgy produces a curve
that goes through a maximum. As previously explained in [13], low
values of tj,,, correspond to conditions where the effects of the
parabolic flow profile during filling can be entirely compensated
during emptying because the analyte molecules entering the tube
in the center do not have enough time to diffuse toward the wall
before the flow is reversed to empty the tube. At high tompty the
opposite occurs, i.e., there is enough time for radial equilibration
during filling and emptying and fewer analyte molecules will trail

behind by residing too long in the low velocity regions near the
wall. The ratio of Fempry/Fgy in turn reflects the relative time avail-
able for radial equilibration during both steps, affecting the shape
of the curve.

Two observations about the effect of Fempry/Fgy can be made,
namely that the maximum value of ‘7\/2 /szﬂl increases with increas-
ing Femp[y/Fﬁ”, and that the location of this maximum (t:mpty)max
shifts to higher ¢}, values for lower Fempy/Fsy values. Several
other Fempty/Fgy ratios were investigated to study these variations
in more detail. It was found that the value of (a‘}/vﬁ.ll)max in-
creases linearly with the square root of Fempry/Fgy in the range of
investigated Fempty/Fqy values (0.7 to 40), as shown in Fig. 4a. The
dependence of (t;mpty)maxon Fempty/Fﬁ” was more difficult to model
and finally we opted for a power law model with (Fgy/Fempry)*
(note the inverse ratio used) as shown in Fig. 4b. The resulting fit-
ting functions are given below:

UZ E 0.5
(Q’) = 0.2 + 0.078. (eanty) "
Vfill max il
0.7
Fr;
(tgmp[y)max = 0.06- (F 'fill ) ”
empty

We then investigated if the curves given in Fig. 3¢ and those for
the other investigated Fempry/Fsy ratios would overlap if the o /V)?

ill
and t* . values would be normalized, i.e., by respectively dividing

empty
them by (O"/Z/ngi”)max and (£}, )max, Yielding the following pa-
rameters:
o} (o2
Y = v /(v2 (8)
fill fill /" max
X = ln[tgmpty/(t:mpfy)max] ©)

The results are presented in Fig. 5a, showing a good agreement
for the different Fempry/Fgy curves in the range of values where
we have both simulation and experimental results, i.e. -1<X<3
(the entire simulation range is shown in Fig. S2 in supplementary
material). The x-axis was converted to the natural logarithm of
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Fig. 3. Simulated normalized emptying profiles as a function of the normalized
emptying volume (Fempry - t/Vyy) (A) for different sample volumes (Vg = 10 uL
(blue), 40 pL (green), 80 uL (purple), 120 uL (orange), 160 uL (red)), with
F = 0.25 mL/min, Fempyy = 2 mL/min, Fempry/Fg = 8 and Dy = 1-107° m?/s. (B)
Same data for Vg = 80 uL and Fgy = 0.25 mL/min, but with different Feypry/Fgy ra-
tios: Fempry/Fa = 1 (dashed blue line), Fempry/Fa = 8 (solid green line), Fempty/Fu=20
(dotted red line). (C) Simulated normalized peak variance as a function of dimen-
sionless emptying time for different Fempry/Fay ratios: Fempey/Fn = 1 (blue circles),
Fempty/Fn = 8 (green triangles) and Fempry/Fy = 20 (red squares). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

empty/(tempty)mﬂx to better present the range of low Compty and be-
cause it results in a Gaussian-like shape for the data series, which
is also centered around zero (since In(1)=0). Fitting all the curves
for the different Fempry/Fgy values, the following fit function, which
is overlaid in Fig. 5 (full black curve), is found:

2
Y =0.234+0.754 - exp<4§4> (10)

This single equation, in combination with the fit Eqs. (6) and
(7), enables prediction of the peak variance for any possible com-
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Eq.(7)

(te
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O

0.001 t t i

Ffill/Fempty

Fig. 4. (A) Plot of the maximum of the simulated normalized peak variance curves
as a function of (Fempty/Fﬁ”)"-S. (B) Plot of the location of the maximum of the sim-
ulated normalized peak variance curves as a function of Fgy/Fempy. The simulated
Fempty[Fsu ratios are 0.7, 1, 2, 7, 8, 20, 40. The black curves represent the fit equa-
tions.

bination of Dynep, Rigop, Ftts Fempty, and Vg for all possible Fempry/Fsy
ratios between 0.7 and 40. To further explore the applicability of
this fit, the simulations that were carried out with varying Vg
were repeated at a fixed value of Vg, but with varying fill and
empty flow rates and D,,, values, while maintaining a constant
Fempty/Fgy value. These results, which are shown in Fig. 5b, again
agree well with the fit function Eq. (10) and confirm that this
equation is universally valid as a good estimate for the a‘} value
of the concentration profile observed at the loop exit provided that
the loop is a straight capillary and operated in the FILO mode. Such
predictions can obtained in the following manner:

1) values of Y can be calculated for -1 < X < 3 using Eq. (10);
2) (a‘%/szi”)max and  (3py)max can  be determined using
Egs. (6) and (7) for a given value of Fempry/Fgy, which en-
ables conversion of the X and Y values into a plot of Uv/ Fil
VS. Gty
3) using the value of t7,,, that can be calculated via Eq. (5) for a

given set of conditions (Dynep Rigop, Fempty, and V) this plot can

then be used to find the corresponding a‘? value.

Whereas Fig. 5 compares the fit function with the simulation
results in a normalized domain and a logarithmic scale (horizontal
axis), Fig. S3 in supplementary materials shows that the agreement
between the fit function and the simulated data is equally good in
the physical o2/V? fil V- tompry domain, similar to Fig. 3c.

As mentioned above, the ratio Fempry/Fy in fact represents the
ratio of the times available for analyte molecules to diffuse during
the filling and emptying steps. This allows definition of a dimen-
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Fig. 5. Fully normalized peak variance fit curve (black solid curve representing the
fit Eq. (10)) and the simulated data points obtained (A) using different loop filling
volumes for different Fempry/Fpy ratios: Fempy/F = 0.7 (purple diamonds), 1 (blue
circles), 2 (orange crosses), 7 (pink hyphens), 8 (green triangles), 20 (red squares),
40 (black pluses). (B) Simulated data obtained using a fixed loop filling volume
(Vs = 30 pL). Blue circles: Fempyy/Fa = 1 and Dpe = 5.56-1071° m?/s, green tri-
angles: Fempry/F = 8 and Dy = 5.56-1071° m?/s, red squares: Fempey/F = 20 and
Dot = 2.74-1071% m?/s. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

sionless fill time t}i” as:
Vi - D
t}ﬁill _ Flel Rzmol (.1.1)
fill " Rioop

Given that the Vg, Dy, and Rlzoop values to be used here are the
same as those that apply during the emptying step, we can for the
case of a straight capillary directly say that t}i” [Compty = Fempty/Fpi-
However, the D, factor is in fact representing the speed of
species transport radially in the open tube, which, for purely lam-
inar flow conditions, is only due to diffusion as the radial velocity
associated with convective transport is zero, by definition. Since
sample loops of the dimensions studied here are usually coiled in
practice, at high velocities the resulting centripetal forces can in-
duce secondary radial flows that enhance radial mixing [9,14-21].
For cases where Fempry is larger than Fgy, which is almost always
the case in 2D-LC, it is possible that this enhanced radial disper-
sion is more pronounced during emptying or even only present
during emptying and not during filling. In that case, the factor
Fempty/Fsu should be replaced by t7,,/t;;,,, where for each t* the
value of Dy, should be replaced by the actual radial dispersion
coefficient D,yq, yielding

5 Fempty - Drad.sin (12)
t;mpty Ffill . Dracl.empty
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It was therefore of interest to know how this affected the ob-
tained fitting function. Fig. S4 shows a series of data points ob-
tained from simulations where Vg was fixed and Fempry/Fay was
held constant, but instead of using a fixed D,,, value (which will
yield the results of Fig. 5b), D,,q was applied for the emptying step
(Drad.empty) and filling (Dyqq ). The values of D,y were in fact the
value of D,,,; multiplied by a factor that represents the relative in-
crease in radial transport that depends on the relevant flow rate
(i.e., Fempty or Fgy). To estimate the approximate values of Dyqq Vs.
flow rate, data obtained in an earlier study were used (see Fig. 8 in
[9]). When comparing the results of these simulations with the fit
function when using Fempty/Fpy, a clear deviation is seen in any case
where the flow rate is high enough to result in a D;;y > Dy
Figure S5 in the supplementary material however shows that if
t}i” [tompty is used instead of Fempry/Fgy with the set Dyog empyy and
Dyqqgu instead of Dy, the fit still accurately predicts a‘;/szi” as
for the cases with a constant D,,,. This again shows the strength
of the obtained fitting function as it also enables prediction of
the variance of the concentration profile at the loop exit even in
cases where radial dispersion plays a role. It is of course required
to have reliable data for the dependence of D,,y on F. As will be
shown in the experimental results section, the dispersion predicted
by simulations using D,,,,; in fact represents a limiting worst-case
scenario.

3.2. Comparison of simulated and experimental emptying

To verify the simulated emptying profiles and the dispersion
model given by Eqs. (6)-(10), a series of experimental empty-
ing profiles were measured using a straight loop, as described in
Section 2.2. In Fig. 6, simulated emptying profiles (6A) are com-
pared with experimental ones, both obtained at Fempry/Fsy = 8 for
different values of t;;, . The resemblance of the trailing ends of
the peaks is striking, even showing very similar behavior in the
crossing over of the profiles over the course of the time axis.
As previously mentioned, the front of the experimental profile is
more rounded than the step-like shape obtained from the sim-
ulations due to the dispersion occurring between the outlet of
the loop capillary and the UV-detector, which is not included in
the simulations. Similarly good agreement between the experi-
mental and simulated profiles was obtained for Fempry/Fgy = 1
and Fempry/Fy = 20, as shown in Figs. S6 and S7 in the Supple-
mentary Material. To obtain the appropriate range of t;, ., val-
ues for the latter case, a more viscous mobile phase was used
(isopropanol/water 50/50 v%/v% vs. methanol/water 50/50 v%/v%
used for Fempry/Fsy = 1 and 8). Under these conditions, the value
Do is reduced by a factor of two [9]. Note that there are
small differences in t;, ,, due to the difference between sim-
ulated and experimentally determined loop radii, and the dis-
cretization of the valve switching time (i.e., minimum increment
of 0.01 min) that did not allow to exactly obtain the intended
Vi = 30pL (see also Tables TS1, TS2 and TS3 in the Supplementary
Material).

Using the same method as for the simulated emptying pro-
files (see Experimental Section Egs. (1)-((4)), the peak variance of
these profiles was determined and, using Eqs. (6)-(9), converted
in the same dimensionless representation used in Fig. 5. For the
Fempty/Fan = 1, an excellent agreement is found between the fit-
ting function and the experimental results, as shown in Fig. 7. For
the two other ratios, an equally good agreement with the fit is
found in the range 0<X<3. For values of X<0, a deviation of the
experimental results from the fit function is observed, increasing
to around 20% at X=-1. The precision of the results in this range
is however also poorer as indicated by the increasingly larger error
bars (+£10) for lower X values. To obtain these very low X val-
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Fig. 6. Normalized emptying profiles as a function of emptying volume for
(A) simulated and (B) experimental results. In both cases Fempy/Fs = 8 and
Dot = 5.56-10710 m?[s. Green dotted curves: Fg = 0.04 mL/min, Fempy = 0.32
mL/min, 5, G =0.102, £, oxp =0.091. Blue dashed curves: Fg = 0.23 mL/min,

=0.016. Red solid curves: Fg = 0.55

Fempry = 1.84 mL/min, ;. ;. =0.018, £3,,0, orp
mL/min, Feppy = 4.4 mL/min, t}, =0.007, t3pty,exp=0.006. (For interpretation of

empty.sim
the references to colour in this figure legend, the reader is referred to the web ver-

sion of this article.)
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Fig. 7. Fully normalized peak variance fit curve (black solid curve representing the
fit Eq. (10)) in addition to the experimental data points obtained using straight
loops and with a fixed loop filling volume of Vg =30 L. Fempty/Fay = 1 and Dy
= 5.56-1071° m?/s (blue circles), Fempy/Fu = 8 and Dpo = 5.56-1071° m?/s (green
triangles), Fempty/Fu = 20 and Dpo = 2.74-10-1° m?/s (red squares). (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

ues, very high emptying flow rates are used, making these exper-
iments more sensitive to multiple experimental factors including
integration errors (narrow peaks) and small variations in the valve
switching time (on the order of milliseconds). Nevertheless, the
results show that, within acceptable accuracy, the variance of the
concentration profile observed at the exit of straight sample loops
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Fig. 8. Fully normalized peak variance fit curve (black solid curve representing the
fit Eq. (10)) in addition to the experimental data points obtained using coiled loops
and with a fixed loop filling volume of Vg =30 L. Fempry/Fay = 1 and Dy =
5.56-10~10 m?/s (blue circles), Fempiy/Ffu = 8 and Dpo = 5.56-101° m?/s (green tri-
angles), Fempty/Fau = 20 and Dpg = 2.74-1071° m?/s (red squares). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

used in the FILO mode, for a wide range of Femp[y/Fﬁ” and t;‘mpty
conditions, can be predicted.

As previously mentioned, the sample loops used in 2D-LC are
typically coiled in practice, at least with one half of a turn to make
connection to the different valve ports on the modulation valve,
but often in multiple turns/coils. As a result, secondary flow ef-
fects will occur as the result of centripetal forces, increasing the
radial mixing of the analyte with the surrounding solvent, making
the system behave as if the analyte has a higher diffusion coeffi-
cient. These effects become more pronounced at higher flow rate
and as a result the datapoints in the low tompty Tange will be more
affected. In addition, whereas for high Fempey/Fgy ratios, i.e., for low
Fgy flow rates, this effect only occurs during emptying, for low
Fempty/Fgy ratios (~1) these effects occur to the same extent dur-
ing both filling and emptying. Fig. 8 shows the experimental re-
sults in a way similar to Fig. 7, and using the same loop, but now
with the loop coiled (coil dimensions given in the Experimental
section) for different Femmy/Fﬁ” ratios. Whereas for high X values
(low velocities) the data agree well with the fitting function, es-
pecially for Fempey/Fsy=1, the values increasingly deviate from the
fit as X decreases (i.e., for high Fempry flow rates). If reliable and
accurate data would be available describing the enhancement of
the radial dispersion as a function of flow rate, one could try to
include these in the theoretical model given by Eqs. (6)-(10), us-
ing the t’!ii” /Compty ratio rather the Fempry/Fgy ratio. Since this affects

both the values of t;;, ., and t7; /tz,, (the latter in both numera-
tor and denominator), independent measurements of D,4 are thus
required to enable this correction.

These results however show that the predictive model obtained
and validated for dispersion in the FILO mode in the straight loop
provides a “worst-case scenario”-value for the band broadening.
For coiled loops, the enhanced radial mixing reduces this band
broadening but only to a rather limited extent (max. 40% around
the maximum for Fempty/Fﬁ”:S and 20). The fact that the small-
est reduction is found for Fempry/Fsy=1 indicates that the advan-
tages of the enhanced radial transport occurring during the emp-
tying step is countered by that fact that during the filling step
this enhanced radial transport tends to increase the amount of so-
lutes that are transported towards the low velocity region near the
wall. As for the higher Fempty/Fgy ratio, the flow rate during emp-
tying is always larger than during filling, thus the enhancement
of the radial transport is also always larger than during the filling
stage.
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4. Conclusions

We draw the following principal conclusions from this study.

1. The concentration profiles when emptying straight loops that
were filled in the FILO mode without sample loss at the outlet
(i.e. 50% or less filling fraction) only depend on the dimension-
less emptying time t;;,, = Vriyp - Dot/ (Fempty - Rlzwp) and the ra-
tio of the filling and emptying flow rates Fempry/Fgy, The shape
and relative position of the simulated and experimental elution
profiles correspond very well over the entire range of investi-
gated experimental conditions (Fempty/Fsy = 1-20).

2. The dependencies of normalized peak variances on ¢, de-
pend also on Fempty/Fgy and go through a maximum. By normal-
izing these curves for the location and amplitude of this max-
imum, a universal fit function was developed that allows pre-
diction of the variance of the peaks exiting from straight sam-
ple loops over a wide range of ., -values that correspond to
most conditions encountered in practice.

3. The universal fit function can also be applied in cases where
centripetal forces cause secondary flow effects in coiled loops,
however this requires the use of the t7,,/t;;, ,-ratio rather than
the Femp[y/Fﬁ”—ratio.

4, Peak variances are significantly smaller when coiled loops are
used compared to straight loops. The straight loop case thus
represents the worst-case scenario of the band broadening that
can be expected during the filling and emptying of the loop.
If very accurate data of the enhanced radial mixing due to cen-
tripetal forces as a function of flow rate would be available, one
could apply these to the model to improve the prediction for
coiled loops.

The trends discussed here should be of great use to practi-
tioners of 2D-LC who are interested in making estimates of the
variance of the peaks injected into the second dimension column
during method development and optimization. The fact that these
variances are exclusively determined by t;;, ., and Fempey/Fy should
allow a relatively straightforward comparison of this injection vari-
ance with the expected variance due to dispersion in the second
dimension column itself. In addition, this knowledge may influ-
ence decision making with respect to the use of active modula-
tion approaches (e.g., Active Solvent Modulation) that can be used
to mitigate dispersion of second dimension peaks that can result
from unfavorable combinations of solvent composition and volume
of fractions injected into the second dimension (i.e., mobile phase
mismatch).
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