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1. Introduction

Higher categories are designed to capture different flavours and levels of compositions. From this per-
spective, it is somewhat surprising that Grothendieck suggested already in the 1970s that spaces should be
the same as co-groupoids. This connection becomes slightly less mysterious if we think about the points of a
topological space as objects, paths between them as morphisms, homotopies between paths as 2-morphisms,
homotopies between homotopies between paths as 3-morphisms, and so on, where the morphisms in each of
the higher levels can be composed by pasting the homotopies together. Grothendieck’s paradigm was made
precise in various ways, and provided a fruitful connection between higher category theory and topology.
Versions of this statement are usually summarized under the name homotopy hypothesis. More refined ver-
sions of this statement make it possible to identify intermediate levels, namely n-groupoids on one side with
n-types on the other side, i.e., with spaces whose homotopy groups are concentrated in dimensions < n.

A word of warning is in order at this point. We can fill the notion of n-groupoids with different meanings,
and it turns out not all of them work equally well for the purpose of the homotopy hypothesis. Most notably,
the easiest and least ambiguous notion of strict n-groupoid is not suitable to model n-types for any n > 3,
as was unexpectedly shown by Simpson [31]. To make the homotopy hypothesis true, we are bound to work
with weak higher categories, and there are many different models available to encode such structures. At
first glance, it is the nicest case to have a fully algebraic model, i.e., one that can be described by a finite
amount of data subject to a finite list of axioms, as done e.g. in the case of bicategories. However, this
approach gets out of hand very quickly: while tricategories are still in use as, for example, in [12], [13], [4],
[5], and the definition of tetracategories can still be made explicit in principle [37], any higher structure
seems out of reach.

This leads to the conclusion that we need another way to encode higher-categorical information. There are
various approaches for doing so, nicely summarized in [19]. The common idea of all of them is to provide a
framework which automatically captures all the higher coherence data and axioms for them. We concentrate
in this paper on one of the Segal-type models, which are treated in great detail in [23]. The basic idea is as
follows. Ordinary categories can be considered as a full subcategory of simplicial sets via the nerve functor.
Its essential image can be characterized by the Segal condition, saying for a simplicial set X that a certain
map X, = X1 Xx, X1 Xx, ... Xx, X1 built out of simplicial structure maps has to be an isomorphism.
This idea was generalized by Tamsamani to make n-fold simplicial sets satisfying certain iterated weak
Segal conditions into the model of weak n-categories, which we today call Tamsamani n-categories. With
this notion of higher categories, Tamsamani was able to prove the homotopy hypothesis, showing that the
homotopy category of Tamsamani n-groupoids is equivalent to the homotopy category of n-types [36].

The category of spaces is quite complicated and mysterious. One ubiquitous way to access it is to linearize
it to a degree, by working with the stable homotopy category instead. The stable homotopy hypothesis asserts
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that at least certain stable homotopy types have a categorical incarnation, in the form of symmetric monoidal
higher categories. First versions of this principle for the case of symmetric monoidal groupoids can be found
in [33], [6], [2], [24], [16]; we refer the reader to [10] for an accessible survey and historical account. It is also
closely related to the Baez—Dolan stabilization hypothesis, which was proven in co-categorical terms for the
Tamsamani model in [7].

The stable homotopy types we aim to model are stable n-types, i.e., those whose homotopy groups
are concentrated in the interval [0,n]. On the categorical side, we encounter the same problem as in the —
unstable — homotopy hypothesis, only that it starts earlier. Symmetric monoidal categories can be viewed as
bicategories with one object and extra symmetry and thus have roughly the same complexity as bicategories.
One dimension further, a symmetric monoidal bicategory is a special case of a tricategory with an extra
datum and is already quite awkward to write down explicitly. In particular, this makes the homotopy
hypothesis for stable 2-types [11], [9] very complicated. Another complication of a possibly more fundamental
nature is the fact that tricategories cannot be strictified in general [12], as opposed to bicategories which
are always equivalent to a strict 2-category. This strictification is a result on which previous work for lower
levels heavily relies on.

This makes it necessary to work with a different model for higher categories again. A well-known way to
encode symmetric monoidal structures in different contexts goes back to Segal [28] and uses the category '
of finite pointed sets and basepoint preserving maps between them, cf. e.g. [18], [21]. We use this approach
to define a version of symmetric monoidal weak n-groupoids which we call Picard—Tamsamani n-categories.
With this notion, we are able to prove the following main result.

Theorem (Theorem 4.17). The homotopy category of Picard—Tamsamani n-categories is equivalent to the
homotopy category of stable n-types.

Since there were already versions of the stable homotopy hypothesis available for n < 2, it is reasonable
to ask for a comparison of the theorem above to the existing statements. We address this question in the
case of stable 1-types. It is well-known that Picard categories model stable 1-types, although the statement
seemed to be folklore for a long time, and there is a well-developed algebraic theory for Picard categories
(sometimes under the name “abelian 2-groups”) [17], [25]. To connect our results to the known statements,
we observe that Segal’s K-theory construction [28] is closely related, when restricted to Picard categories,
to the Lack—Paoli 2-nerve from [20].

Theorem (Theorem 5.3). For any Picard category P, there is a natural equivalence KP — NP between
the underlying simplicial object of Segal’s K -theory construction on P and the Lack-Paoli 2-nerve of the
bicategory P with one object associated to P.

Finally, we follow the lines of Lack—Paoli’s discussion of the 2-nerve to recover a version of the stable
homotopy hypothesis for Picard categories. Since the first version of this article appeared, a different proof
of a version of this result appeared in [29], based on the previous work [30] of the author.

Corollary (Corollary 6.1). The equivalence between the homotopy category of Picard-Tamsamani 1-cate-
gories and the homotopy category of stable 1-types specializes to an equivalence between the homotopy
categories of Picard categories and stable 1-types.

The structure of this paper is as follows. In Section 2, we recall the definitions and properties of Tamsamani
n-categories and how they relate to unstable n-types. In Section 3, we give an overview of Bousfield—
Friedlander spectra which we use to model stable types, as well as of their variant of Segal’s theory of
I'-spaces. In Section 4, we prove our main theorem. In the last two sections, we relate this theorem to
previous work, proving the two mentioned results for Picard categories.
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2. Tamsamani categories

In this section, we recall Tamsamani’s definition of weak n-category. This is the model of weak higher
categories we are going to work with throughout the paper. The definition is inductive in nature and requires
several preparations. Along the way, we collect facts about Tamsamani categories needed in this paper. In
particular, we will be interested in the notion of equivalences of Tamsamani categories, which generalizes
the notion of equivalences of categories. We do not make any claim of originality in this part. For a more
thorough treatment, we refer the reader e.g. to [36], [32], [23].

2.1. Notational conventions

Tamsamani categories are multi-simplicial objects, and we first need to fix some notation for these.
As usual, A will denote the simplex category, whose objects are non-empty, finite, totally ordered sets
[n] = {0,...,n}, and whose arrows are order preserving maps between them. To avoid confusion with
several copies of the simplex category, we denote by A[n] the simplicial set represented by [n].

For each non-negative integer n, we write d': [n — 1] — [n] for generating face maps and s': [n+ 1] — [n]
for generating degeneracy maps for all 0 <i < n.

We write A™ for the category A x --- x A of n copies of the simplex category. Its objects, tu-
ples ([m], - ,[my]), will be denoted by M = (mq,...,my). Its arrows, a: M — M’  are n-tuples
a=(ai,...,on) with ag: [mg] — [m}] in A for every 1 <k < n.

Let (A°P)™ denote the product of n copies of A°P. Given a category C, the functor category [(A°P)", (]
is called the category of n-fold simplicial objects in C (or multi-simplicial objects for short).

If X € [(A°P)",C] and k = (k1,...,kn) € (A°P)", we shall write Xy, . j, for the value of X at this
object.

When we set C to be the category Set of sets, the category [(A°P)™, Set] is the category of n-fold simplicial
sets.

In order to efficiently handle the relationship between Tamsamani models for different dimensions, we
introduce a special notational convention as follows.

Let d: Set — [A°P, Set] be the discrete simplicial set functor. Clearly d is fully faithful, and therefore so
is the induced functor

dy: [(A%P)" 71 Set] — [(A°P)" 1 [AP, Set]]

With (d*X)klauwknfl = kal» k

yn—1

for all (ki,...,kn—1) € (A°P)"~L. There is an isomorphism
[(A°P)"~1, [A%P, Set]] 2 [(A°P)"™, Set]

associating to Y € [(A°P)"~1 [A°P Set]] the n-fold simplicial set taking (ki,...,k,) € (A°P)" to
(Y, ... kn_1 )k, - Hence the composite functor
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[(A%P)"~L Set] =5 [(A°P)" 1, [AP, Set]] 2 [(A°P)", Set] (1)
is fully faithful. This property justifies the following convention.

Convention 2.1. We identify [(A°P)"~! Set] with its essential image in [(A°P)™, Set] under the functor (1).
In other words, we identify (n — 1)-fold simplicial sets with those n-fold simplicial sets X for which the
simplicial set X, x, , is discrete for all (kq,...,k,—1) € (A°P)" 71,

To encode composition in different directions in Tamsamani’s model, one uses various Segal conditions.
We recall what these conditions are and settle the notation for them.

Definition 2.2. Let X € [A°P (] be a simplicial object in a category C with pullbacks. For each 1 < j <k

and k > 2, let vj: Xj, — X1 be induced by the map v7: [1] — [k] in A sending 0 to j — 1 and 1 to j. Then
the following diagram commutes:

N N N

Xo XO

If Xqx X0~]~€-x x,X1 denotes the limit of the lower part of the diagram above, the k-th Segal map of X is
the unique map

k
Si: X — X1><X0- . ~><X0X1
such that pr; oSy, = v; where pr; is the j-th projection.
2.2. The functor p")

We recall some basic constructions from [23, §2.2.1]. Let Cat be the category of small categories. There is
a fully faithful nerve functor N: Cat — [A°P, Set] with a left adjoint 71, often called the homotopy category
construction.

Definition 2.3. Let p: [A°P, Set] — Set be obtained by applying 71 to X € [A°P, Set] and then taking the
set of isomorphism classes of the category 7 X.

We can extend the functor p as follows.
Definition 2.4. Define inductively
Dn: [(A°P)™, Set] — Set
by setting p; = p and, given p,_1, by letting p,, be the composite
[(A°P)™ Set] = [(A°P)"~1 [A%, Set] £ [(A%P)*~1, Set] 2ty Set (2)

where the isomorphism on the left-hand side of (2) associates to X € [(A°P)", Set] the object of
[(A°P)" =1 [A°P, Set]] taking (K1, ...,kn—1) € (A°P)"! to the simplicial set Xy, &,

—1°
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Convention 2.5. Under the embedding
[(A°P)"7, Set] < [(A°P)", Set]

of Convention 2.1, we see from Definition 2.4 that the following diagram commutes:

[(A°P)"—1 Set] «——— [(A°P)" Set]

Pn—1

Set
Consequently, no ambiguity can arise by dropping subscripts in the definition of p,, and simply writing
p: [(A°P)", Set] — Set . (3)
We now extend the definition of p as follows.
Definition 2.6. Let p: [(A°P)™, Set] — Set be as in (3). For each 0 <r <n — 1, define
P s [(AP)™, Set] — [(A°P)", Set]

by p© =pand, for 1 <r<n-—1, (ki,..., k) € (A%)" and X € [(A°P)", Set], we set

and similarly for the morphisms.

Remark 2.7. Using Convention 2.1, we have a commuting diagram for each 0 <r <n —1

[(A°P)"=1, Set] —————— [(A°P)", Set]

p(7)
p(7) J,

[(A°P)" Set]
In the definition of p(") we can therefore drop explicit mention of the source dimension n.
The following lemma establishes some elementary properties of the functor p(").
Lemma 2.8 (/23, Lemma 2.2.7]). For each 0 <1 <n —1, let p") be as in Definition 2.6. Then
a) For each [s] € A°P,
(P X)s =p" VX,
b) For each 0 <r <n —1, the functor () [(A°P)™ Set] — [(A°P)", Set] factors as

op\n pn op\n—1 pn % op\n—2 . p" op\7
[(A%)", Set] ——— [(A®P)" ™", Set] —— [(A)"77, Set] - - - = [(A"P)", Set]
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2.8. Defining Tamsamani n-categories

The aim of this subsection is to actually define Tamsamani n-categories. The definition was first given
in [36]. Our equivalent presentation follows the lines of [23]. Note that the definition is inductive and does
not make sense before we have proven that Tamsamani (n — 1)-categories and equivalences of such satisfy
certain properties. We dedicate the rest of this subsection to checking these properties.

Closure Properties 2.9. The Tamsamani model is a full subcategory of [(A°P)™, Set] satisfying a number of
closure properties, which we discuss below for future reference.

Let C C [(A°P)™, Set] be a full subcategory of n-fold simplicial sets. We consider the following closure
properties of C:

CO0: The subcategory C contains the terminal object.

C1: Repletion under isomorphisms; that is, if A = B in [(A°P)™,Set] and A € C, then B € C.
C2: Closure under finite products.

C3: Closure under small coproducts.

C4: If the small coproduct %IAi is in C, then each A; € C.

Once the closure properties above hold, we get the following properties for free. These properties are
precisely what we need in order to make sense of Segal-type conditions for Tamsamani n-categories.

Lemma 2.10 (/23, Lemma 2.2.8]). Let C be a full subcategory of [(A°P)™,Set] satisfying the closure proper-
ties CO to C4. Then:

(1) Ewery discrete n-fold simplicial set is an object of C.

(2) If X is a discrete n-fold simplicial set and f: E — X is a morphism in C, then for each x € X the fibre
E, of f atx is in C.

(8) If A LX< Bisa diagram in C with X discrete, then Axx B € C.

We define the category Tam"™ C [(A°P)™, Set] and n-equivalences by induction on n. When n = 0, we have
Tam® = Set and 0-equivalences are bijections. When n = 1, Tam! = Cat — [A°P, Set] and 1-equivalences
are equivalences of categories.

Inductive Hypothesis 2.11. Suppose, inductively, that we defined for each 1 < k < n — 1 a full subcategory
Tam"® c [(A°P)*~1 Cat] C [(A°P)F, Set]
containing the terminal object and a class W), of maps in Tam” (called k-equivalences) such that
I1: Tam” satisfies the closure properties C0 to C4,
I2: The functor p*=1: [(A°)* Set] — [(A°)*~1 Set] of Definition 2.6 restricts to a functor p(*~1):
Tam” — Tam"” ™! which sends k-equivalences to (k — 1)-equivalences.

I3: W is closed under composition with isomorphisms, it is closed under finite products and small colimits
and, if the small colimit IIf; of maps in Tamy, is in W, then each f; € W.
3

Definition 2.12. An object X of [(A°P)"~! Cat] C [(A°P)", Set] is a Tamsamani n-category if

a) Ap is discrete.
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b) X, € Tam™ ! for all s > 0.
¢) For all s > 2, the Segal maps X, — Xj X x,- - -X x, X1 are (n — 1)-equivalences.

Note that, since Tam" ! satisfies the closure properties C0 to C4, by Lemma 2.10, the iterated pull-
back X x Xof-q-x X, X1 is in Tam"_l, so that the last condition in the definition actually makes sense. The
morphisms of Tamsamani n-categories are just morphisms between underlying multi-simplicial sets.

To satisfy the inductive step, we check first that the functor p(»=: [(A%)" Set] — [(A%P)"~1 Set] of
(n=1): Tam™ — Tam" '. Since p("~2) preserves pullbacks over discrete

objects (as the same is true for p), we have

Definition 2.6 restricts to a functor p

P (X Xy T X K1) = PTDX X 2y gy X 0D X

and, by hypothesis, p(»=2) sends (n — 1)-equivalences to (n — 2)-equivalences. Therefore the Segal maps,
being (n — 1)-equivalences, give rise to (n — 2)-equivalences

(n—2)

— S —
D Xy = P X X -2y X - 2P DAY

This shows that p("~ DX € Tam" .
Next, we define the (n — 1)-categories of morphisms in a Tamsamani n-category. This will allow us to
define n-equivalences, roughly speaking, as functors which are fully faithful and essentially surjective.

Definition 2.13. Let X be a Tamsamani n-category. Given a,b € Xy, the (n — 1)-category of morphisms
X (a,b) is defined to be the fibre at (a,b) of the map (dy,dp): X1 — Xp x Xp.

Since, by inductive hypothesis, Tam™ ! satisfies C0 to C4, by Lemma 2.10 we have X(a,b) € Tam™ .
One should think of X(a,b) € Tam™ ! as a hom-(n — 1)-category.

Definition 2.14. We define a map f: X — ) in Tam” to be an n-equivalence if

(i) For all a,b € Xy, the induced morphism f(a,b): X(a,b) — Y(fa, fb) is an (n — 1)-equivalence.
(ii) p™=Yf is an (n — 1)-equivalence.

To complete the inductive step in the definition of Tam™, we need to check that Tam"” satisfies the
inductive hypotheses I1 to I3 at step n.

Lemma 2.15. The subcategory Tam™ C [(A°P)"~1 Cat] C [(A°P)", Set] satisfies the inductive hypotheses I1
to I3 at step n.

Proof. The property I2 has already been checked above, and the fact that p("~1) sends n-equivalences to
(n — 1)-equivalences is part of the definition of n-equivalence in Tam".

Finally, I1 and I3 follow by [23, Prop. 6.1.6], taking C,,_; = Tam™ ! with W, _; the (n — 1)-equivalences
and C,, = Tam" with W,, the n-equivalences. O

To illustrate the concept, we spell out what it means to be a Tamsamani 2-category.

Example 2.16. From the definition, X € Tam? consists of a simplicial object X € [A°P, Cat| such that A} is
discrete and the Segal maps Xy — X1 X x,- Tix x, X1 are equivalences of categories. The functor p(l) : Tam? —
Cat associates to X € Tam? the simplicial set taking [k] € A% to p(X}); this simplicial set is the nerve of
a category since, for each k > 2,
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k k
pXe gp(XlxXo' . 'XXOXI) %’p(Xl)Xp(XO)' . 'Xp(Xo)p(Xl) .

We will see in Section 5.3 that any bicategory provides us with an example of a Tamsamani 2-category.
Actually, by [20], any Tamsamani 2-category arises in this way up to an appropriate equivalence.

In general, an n-equivalence of Tamsamani n-categories is not a levelwise (n — 1)-equivalence, e.g. an
equivalence of categories is not always a levelwise bijection on the nerves. However, it is helpful to identify
the additional condition making an n-equivalence into a levelwise (n — 1)-equivalence.

Lemma 2.17 (/23, Lemma 7.1.3]). A map f: X — Y in Tam" is a levelwise (n — 1)-equivalence in Tam™ ™ *
if and only if it is an n-equivalence and pfo: pXy — pYoy is a bijection.

Remark 2.18. Note that [23, Lemma 7.1.3] is actually formulated in more generality. In our case, pfy: pXo —
pYo can be combined with the fact that both Xy and )y are discrete, so that an equivalent formulation
would be to say that fy gives a bijection on underlying sets of Xy and ). In particular, if X,) € Tam"
are Tamsamani n-categories with one object, then a map f: X — ) is an n-equivalence if and only if it is
a levelwise (n — 1)-equivalence.

The homotopy hypothesis requires a notion of n-groupoids in the given model of weak n-categories, and
we introduce the corresponding notion next.

Definition 2.19. The full subcategory GTam" C Tam" of Tamsamani n-groupoids is defined inductively
as follows. For n = 0, let GTam’ = Tam’ = Set be the category of sets. For n = 1, let GTam' be
the full subcategory Gpd C Cat of groupoids. Suppose, inductively, that we defined the full subcategory
GTam" ' C Tam" *. We say that a Tamsamani n-category X is in GTam" if it satisfies

i) X, € GTam™ ! for all k& > 0.
ii) p(~VX € GTam™ .

It follows immediately from this definition that the embedding Tam™ — [(A°P)"~! Cat] restricts to an
embedding GTam” < [(A°)"~1 Gpd]. If ¥ € GTam", then by definition &} € GTam" ', thus for each
a,b € Xy, we see that X(a,b) € GTam™ .

2.4. The functor my for Tamsamani n-groupoids

We define the functor my as the restriction of the functor p, defined in Section 2.2, to Tamsamani
n-groupoids. We will collect some basic properties of this functor which will be needed to prove the sta-
ble homotopy hypothesis. The following definition is just a relabelling and could have been done for all
Tamsamani n-categories. However, in the case of groupoids, it coincides with the 7y of the corresponding
classifying space as we show in Lemma 4.10.
Definition 2.20. For each n, we define the functor

mo: GTam"™ — Set

to be the restriction of the functor p = p(®): Tam™ — Set of Inductive Hypothesis 2.11, which was in turn
the restriction of the functor p = p(®): [(A°P)?, Set] — Set of Definition 2.6 to Tamsamani n-categories.
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To make this construction more explicit, let us explain in words what pX is for a Tamsamani n-category
X. Similarly as in the case of bicategories, one can define a notion of internal equivalence in a Tamsamani n-
category. Then p is the functor that assigns to each Tamsamani n-category X € Tam" the set of equivalence
classes of objects of X with respect to internal equivalences. For a more detailed discussion, we refer the
reader to [36, §3].

Example 2.21. For n = 1, recall that the equivalence classes are precisely the isomorphism classes of objects,
so that pX’ for a Tamsamani 1-category X is the set of isomorphism classes of objects in X.

For n = 2, it is known [20] that every Tamsamani 2-category comes from a bicategory, as we will
recall in Section 5.3 in detail. For a Tamsamani 2-category X, the set pX gives precisely the objects
modulo equivalences in X. Indeed, after applying p(*) to X', we obtain the category whose morphisms are
isomorphism classes of old 1-morphisms, and isomorphisms in this category are precisely the equivalences
in the original bicategory.

Lemma 2.22. The functor p: Tam™ — Set preserves finite products, and hence so does the functor
mo: GTam"™ — Set.

Proof. We know by [23, Lemma 4.1.4] that the functor p: Cat — Set preserves finite products; then, so

(k

does each p(® | and in particular, p = p(®) and therefore also my. O

The following result is easy to derive from the definitions and was first obtained in [36, Prop. 5.4].

Proposition 2.23. Let f: X — Y be a map in GTam". If f is an n-equivalence, then mof: moX — mp) is a
bijection.

2.5. Homotopy hypothesis in the Tamsamani model

Our next goal is to review Tamsamani’s version of the (unstable) homotopy hypothesis. This subsection
is dedicated to defining the Poincaré n-groupoid of a topological space, which will constitute one half of the
equivalence between truncated homotopy types and higher groupoids. We need to go into some detail here
since we are using properties of this functor to establish the stable version of this result. As a convention,
our category of topological spaces Top is an abbreviation for the category of compactly generated weak
Hausdorff spaces. We refer the reader to [26, Appendix A] for a thorough discussion with a slightly unusual
terminology.

Our goal is now to define a Tamsamani n-groupoid corresponding to a given space. This requires some
preparation.

We define the cosimplicial space

A Ll Top

[m] —— Avop[m]

where Ap[0] = {*} and, for every positive integer m, we denote by A¢ep[m] the standard topological
m-simplex. The coface maps are inclusions of the corresponding face, and the codegeneracies are given by
the corresponding maps collapsing the simplex to a lower-dimensional one. For more details, we refer the
reader to [8, Example 1.1].

We can now define a functor R,,: A™ — Top, given for every M = (mq,...,m,) € A™ by

Rn(M) = Agop[min] X + - X Agop[ma]-
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Here, R stands for “realization” as this functor encodes a variant of geometric realization. A morphism in
A™ is mapped by R,, to the corresponding product of induced morphisms between topological simplices.

In this subsection, we recall the construction of Tamsamani’s functors II,,: Top — GTam, discussed in
[36, §6]. An alternative approach is also given in [3] and [23].

Notation 2.24. For any topological space X and every n > 1, we write H"(X) for the multi-simplicial set
given by the composition Homrop(Ry(—), X), where Homr,p, denotes the set of continuous maps.

Remark 2.25. Note that the functor H™ can be alternatively described as diag, Sing: Top — [(A°P)", Set],
where diag, denotes the right adjoint to the diagonal functor.

Let v; denote the i-th vertex of the topological simplex A¢p[m]. Note that we use the reformulation of
[36, Prop. 6.3] rather than the original definition.

Definition 2.26. We define inductively the singular multicompler S™(X) of a topological space X to be a
multi-simplicial subset S™(X) C H™(X) such that

e SYX)=H"X), and
o for M € A™, the subset §"(X ) consists of the elements f € H"™(X) for which the following holds:
forevery 0 < k <n—1, every 0 < i < my,_x, and every

(xnv e 7@7 vy xl) S Atop["’nn] X X Atop[mnfk] X X Atop[Tnl]v
there is an element f; of S""*~1(X),,, . ., independent of the variables @, ..., %, k41 so that
f(xm sy Tn—k+1, Vi, Tn—k—15- - - ,961) = filTn—k—1,-..- 7961)~

The condition in the definition ensures both that the 0-th level of Poincaré n-groupoid defined below is
discrete and that the morphisms in the Poincaré n-groupoid can be composed.

We can define an equivalence relation on S™(X)js by saying that two elements f and g in S™(X)as
are homotopic if and only if there exists v € 8" (X)) 1 such that do(y) = f and di(y) = g with
do,di: 8" (X )1 — S"THX)mo = 8™(X)m. The aim is to identify two elements of S™(X)ys when they
are homotopic through maps with the same constraints as above.

Definition 2.27. Given a topological space X and a positive integer n, we define the Poincaré n-groupoid of
X as the functor II,,(X): (A°P)” — Set obtained as the quotient of S™(X) by the homotopy relation; in
particular, we define I1,,(X) s to be the quotient of 8™(X ) by the homotopy relation, for every M € A™.

Tamsamani proved that II,,(X) is indeed what we call a Tamsamani n-groupoid [35, Thm. 2.3.5], [36,
Thm. 6.4], and also that this defines a functor II,,(—): Top — GTam".

Example 2.28. We will unravel the definition in the easiest cases. Fix a topological space X. We will write
~, for the homotopy relation defined above.

For n = 1, the Poincaré 1-groupoid of X is in the first place a simplicial set with m-simplices given by
Sing(X),,/ ~n, where we use H!'(X) = Sing(X) as in Remark 2.25. We have to identify the equivalence
relation ~y,.

Note that S?(X),,.1 consists of continuous maps H: A[1] x A[m] — X so that H(—,v;) is constant for
all v; € Alm]. In particular, if m = 0, the relation ~;, on Sing(X)o is just the identity and the objects
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of TI;(X) are precisely the points of X. For m = 1, the relation ~j is given by the endpoint-preserving
homotopies between paths, i.e., between the elements of Sing(X);.

Since we already know that II; (X) is the nerve of a groupoid, we conclude that it is the nerve of the
fundamental groupoid, as the notation suggests.

Definition 2.29. The geometric realization functor | —|: GTam"™ — Top for Tamsamani n-groupoids is given
by the following composition

GTam™ < [(A%P)", Set] ~228, [A°P Set] — 1 Top
where diag: [(A°P)"”,Set] — [A°P,Set] is given by diag(X), = X(r,...,r), for every r > 0, and
| = |: [A°P, Set] — Top is the usual geometric realization.

The homotopy hypothesis in Tamsamani’s model for higher groupoids states the following (see [36, Thm.
8.0]).

Theorem 2.30. The functors II,, and | — | restrict to
. n — .
| - | GTam TOp[07n] : Hn
and induce an equivalence of homotopy categories
ny ——
Ho(GTam"™) Ho(Topyg, )

where Ho(Top[O’n]) 1s the localization of Topyg ) with respect to the usual topological weak equivalences and
Ho(GTam") is the localization of GTam" with respect to the n-equivalences.

3. Modelling stable types

After discussing how we model higher categories in this paper, we want to explain how we model stable
n-types so that both sides of the stable homotopy hypothesis acquire a fixed meaning. We will use sequential
spectra to model the stable homotopy category. Moreover, to model connective spectra, it will turn out to
be convenient to use Bousfield-Friedlander model of I'-spaces [1]. We recall both notions and some of the
comparison results; this part is purely expository. We then observe that the corresponding equivalences of
homotopy categories restrict to an equivalence of models for stable n-types.

8.1. The model category of spectra

Our spectra are going to take values in simplicial sets since this aligns nicely with the simplicial nature
of our arguments. Before introducing spectra, we remind the reader of some standard facts about simplicial
sets.

Recall that OA[n] denotes the boundary of an n-simplex. In what follows, we write S = A[1]/dA[1].
Moreover, we write S™ = (S1)"\".

Definition 3.1. Given a pointed simplicial set X € sSet,, we define its simplicial loop space by QX =
Homgger, (ST A A[—]4, X) € sSet,, and its suspension by X = S A X. Here (—); denotes the functor
sSet — sSet, that freely adjoins a basepoint.

Remark 3.2. One can verify that these functors form an adjunction ¥ - Q.
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Lemma 3.3. The simplicial loop functor commutes with filtered colimits; that is,
Q colim; X; = colim; Q.X;.

Proof. Recall that every simplicial set with finitely many non-degenerate simplices (and thus, in particular,
St A A[—]4) is finite; see for example [15, Lemma 3.1.2]. O

The reader should be aware that the simplicial loop space functor is not homotopically well-behaved
in general. The situation changes if we restrict ourselves to Kan complexes, where we get the following
well-known lemma.

Lemma 3.4. If X € sSet. is a Kan complex, then Q| X| ~ |QX].
Proof. We write Map,, for the internal hom in the category of pointed topological spaces. This lemma is

a special case of the weak equivalence Sing Map,, (Y], |X]) ~ Homsset, (Y AA[—]4, X) for Kan complexes
X (see e.g. [14, Prop. 1.1.11]) together with the counit of the adjunction |—| - Sing being a weak equivalence:

Q| X| & |Sing Q| X || = Singl\/IapTOp*(|Sl|7 |X\)‘ ~ |H01rnsset*(51 A A[—]+,X)| =|QX| O
Lemma 3.5. For any space Y € Top, we have a natural isomorphism Q2 SingY = Sing QY.

Proof. From the adjunctions

T, - PN
sSet, . £ * sSet, ., L~ Top, . L ’ Top,
Qs Sing Q4
and the well-known fact that ¥ and | — | commute, we see that

(25 Sing) F (| — [Xs) = (X¢] — [) - (Sing ),

where the subscripts are meant to differentiate the simplicial and topological functors. Therefore, we con-
clude that Qg Sing = Sing Q2;. O

We now return to the main focus of this subsection: the category of spectra.
Definition 3.6. A sequential spectrum X consists of a sequence X" € sSet, with n > 0 together with
suspension maps ¢™: X" — X"T! of pointed simplicial sets. A morphism f: X — Y of spectra consists

of a sequence of maps f: X™ — Y™ in sSet, for each n > 0 satisfying o™ (idg: A f7) = frlo™.

As we only work with sequential spectra, we will henceforth refer to them simply as spectra. We denote
the category of spectra by Sp.

Remark 3.7. Given spectra X, Y, it is possible to define a mapping space between spectra Mapg,, (X,Y) €
sSet,, given by

Mapsp(X, Y), = Homg, (X A Aln]4,Y),

where the smash product of a spectrum with a simplicial set is defined levelwise. This provides the category
of spectra with a structure of a simplicial category [1, Prop. 2.2].
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For a detailed treatment of models for spectra, we refer the reader e.g. to [1], [27], [34]. In this paper, we
limit ourselves to the concepts and examples we will need for our proofs.

Example 3.8. The sphere spectrum, denoted by $, is the spectrum with $” = S™ and suspension maps
ngn =5 gl

Recall that the homotopy groups of a pointed simplicial set can be defined as the homotopy groups of its
geometric realization. This will be useful in the brief reminder below on weak equivalences between spectra.

Definition 3.9. The ¢th homotopy group of a spectrum X is defined as
m; X = colim; 7Ti+ij,
where the colimit is taken over the maps
Tigi X9 —Z25 T i1 X7 o, i1 X911
and runs over all 7 > 0 when ¢ > 0, and over j+ ¢ > 0 for ¢ < 0.

Definition 3.10. A spectrum X is called connective if m; X = 0 for i < 0. A spectrum X is an Q-spectrum
if the maps |0”]”: |X"| — Q|X™*!| adjoint to the structure maps B|X"| = |SX"| LN | X" are weak
equivalences in Top,.

We denote the full subcategory of Sp whose objects consist of {2-spectra by QSp.

Remark 3.11. Note that the homotopy groups of 2-spectra are substantially easier to compute than those
of ordinary spectra. Indeed, if X is an {2-spectrum, then for each ¢ > 0 and j > 1 we have

12

7Ti+ij = 7Ti+j|Xj‘ = 7Ti+j_1Q|Xj| = 7Ti+j_1‘Xj_1| L= Tl'i|X0| = 7'1'2')(07
and this isomorphism is compatible with the maps in the colimit. Thus, m; X = 7; X©. Similarly, if ¢ < 0, we
see that m; X = moX %

The category of spectra admits two natural model category structures, whose weak equivalences we now
introduce.

Definition 3.12. A morphism of spectra f: X — Y is a strict weak equivalence if each component f™: X" —
Y™ is a weak equivalence in sSet,. The morphism is a stable weak equivalence if it induces isomorphisms
fo: ™ X — m,Y for every n.

According to [1, Prop. 2.2], there exists a model category structure on Sp having strict weak equivalences
as its weak equivalences; this is called the strict model structure, and we denote its homotopy category
by Ho(Sp)stict. Moreover, there exists another model structure on Sp whose weak equivalences are the
stable weak equivalences, called the stable model structure, and whose homotopy category we denote by
Ho(Sp)stable; this is shown in [1, Prop. 2.3]. This is the stable homotopy category we are interested in.

In fact, Bousfield-Friedlander construct the stable model category from the strict model category struc-
ture. In order to do so, they make use of a functor @: Sp — QSp together with a natural transformation
n: 1 = @ such that each component nx: X — QX is a stable weak equivalence. Any such functor @
satisfying certain technical conditions allows them to obtain a stable model category structure through a
Q-localization theorem [1, Thm. A.7].
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For example, one could consider the functor @: Sp — Q2Sp given by
(QX)™ = colim;>q Sing Q| X"+,
where the sequential colimit is taken over the maps
Sing QY| X" | — Sing Q| X+

i n-+ib i
induced by the adjoints of the structure maps, |X""¢| LA QXL
Using Lemmas 3.3 and 3.5, we can define the structure maps of QX to be adjoint to the following
isomorphisms of simplicial sets, where the first step is just re-indexing;:

colim; Sing Q| X "] — colimxo Sing QX" — Q colim;>o Sing | X" H1+7|.

We observe that each level (QX)™ is a filtered colimit of Kan complexes, thus a Kan complex itself. Hence,
we can apply Lemma 3.4 to conclude that QX is an (2-spectrum.
For the natural transformation 7: id = @, let (nx)™: X™ — (QX)™ be the colimit leg

X" — Sing Q%[ X" Y| — colim;>¢ Sing Q| X" | = (QX)",

where the first map is given by the unit id = Sing| — |. One can check that each 7x is a morphism of
spectra, and that 7 is natural. Furthermore, we have an isomorphism

7, X = colim; 7Tn+iXi
= colim; Q" | XY
2 colim; 7 Sing Q" | XY
2 colim; 2™ Sing O ‘Xi|
moQ" colim; Sing Q| X |
Q" (QX)"
2 1,Q0X

1

where we have used Lemma 3.3, Remark 3.11, the facts that 7y is a left adjoint, and that QX is a levelwise
Kan Q-spectrum. As one can check that the map is precisely the one induced by nx, we conclude that 7x
is a stable weak equivalence.

The following well-known lemma shows that stable weak equivalences and strict weak equivalences agree
when working in QSp.

Lemma 3.13. Let f: X — Y be a morphism in QSp. Then f is a stable weak equivalence if and only if it is
a strict weak equivalence.

Proof. A strict weak equivalence always induces an equivalence on homotopy groups, so it is in particular
a stable equivalence.

For the converse, assume f is a stable weak equivalence; thus it induces isomorphisms m; X° = 7;Y° and
moX* =2 meY? for all i > 0.

Now, consider m; X" for any ¢« > 0,n > 0; we claim that this can be reduced to one of the above cases.
Indeed, if n > 4, then
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X" 2 moQ' | X" 2 X",
and if n <4, then
X" 2 meQ | X" 2 QO X 2 QT X0 2, X
and thus one can see that f induces isomorphisms on all homotopy groups. O

Let Ho(2Sp)strict denote the full subcategory of Ho(Sp)st™t whose objects are the Q-spectra. We can
then show the following, as observed in [1, §2.4].

Proposition 3.14. The functor Q and the forgetful functor U induce an equivalence

Qi HO(Sp)stable E— HO(QSp)StTiCt: U.
Proof. First, note that if f: X — Y is a stable weak equivalence in Sp, then the diagram

X X, 0x

I

y 2 QY

together with the fact that nx and 7y are stable weak equivalences, implies that Qf is a stable weak
equivalence. Hence, by Lemma 3.13, we see that () preserves weak equivalences and therefore induces a
functor on homotopy categories. Similarly, the same lemma shows that U preserves weak equivalences.

To obtain the equivalence, we define n: 1 = UQ to be the unit (note that we slightly abuse the notation
by sometimes making the forgetful functor explicit). The natural transformation 7 is a degreewise stable
weak equivalence and thus a natural isomorphism in Ho(Sp)**#P!¢. For the counit, let ¢: QU = 1 be defined
by ex = n;(l; this inverse exists in Ho(Q2Sp)s™i¢t since, by Lemma 3.13, the maps nx are strict weak
equivalences when restricted to Q2-spectra X . This shows that we indeed obtain an equivalence of homotopy
categories. 0O

8.2. The model category of I'-spaces

Let T denote the category of finite pointed sets and pointed maps. For n > 0, we denote by (n) the set
{0,1,...,n} with 0 as the basepoint. We write n for the subset of (n) consisting of {1,...,n}.

Definition 3.15. Let C be a pointed category, with * as its zero object, i.e., an object which is both initial
and terminal. A T-object in C is a functor I' — C mapping (0) to *. We denote the category of I-objects in
C and natural transformations by I'C. In particular, a I"-space is a I'-object in the category sSet,.

We are interested in a specific type of I'-spaces, the very special ones, which we now recall. Since the
definition makes sense in a broader context, we will extend it. We will later use it for Tamsamani n-categories
as well.

Definition 3.16. Let C be a pointed category with a distinguished class W of weak equivalences. A T'-object
A in C is called special if, for each n > 0, the map

Aln) = A1) x -+ x A(l) = A(1)*",
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induced by the indicator maps v;: (n) — (1) taking only the element j to 1 and all the other elements to
0, is a weak equivalence in W.

We will explain the relation between these v; and the maps v/ from Definition 2.2 later. For the moment,
we acknowledge that the similarity in the notation is not a coincidence.

We call a I'-space special applying this definition to the category of pointed simplicial sets and weak
equivalences. Note that applying this definition to the category of pointed sets with isomorphisms as equiv-
alences gives us precisely an abelian monoid A(1). This is the main motivation for the definition of special
I'-objects. The next remark exhibits a weaker but similar behaviour of I'-spaces.

Remark 3.17. For a special I'-space A, the set mgA(1) becomes an abelian monoid, with multiplication

(v1,v2)

7TOA<1> X 7TOA<1> 7TOA<2> i} 7TOA<1>
where m: (2) — (1) is the map in I" that sends 1,2 to 1, and the left-hand map is invertible by definition
of a special I'-space.

Definition 3.18. A T'-space A is very special if it is special, and the abelian monoid 7y A(1) is a group.

Definition 3.19. A morphism of I'-spaces f: A — B is a strict weak equivalence if each component
fn: A(ny — B(n) is a weak equivalence in sSet,.

Theorem 3.20 ([1, Thm. 3.5]). The category I'sSet, admits a model category structure, in which the weak
equivalences are the strict weak equivalences. This is called the strict model structure, and we will denote
its homotopy category by HoT'sSet e,

Remark 3.21. This model structure should not be confused with the stable model structure on I'sSet.,,
in which the weak equivalences are the maps that induce isomorphisms on the homotopy groups of the
I'-spaces, as opposed to these strict weak equivalences which induce isomorphisms on the homotopy groups
of each of the component spaces.

Both fibrations and cofibrations admit an explicit description in this model structure, which we will not
give here; all details can be found in [1, §3].

The careful reader might note that strict weak equivalences in [1] involve a X,,-equivariance condition
which we have chosen not to include in our definition above. The reason we can omit it is that this equivari-
ance is not an additional property of a map of I'-spaces, it is automatic. Indeed, the automorphism group of
(n) in T'sSet, is precisely ¥,,, and so a natural transformation between functors from I' to sSet, must have
Y,-equivariant maps as its component maps. The symmetric group needs to be involved, however, when
defining the cofibrations.

3.8. Equivalences of homotopy categories of spectra and I'-spaces

Any T-space A: I" — sSet, can be extended to a functor A: sSet, — sSet, (cf. [1], [26, Const. B.20]) by
letting, for each K € sSet,,
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More explicitly, we can first extend the domain of A to all pointed sets and obtain a functor
A: Set, — sSet.
by defining, for each W € Set,,
A(W) = colimycw A(V)
where V' ranges among finite pointed sets. It can then be further extended to a functor
A: sSet, — sSet,

by setting (AK), = (AK,), for n > 0 and K € sSet,, with obvious face and degeneracy maps.
Finally, our functor on pointed simplicial sets defines a functor on spectra

A:Sp— Sp
by defining, for a spectrum X, (AX)" = A(X™), with suspension maps
VAX") = A(ZX™) — AX"H),

where the first map is induced by the natural map of the form K A A(L) — A(K A L). (For a further
explanation of this assembly map in the case of based topological spaces, we refer the reader to [26, Prop.
B.27].)

The discussion in the above paragraphs allows us to define a functor

S': I'sSet, — Sp

mapping a [-space A to the spectrum A(S), where $ is the sphere spectrum. Moreover, there exists a functor
in the other direction,

O(S, —): Sp — I'sSet,

defined on each finite set V and each spectrum X by ®($, X)(V) = Map($", X), where §" = $x$§x---x$
is indexed by the non-basepoint elements in V.

Lemma 3.22 ([1, Lemma 4.6]). The functors S and ®(S,—) are adjoints

S': I'sSet, L Sp: ©(S, —).

In fact, [1, Lemma 4.6] is more powerful, as it proves a simplicial version of this, which reduces to our
statement by restricting to level 0.
Once we have established these functors, it is possible to make the following definition.
Definition 3.23. The ith homotopy group of a I'-space A is defined as
A =mSA,;

that is, as the ith homotopy group of the spectrum obtained by applying the functor S to A.
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Recalling that the categories Sp and I'sSet, admit a strict model structure as described in the previous
subsections, it is not hard to show (see the discussion on p. 103 of [1]) that the adjunction S 4 ®($, —) from
Lemma 3.22 is in fact a Quillen equivalence between the two strict model structures; in particular, we get
equivalences of homotopy categories

LS: Ho(T'sSet, )strict ’ Ho(Sp)*™ict: RO(S, —).

Here LS = S and R®($, X) = (S, X) where X is a functorial fibrant replacement of X in the strict model
structure.

Furthermore, if we restrict these homotopy categories to the full subcategories given by very special
I-spaces and connective 2-spectra, which we respectively denote as v.s.I'sSet, and 2Sps, we obtain the
following. -

Theorem 3.24 ([1, Thm. 5.1]). The adjoint functors LS 4 R®(S, —) restrict to an adjoint equivalence
LS: Ho(v.s.I'sSet, )strict ? Ho(QSps) ' RB(S, —).

In particular, we have that SA is always an 2-spectrum when applied to a very special I'-space A, and
that R®(S, X) = &(S, X ) is a very special I'-space when applied to a strictly fibrant Q-spectrum X. This
allows us to deduce the following useful result.

Proposition 3.25. If A is a very special I'-space, then m; A = m; A(1).
Proof. For each i > 0, we see that
7T2‘A = 7T1'SA = 71'7,(514)0 = WiA(S)O = WZA(SO) = 7'('1'14<1>7

where the second isomorphism uses Remark 3.11 and the fact that SA is an Q-spectrum by [1, Pf. of Thm.
5.1], and the equalities hold by definition. Note that m;A = m;5A = 0 for ¢ < 0, since SA is connective. O

We wish to show that the above adjoint equivalence further restricts to n-types on both sides. Let QSp[Om]
denote the full subcategory of connective Q-spectra whose homotopy groups are concentrated in [0, n].
Similarly, let v.s.I'sSet. g, ) denote the full subcategory of very special I'-n-types; that is, the subcategory
of very special T'-spaces A such that the homotopy groups of each space A{m) are concentrated in [0,n].
This is indeed unambiguous, as we observe next.

Remark 3.26. If A is a special I'-space, then for any m > 0, the homotopy groups of the pointed space A(m)
are concentrated in [0, n] if and only if the homotopy groups of A(1) are.

Together with Proposition 3.25, this implies that our category v.s.I'sSet. g ,,) is the same as the category
(v.8.I'sSet. ) [0,n]-

With this phrasing, we can now formulate the following result.

Theorem 3.27. The adjoint functors LS 4 R®(S, —) restrict to an adjoint equivalence

LS: Ho(v.s.I'sSety[g,)) """ ” Ho(92Spyg ) *7"": R®(S, —).
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Proof. Let A € v.s.I'sSet. g ], and consider SA € QSp (by [I, Lemma 4.2]). We have
’/TlSA = 7T7;A = 7T2A<1>,

where the equality is the definition of the homotopy groups of a I'-space, and the isomorphism is due to
Proposition 3.25. Since A was assumed to take values in sSet. [y ), we know that the homotopy groups of
A(1) are concentrated in [0, n]; thus, the same is true for the homotopy groups of the spectrum SA.

For the other direction, let X € QSpjg ,,j, and consider R® (S, X) = ®($, X) € v.s.I'sSet, for a fibrant
replacement X of X. Because of Remark 3.26, we know that for each m, the pointed space D(S, X ){m) will
have homotopy groups concentrated in [0, n| precisely when & (3, X ){(1) does. In addition,

m®(S, X)(1) = m®(8, X) = mSP($, X) = mX = m X,

where the first isomorphism is due to Proposition 3.25, and the equality is by definition of the homotopy
groups of the I'-space ®($, X). The last two isomorphisms are induced by strict weak equivalences

SP(8,X) 5 X & X

given by the counit of the derived adjunction and by the fibrant replacement (recall that strict weak
equivalences induce isomorphisms on homotopy groups). O

Corollary 3.28. There exists an equivalence of homotopy categories
Uo LS: Ho(v.s.I'sSety g )" > Ho(Spjp,,))***"¢: R®(S, —) 0 Q.

Proof. This is an immediate consequence of Theorem 3.27 and Proposition 3.14, once we recall that n: 1 =
@ is componentwise a stable weak equivalence and thus ): Sp — €2Sp restricts to Q: Spjg ) = 2Sppg - O

4. Stable homotopy hypothesis

The aim of this section is to put together all the ingredients prepared so far. We first need to define the
objects which will play the role of fully groupoidal weak symmetric monoidal n-categories. The rest of the
section will be devoted to proving the stable homotopy hypothesis.

4.1. Picard-Tamsamani n-categories

We now define the main player in our version of the stable homotopy hypothesis. As mentioned in the
introduction, the stable homotopy hypothesis should relate stable homotopy n-types with fully groupoidal
symmetric monoidal weak n-categories. Since both the definition of a symmetric monoidal bicategory and of
a tricategory including all coherences is quite challenging, an explicit fully algebraic definition of symmetric
monoidal weak n-categories for all n seems out of reach at the moment. However, once we decide to use
Segal-type models, the definition ends up being fairly simple.

Before we can phrase the definition, recall that there is a functor relating the categories A°P and T.
More precisely, there is a functor ¢: A°? — T given by ¢([n]) = (n), for all n > 0, and which sends an
order-preserving map «: [m] — [n] to the pointed map

$(0): (n) = (m), s { it € lali — 1) + 1,a(),

0 else.
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Example 4.1. Recall the maps v7: [1] — [n] from Definition 2.2 of the Segal maps. We find that
¢(17) = v;: (n) — (1), justifying the notation. In particular, the underlying simplicial object of a I'-
object has its Segal maps of Definition 2.2 being weak equivalences if and only if it is special in the sense
of Definition 3.16.

Moreover, we have ¢(d') = m for d': [1] — [2] and the map m from Remark 3.17. Thus, the monoid
structure on m9A(1) is determined by the underlying simplicial object of a I'-space A.

The functor ¢ makes it possible to define the following:

Definition 4.2. Let A: I' — C be a I'-object in a pointed category C. Then we call the composite functor
AP 2T A ¢ the underlying simplicial object of A.

Now we are ready to define our fully groupoidal, symmetric monoidal weak n-categories.

Definition 4.3. A Picard-Tamsamani n-category is a functor X' : I' x (A°P)™ — Set such that the restriction
to (A°P)"*! is a Tamsamani (n + 1)-groupoid with one object.

We denote the category of Picard—Tamsamani n-categories and all natural transformations between them
by PicTam".

Remark 4.4. The reader should be aware that some authors (e.g. [16]) use the notion of a Picard groupoid
for what we would call Picard category, to emphasize the invertibility of the morphisms.

Next, we define the appropriate notion of equivalence between Picard—Tamsamani n-categories.

Definition 4.5. A morphism of Picard—Tamsamani n-categories f: X — ) is a weak equivalence if the
induced map between the restrictions of X and ) to (A°P)" is an (n+ 1)-equivalence of Tamsamani (n+1)-
groupoids.

Recall that there is a notion of 7y for Tamsamani n-groupoids. Its properties, discussed in Section 2.4,
allow us to mimic the discussion for spaces and define very special I'-objects in Tamsamani n-groupoids as

follows.

Remark 4.6. For a special I'-object A in Tamsamani n-groupoids, the set mgA(1) becomes an abelian monoid,
with multiplication

T A(L) x moA(L) 2L o A(2) ™ A1)

where m: (2) — (1) is the map that sends 1,2 to 1, and the left-hand map is invertible by definition of a
special I'-object.

Definition 4.7. A I'-object in Tamsamani n-groupoids A is very special if it is special, and the abelian monoid
moA(1) is a group.

Lemma 4.8. A functor X: T x (A°P)™ — Set is a Picard—Tamsamani n-category if and only if it lifts to a
very special I'-object in Tamsamani n-groupoids.

Proof. Assume we are given a functor X': ' x (A°P)™ — Set. We can also consider X as a functor I’ —
[(A°P)™ Set]. Recall that we write &, for X'(n) when we consider X as its underlying A°P-object.
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Assume first that X is a Picard-Tamsamani n-category. As such, it takes by assumption values in Tam-
samani n-groupoids by Definitions 2.19 and 4.3. Moreover, note that the condition of being special only
concerns the underlying A°P-object and is satisfied by the definition since X is a Tamsamani (n+1)-groupoid
with one object.

Next, we observe that the monoid structure of myX; again only depends on the underlying A°P-object,
and thus so does the question of existence of inverses. So we are left to show that mgX; is a group for a
Tamsamani (n + 1)-groupoid X. Recall from Lemma 2.8 that (p(Vx); = p(® X = 7o X;. Moreover, observe
that we can conclude inductively from Definition 2.19 that p() X is the nerve of a groupoid. Applying
Lemma 2.8, we see that (p(l).)( Jo = pO Xy = % since a Picard-Tamsamani n-category has only one object
by definition. Thus, the groupoid pMX is actually the group moXi, so that X is indeed a very special
I'-object in Tamsamani n-groupoids.

Conversely, assume now X to be a very special I'-object in Tamsamani n-groupoids. In particular, it
has &) = * and is discrete. Moreover, since the Segal condition comes precisely from being special, we can
conclude by Definition 2.12 that the underlying (A°P)"*1-object of X is indeed a Tamsamani (n+1)-category
with one object. We still have to check that it is a Tamsamani (n + 1)-groupoid.

Since &} is a Tamsamani n-groupoid for all £ > 0 by the assumption of the lemma, we only need to check
that p(™ X is a Tamsamani n-groupoid by Definition 2.19. By Lemma 2.8, we have (p(™ X); = p(»~1 X}, for
all £ > 0, and this is a Tamsamani (n — 1)-groupoid since X}, is a Tamsamani n-groupoid. Repeating this
argument, we are left to show that p(") X is a groupoid.

Now we can reverse the argument above. We already know that p() X is a category with one object, and
moreover its set of morphisms is precisely (p(MX); = pD A = mpX,. Since this monoid was assumed to be
a group, we have indeed shown that p(") X' is a groupoid. This completes the proof. O

Remark 4.9. By Remark 2.18 and Lemma 4.8, a morphism f: X — ) is a weak equivalence of Picard—
Tamsamani n-categories if and only if each component f,,: X(m) — Y(m) is an n-equivalence in GTam".

4.2. Promoting Tamsamani’s homotopy hypothesis to I'-objects

Since we opted to work with homotopy types seen in the category of simplicial sets instead of topological
spaces, it will be necessary to consider the slightly modified functors shown below.

g = >
GTam" —— [(A°P)", Set) N [A°P, Set] = Top
-

In what follows, we show that the functors

B.
[[', GTam"] [T, sSet]
(Pn)«

restrict to very special I'-objects, and that they induce an equivalence of the homotopy categories if the
weak equivalences are defined levelwise.

We begin by studying the compatibility of the 0-th homotopy groups with the two functors defined
above.
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Lemma 4.10. Let X be a topological space, and let X be a Tamsamani n-groupoid. Then the following holds:

(1) There are natural isomorphisms mo(X) = mo(I11 (X)) and p» (I1,,(X)) = ;(X) for all 1 <i<n —1.
In consequence, mo(X) = mo(I1,(X)).
(2) There is a natural isomorphism mo(X) = mo(|X]).

Proof. The isomorphism 7o(X) = mo(II1(X)) follows from Example 2.28, and the compatibility between
the truncation functor on Tamsamani groupoids and Poincaré n-groupoids is proven in [35, Thm. 2.3.5],
where the truncation functor p(®~—b is denoted by T

Therefore, we have the following chain of isomorphisms

mo(X) =p(IL1 (X))

which concludes the proof of (1).

For the proof of (2), we recall that, in [36, §11], Tamsamani defines a natural n-equivalence X — II,, (| X]),
which by Proposition 2.23 induces an isomorphism of 0-th homotopy groups. To complete the proof, we
compose this isomorphism with the one obtained in (1) between mo(IL,(|X|)) and 7o(|X|). O

Remark 4.11. Lemma 4.10 is an instance of a more general principle: The functors p(") can be seen as r-th
Postnikov truncations, as explained in more detail in [3].

Lemma 4.12. If X: T' — GTam" is a very special I'-object, then so is BX: ' — sSet.

Proof. We know that BX'(0) = % because X(0) is discrete at * € Set. Since X is very special, the map
X(n) — X(1)" is an n-equivalence. The geometric realization B sends n-equivalences to weak homotopy
equivalences; this follows from the fact that Tamsamani’s geometric realization does so (see [36, Prop. 11.2])
and that the classical geometric realization | — |: sSet — Top preserves and reflects weak equivalences. The
functor B also preserves products as diag is a right adjoint and the classical geometric realization preserves
products. Hence BX satisfies the Segal condition too.

Finally, by Lemma 4.10, we know that there is a natural isomorphism mo(BX (1)) = 7o(X (1)), which is
compatible with the monoid structure coming from the Segal condition and thus allows us to deduce that
mo(BX (1)) is an abelian group since mo(X (1)) is one. O

Lemma 4.13. The functor IL,,: Top — GTam" preserves finite products up to n-equivalence.

Proof. We begin by observing that there exists a zigzag of homotopy weak equivalences |II,,(Z)| — Z for
every Z € Top, functorial in Z, see [36, Rmk. 10.8]. In consequence, given X,Y € Top, we have

T

X xY

This means that the map II,,(X x Y) — II,,(X) x II,(Y) induces a weak homotopy equivalence after
realization.
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Applying II,, again, we obtain an m-equivalence by [36, Prop. 11.4]. Together with the natural n-
equivalence X — II,,(]X|) of [36, §11], we get the commutative square

(X xY) —— IL,(X) x I,(Y)

|~ s

Hn |Hn(X X Y)| — Hn |H7L(X) X Hn(Y)I
showing that the upper horizontal map is an n-equivalence, which concludes the proof. O
Corollary 4.14. If A: T’ — sSet is a very special T'-object, then so is P,A: T' — GTam".

Proof. By Lemma 4.13, it only remains to prove that, when A: I' — sSet is very special, the abelian monoid
mo(PrA(1)) is a group. Observe that we have

mo(A(1)) =mo(|A(1)])
=mo(ILa (| A(1)1))
o (P, A(1))

where the second isomorphism is given by Lemma 4.10, which is compatible with the monoid structure
given by the Segal condition. Since my(A(1)) is an abelian group, so is mo(P,A(1)). O

Remark 4.15. When we consider I'-objects in sSet, the condition that (0) in I needs to be sent to the =
makes the remaining levels into pointed spaces. Moreover, given a I'-object on sSet,, the condition that
(0) in T needs to be sent to the zero object of sSet, determines the pointedness in the remaining levels.
Therefore, the categories I'sSet, and I'sSet are equivalent. Note that the obvious equivalence preserves very
special I"-objects.

Theorem 4.16. The functors P, and B induce an equivalence of homotopy categories

HO(V.S.FGT&mn) : HO(V.S.FSSGt*[Om])StriCt

where the category Ho(v.s. TGTam") is the localization with respect to levelwise n-equivalences.

Proof. Since the geometric realization | — |: sSet — Top preserves and reflects weak equivalences,
Lemma 4.12 and Corollary 4.14 allow us to conclude that the functors

B,
[[', GTam"] [T, sSet]
(Pn)«

restrict to very special I'-objects. Moreover, the induced functors on the homotopy categories are inverse
equivalences, using Theorem 2.30 and Remark 4.15. O

4.3. Proof of the stable homotopy hypothesis

The purpose of this subsection is to finally combine all the ingredients and to prove the stable homotopy
hypothesis in the Tamsamani model.

In the diagram below we present a sketch of the proof, which consists of using modifications of Tam-
samani’s unstable homotopy hypothesis (UHH) and of the result by Bousfield and Friedlander (BF) to
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relate Picard—Tamsamani categories with stable types through very special I'-spaces. We denote by ~y, the
equivalence of homotopy categories.

~Ho
QS
v.s.T'sSet. BF (Thm. 3.24) P=0

¢

n o s.TsSet — S
v.8.LGTam Thm. 4.16 VS S ol Cor. 3.28 Plon]
GTam" — §5et[o,n]

UHH (Thm. 2.30)

We consider here the stable homotopy categories for spectra.

Theorem 4.17 (Stable homotopy hypothesis). There is an equivalence between the homotopy categories of
PicTam"” with n-equivalences and of Sp[o’n] with stable equivalences.

Proof. We have presented a dissected proof in the previous sections, and will now assemble the pieces.
By Lemma 4.8 and Remark 4.9, we know that there is an equivalence

Ho(PicTam™) ~ Ho(v.s.'GTam").

Now, from Tamsamani’s unstable homotopy hypothesis (see Theorem 2.30), we have shown in Theorem 4.16
that there is an equivalence

Ho(v.s.I'GTam") ~ Ho(v.s.I'sSet.[g ) ),
and, from Bousfield-Friedlander’s Theorem 3.24, we concluded in Corollary 3.28 that there is an equivalence
Ho(v.s.I'sSet.[o,n]) = Ho(Spyg,,))-

This completes the proof. O
5. Segal’s K-theory functor vs Lack—Paoli’s 2-nerve functor

In this section, we want to compare Segal’s K-theory functor to Lack—Paoli’s 2-nerve. To make them
comparable, we restrict ourselves to Picard categories and view them either as a special case of a symmetric
monoidal category or as a bicategory with one object. We will show that the underlying simplicial objects
in groupoids of the two constructions are naturally equivalent in this case. This will be helpful both in spirit

and in the technical sense for the comparison of our stable homotopy hypothesis to the classical result for
Picard categories.

5.1. Segal’s K-theory functor for Picard categories

Recall that, for n > 0, we write (n) for the set {0,1,...,n} in I with basepoint 0, and n for the subset
of (n) consisting of {1,...,n}.
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We consider a K-theory construction for symmetric monoidal categories due to Segal [28]. One of the
original motivations for this construction was to show that the algebraic K-theory of a ring is an infinite loop
space. In fact, it was for this reason that Segal first defined I'-spaces. Mandell describes Segal’s K-theory
functor £: SymMonCat — [I', Cat] from the category of symmetric monoidal categories and strictly unital
op-lax morphisms to the category of functors from I" to Cat in [22, Constr. 3.1, Variant 3.4].

We consider the full subcategory Pic of SymMonCat consisting of the Picard categories, which are sym-
metric monoidal groupoids with every object invertible with respect to the monoidal structure. We explicitly
describe the image of a Picard category under the functor X, which lands in [T, Gpd], the category of functors
from IT" to Gpd.

Let (P,®,1) be a Picard category. Segal’s K-theory construction KP: ' — Gpd for P is defined as
follows.

We first describe ICP on objects. The category KP{0) = « is the terminal category. For n > 1, an object
in the category ICP(n) is a collection {xy, f; s} consisting of

(a) for all I C n, an object zy € P,
(b) for all disjoint I, J C n, an isomorphism f7 j: zju; — 7 @ zy in P,

such that the following conditions hold:

(i) zp =1 and fy ;: 7 — 1 ® x; is the unit isomorphism, for all J C n,
(ii) for all disjoint I, J C n, the following diagram commutes,

frg
Trug — T Qg

T jur f4> Tg ®$I
JJ, I

where v denotes the symmetry isomorphism of P,
(iii) for all mutually disjoint I, J, K C n, the following diagram commutes,

frurk
TrujuK — T1ug @ TR

Jrauk (1’[@1’])@1‘[{

e

T R@TjuK ——— 21 ® (T7 @ k)
id® frx

where a denotes the associativity isomorphism of P. We denote this composite by fr s k.

A morphism H: {zy, fr.;} — {y1, 91,5} is given by a collection of morphisms {H;: 7 — y;} in P, indexed
by I C n, such that the following conditions hold:

(i) Hy is the identity at 1,
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(ii) for all disjoint I, J C n, the following diagram commutes.

fr.g
Ty ——— 1@ Ty
Hiug Hi®Hy

Yrug T Yr ® Yy

Note that, since P is a groupoid, the morphism Hj is invertible in P, for all I C n, and hence H is also
invertible in KP(n). This shows that CP(n) is a groupoid.
Given a morphism s: (n) — (m) in ', we define a functor

s*: KP{n) — KP{m).
It sends an object {zz, fr,s} in KP(n) to the object {yx, gk 1} of KP(m) defined by

(a) yx = x4-1g, for all K C m,
(b) gk, = fs-1k,s-11, for all disjoint K, L C m,

and a morphism in KP(n) to the corresponding morphism in XP({m). These data assemble into a functor
KP:T — Gpd.

5.2. Lack—Paoli’s nerve

We remind the reader of the definition of the Lack—Paoli 2-nerve [20]. Let NHom denote the 2-category
of bicategories, normal homomorphisms (i.e., pseudofunctors preserving the identities strictly) and icons
(i.e., pseudonatural transformations between two functors that agree on objects preserving the identities
strictly).

Definition 5.1. The 2-nerve is defined to be the 2-functor N: NHom — [A°P, Cat] which sends a bicategory
B to the simplicial object NHom(—, B): A°P — Cat in categories.

For n > 0, we write [n] for the ordered set {0,1,...,n}, viewed as an object in A. The category
NHom([n], B) is the category of normal homomorphisms from [n] to B and icons between them. The cate-
gories [n] are here considered as bicategories with no non-identity 2-morphisms, which gives a fully faithful
inclusion of A into NHom. More explicitly, a normal homomorphism (B, b, 8): [n] — B consists of

(a) for all ¢ € [n], an object B; € B,
(b) for all ¢ < j in [n], a morphism b;;: B; — Bj in B,
(c) for all i < j <k in [n], an invertible 2-morphism f;;i: bir — bji 0 b;; in B,

such that the following conditions hold:

(i) for all ¢ € [n], the morphism b;; is the identity at B,
(ii) for all @ < j in [n], the isomorphisms Sy;;: bj; = by; o idp, and Bij;: bj; = idp, o b;; are the unit
isomorphisms of B,
(iii) for all i < j < k < in [n], the following diagram of 2-morphisms commutes,
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bil L bjl o bij

%ﬂd

Biki (bri © bjk) o by

i

bri o by, W by o (bjk o bij)

where a denotes the associativity isomorphism of B. Note that we omit the equality cases since these
follow directly from the axioms of a bicategory and condition (ii).

Given another such normal homomorphism (C,¢,¥): [n] — B, an icon
i (B,b,f) = (C,¢,7)
consists of

(a) for all 7 € [n], the satisfaction of the equation B; = C;,
(b) for all ¢ < j in [n], a 2-morphism ¢;;: bj; — ¢,

such that the following conditions hold:

(i) for all i € [n], ¢y; is the identity at idp, = idg;,
(ii) for all i < j < k in [n], the diagram of 2-morphisms below commutes.

Pik Pjik * Pij

Cify ——— Cjk © Cij.
' Yijk J J

Given a map a: [m] — [n] in A, the 2-nerve construction induces a functor
o*: NB[n] — NB[m)].
This functor sends an object (B, b, 8) in NB[n] to the object a*(B,b,5) = (B’,b', ') in NB|m| given by

(a) By = By, for all r € [m],
(b) b;

T8

(€) Brst = Ba@rya(s)a®) : aryat) = ba(s)a) © barya(s), for all 7 < s <t in [m].

= ba(r)a(s): Ba(r) — Ba(s)7 for all r < s in [m],

This object o*(B, b, 8) satisfies conditions (i), (ii), and (iii) of being an object in NB[m], since the object
(B,b, ) in NBn| does so.

Moreover, the functor a* sends a morphism ¢: (B,b,8) — (C,¢,7) in NB[n] to the morphism a*p =
¢ a*(B,b, f) = a*(C,c,v) in NB[m] given by

(a) the fact that B, () = Cy(ry, for all r € [m], since B; = C; for all i € [n],
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(b) ©rs = Pa(r)als): ba(ryals) = Ca(ra(s), for all 7 < s in [m].

The morphism o satisfies conditions (i) and (ii) of being a morphism in NB[m], since the morphism ¢ in
NB[n] does so.

Example 5.2. The 2-nerve of any bicategory finally provides us with examples of Tamsamani 2-categories.
Indeed, [20] show that all examples actually arise in this manner up to a 2-equivalence. This indicates in
particular that Tamsamani n-categories are a true generalization of known concepts of weak n-categories.

5.3. Lack—Paoli’s nerve for Picard categories

A Picard category (P,®,1) can be seen as a bicategory with one object * whose hom-category is P.
Horizontal composition is given by the tensor product ®, and the unit and associativity isomorphisms are
given by the ones of the monoidal structure on P. Note that every morphism and every 2-morphism in this
bicategory is invertible.

Given a Picard category (P, ®,1), we can apply Lack-Paoli’s 2-nerve to its associated bicategory P. This
gives a simplicial object in groupoids

NP = NHom(—,P): A°® — Gpd.

More explicitly, the category NP[0] = « is the terminal category and, for n > 1, an object in the category
NP[n] is a collection {z;;, fijr} consisting of

(a) for all ¢ < j in [n], an object z;; € P,
(b) for all ¢ < j <k in [n], an isomorphism f;;i: T — T, @ x;; in P,

such that the following conditions hold:

(i) for all i € [n], x;; = 1,
(ii) foralli < jin [n], the isomorphisms f;;;: x;; = x;;®1 and f;;;: 2;; = 1®x;; are the unit isomorphisms
of P,
(iii) for all 4 < j < k <1 in [n], the following diagram commutes,

fijt
Tj] ———————— Tj1 Q Ty

wid

fikt (Th @ j1) @ 45

e

T @ Tipy ——— T @ (Tjr @ T45)
id® fijk

where a denotes the associativity isomorphism of P.

A morphism H: {x;j, fijr} — {vij,9ijx} is given by a collection of morphisms {H;;: x;; — v;;} in P,
indexed by i < j in [n], such that the following conditions hold:

(i) for all ¢ € [n], H;; is the identity at 1,
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(ii) for all i < j < k in [n], the following diagram commutes.
fijk
Tify ———— Tjk Q Ty
Hiy, Hj, ® Hij

Yik ——— Yjk @ Yij
Jijk

Note that, for all ¢ < j in [n], the morphism H;; is invertible in P, since P is a groupoid, and hence H is
also invertible in NP[n]. This shows that NP[n] is a groupoid.

Given a map a: [m] — [n] in A, the induced functor a*: NP[n| — NP[m| sends an object {x;;, fi;r} in
NPIn], where i < j < k range over [n], to the object {Za(r)a(s), fa(ra(s)a)} D NP[m], where r < s <t
range over [m], and a morphism H: {z;;, fijr} — {¥ij, gijr} in N'P[n] to the morphism

o' H: {xa(r)oe(s)a fa(r)oz(s)a(t)} - {ya(r)a(s)7ga(r)a(s)a(t)}

in NP[m] given by (o H),s = Ha(r)a(s): Ta(r)a(s) = Ya(r)a(s) for all 7 < s in [m].
5.4. Comparison between P and NP

Let (P, ®,1) be a Picard category. In Section 5.1, we described the K-theory construction KP: I' — Gpd
associated to P and, in Section 5.3, we described the 2-nerve construction NP: A°? — Gpd applied to the
bicategory P with one object * associated to P.

Recall that using the functor ¢: A°? — I') we can consider the underlying K-theory functor UXP: A°P —
Gpd given by the composition of ¢: A°? — T" with P: I' — Gpd as in Definition 4.2. The aim of this
subsection is to compare the functors UKXP and NP in the following sense.

Theorem 5.3. There is a natural equivalence UKCP — NP of functors A°? — Cat.

Proof. The proof of the theorem occupies the remainder of this subsection. First recall that KP(0) = x =
NPI0]. Now let n > 1. Given an object {z;;, fijx} in NP[n], we write it as

%150 fi+rmuier b

where [i + 1, j] denotes the subset of n containing all integers between i + 1 and j. We can reformulate by
saying that an object of NP[n] consists of a collection {zy, fr,;}, where I C n runs over all convex subsets
of n and I,J C n are disjoint convex subsets of n such that I U J is also convex. Similarly, a morphism in
NPI[n] consists of a collection {H;}, where I C n runs over all convex subsets of n.

Given an object {zr, f1,s} in KP(n), we can forget about all the data given by the non-convex subsets
of n and this gives rise to an object of N'P[n]. It is a routine exercise to check that the conditions are the
same. Similarly, a morphism in P (n) gives rise to a morphism in NP[n| by forgetting the extra data. This
gives a forgetful functor

Uy: KP{n) — NP[n],

for every n > 0, where Uy = id.. We show that these assemble into a natural transformation /: UXP = NP
in [A°P, Gpd] such that each U, is an equivalence of categories.
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Let a: [m] — [n] be a map in A; we prove that the following square commutes.

KP(n) —%y NPn]

P(@)” a*

KP(m) — NP[m]

m

Let {xy, f1.7} be an object in P (n). By definition,

U (0()* ({1, f1,7})) = {Z¢(0) -1 (Ir+1,])> Foa) -1 ([s4+1,4]),6(a) -1 (Ir+1,s]) }»

where I, J run over all disjoint subsets of n, and r, s,t run over all r < s < ¢ in [m]. On the other hand,

o (Un({z1, f1.7})) = " {2 pig1,5 fj+1.0, 141,501
= {Zla(r)+1,a(5)) Jlals)+La®)]lar)+1,a(s)] }

where I, J run over all disjoint subsets of n, while ¢, j, k run over all ¢ < j < k in [n], and 7, s, run over all
r < s <tin [m]. But, for r < s in [m], we have that

S

d(a) M ([r+1,s]) = |_| [a(l—1)+ 1, a()] = [a(r) + 1, a(s)].

l=r+1

Hence Up, (¢()* ({z1, f1.7})) = o*Un ({21, f1,7})) and we proceed similarly on morphisms. This shows the
naturality of U.

For each n > 0, let us now construct a functor F,: NP[n] — KP(n) such that U, and F, form an
equivalence of categories between KP(n) and NP[n].

For n = 0, we set Fy = id.. For n > 1, we define F,,: NP[n] — KP(n) to be the functor which sends an
object {21150 flj+1.4),[i+1,7} in NP[n] to the object {Zy, f; ;} of KP(n) given by

(@) Tr =2, 1 41,5,] @ (- @ (T[ig41,00) © Tliy41,40]) -~ + ), Where i3 <idp < ... <ip_1 < ip give the maximal
decomposition of I = [i1 + 1,i] U i3 + 1,44] U ... U [ip—1 + 1,4,] into convex subsets, when I # (), and
Ty =1,

(b) the morphisms 71, s are induced by the morphisms f[; 11 ],[i+1,5 and the associativity and symmetry
isomorphisms of P.

Remark 5.4. We can also define Z; by first setting Ty = 1 and then proceeding by induction on the
number g of convex subsets in the maximal decomposition of I. If ¢ = 1, define Ty = x;. If ¢ > 1 and
I=Tir+1,i2]Ufis+ 1,34] U...U[ip—1 + 1,4p] is the maximal decomposition of I into convex subsets with
p=2qand iy <iy <...<ip 1 <ip,define Tr =z, 114,] @ Tn\[i,_1+1,,]), Where I\ [ip_1 + 1,4,] has
q — 1 convex subsets in its maximal decomposition.

A morphism H in NP[n] is sent by F,, to the morphism H of KP(n) given by
Hp=Hy, 41, @ (- © (Hiiygg1,00) © Hygyg1,0]) -+ )s

where iy < iy < ... <ip_1 < ip give the maximal decomposition of I = [i1+1, io]U[izg+1, ia]U. . .U[ip—1+1, 7p]
into convex subsets, when I # (), and Hy = id;. This defines a functor F,, since the tensor product is
functorial.
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Finally, we show that U,, and F,, form an equivalence of categories between KCP(n) and NP[n]. Clearly,
the composite

NP[n] L2 KP(n) 42 NP
is the identity. It remains to show that the composite
KP(n) 22 NPn] 22 KP(n)
is isomorphic to the identity. We give a natural isomorphism
n: idxpny = Falln.

At {xy, f1.s} € KP(n), the component of 7 is given by the collection of morphisms

Jlip 141 i+ 1yi2] © T = Ty 41,0,] © (o (0 @ Ty 41,69) )

where I = [i1 +1,49) Uiz + 1,44 L. .. U[ip—1 + 1,%p] is the maximal decomposition of I into convex subsets
with 41 < 9 < ... < ip_1 < ip. It is well-defined and natural, since it depends only on the morphisms
fr,7 and the associativity isomorphism. Moreover, it is a natural isomorphism since each component is an
isomorphism.

We have proven that the functors NP and UKP are naturally equivalent in [A°P,Cat]. O

6. Stable homotopy hypothesis for Picard categories

The aim of this section is to recover a version of the stable homotopy hypothesis for Picard categories
[33], 6], [2], [24], [16] from our more general result.

We consider the category Pic of Picard categories and strong symmetric monoidal functors between
them which preserve the unit strictly, and the category PicTam of Picard-Tamsamani (1-)categories and
morphisms of I'-groupoids between them. We show that the K-theory construction

K: Pic — PicTam,

introduced in Section 5.1, induces an equivalence between the homotopy categories
Ho(Pic) — Ho(PicTam),

where Ho(Pic) is the localization of Pic with respect to those morphisms in Pic whose underlying functor
is an equivalence of groupoids, and Ho(PicTam) is the localization of PicTam with respect to the levelwise
equivalences in [T', Gpd]. Recall that, by Remark 4.9 in the case n = 1, the levelwise equivalences of groupoids
in PicTam are exactly the weak equivalences in PicTam as defined in Definition 4.5.

Combining this equivalence of homotopy categories with the stable homotopy hypothesis for Picard—
Tamsamani categories (this is Theorem 4.17 in the case n = 1), we recover the stable homotopy hypothesis
for Picard categories.

Corollary 6.1. The homotopy category Ho(Pic) of Picard categories is equivalent to the stable homotopy
category Ho(Spyg 1)) of stable 1-types.
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6.1. The homotopy inverse to K-theory

Before starting the construction of the homotopy inverse which will occupy most of this subsection, we
show that IC actually takes values in PicTam.

Lemma 6.2. The restriction of the K -theory functor to Picard categories takes values in Picard—Tamsamani
1-categories.

Proof. From [22], we know that the K-theory construction takes values in I'-categories. As we discussed
already in Section 5.1, the K-theory functor actually takes values in I'-objects in groupoids if we start with
a Picard category.

Given a Picard category (P,®,1), it remains to show that ICP is a very special T-object. Since being
special only depends on the underlying simplicial object, as explained in Lemma 4.8, and is invariant under
levelwise equivalences of simplicial objects, we conclude from Theorem 5.3 that P is special, since NP is
a Tamsamani 2-category [20].

Finally, we need to check that mo/CP(1) with the monoid structure from the Segal condition is a group.
We observe that moKP (1) = moP and that the monoid structure on mp/CP(1) is given by

7oK P(L) x MK P(1) 2 ok P(2) 2 mokcP(1), (21, 22) v 1 ® 2.
Hence, moKCP(1) is isomorphic as a monoid to mg P with the monoid structure coming from ®. By definition
of the Picard category P, the monoid 7P is an abelian group, and thus so is mo/CP(1). We conclude that
ICP is a Picard-Tamsamani category. O

We now construct the homotopy inverse
M: PicTam — Pic.

Our inspiration for this construction comes from the fact that the underlying simplicial objects of the K-
theory and of Lack—Paoli’s 2-nerve of a Picard category are levelwise equivalent, as shown in Section 5.4.
With this in mind, we are able to upgrade the functor G: Tam? — NHom, serving as an adjoint to the
2-nerve in [20, §7], in order to incorporate the symmetry present in our context. Other variants of this
construction are well-known in the literature.

Let X: I' — Gpd be a Picard-Tamsamani category. There is a natural way to construct a Picard category
MX using the structure of the category I', where the underlying category is given by the groupoid X (1).
More precisely, the symmetric monoidal structure on X' (1) is defined as follows.

o Since the Segal map Sy: X(2) — X (1) x X(1) is an equivalence, we can choose an inverse T: X' (1) x
X (1) — X(2) for Sy together with natural isomorphisms idy sy = T 0 Sy and idx(1yxxy = S20T. To
be more concise in what follows, when we say that we choose an inverse T' for Sy, we admit that it also
comes with the data of the two isomorphisms as above.

o We define a functor ®: X (1) x X(1) — X (1) given by ® = X(m) o T, and an isomorphism o: X (m) =
® o Sy induced by idy 2y =T 0 Sz, as in

X(2) —— X(1) x X(1)
X(m) :U> h@

x(1)
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where m: (2) — (1) is such that m(1) = m(2) = 1. This gives the monoidal product ®: X (1) x X(1) —
X(1).
e The monoidal unit

X(a)

u: * = X{0) X (1)

is induced by the unique map a: (0) — (1).
o The unitors A: id = ® o (id, u) and p: id = ® o (u,id) are given by

(id, u) (u,id)
w1y M ey S5 vy < () xy 222 ey S5 vy < x ()
XmN\_ = |® Xm)N\_ = |®
id id
(1) x(1)

where ¢;: (1) — (2) is such that ¢;(1) = j for j =1,2.
o For the symmetry isomorphism v: ® otwist = ®, consider the following pasting diagrams

x202) —2 x(1) x x(1)
x(r) st X(2) 25 (1) x x(1)
P I T P ‘®
X(m) ; ® ; X (1)
x(1)

where 7: (2) — (2) is such that 7(1) = 2 and 7(2) = 1. Since we have chosen an inverse T for S, we
can define a unique invertible v: ® o twist = ® using the data of T such that the two pasting diagrams
above are equal.

o The associativity isomorphism a: ® o(id X ®) = ® o (® x id) is obtained in a similar way (see [20] for
more details).

One can then check that MX is a Picard category. The invertibility of the objects with respect to ®
comes from the fact that moX'(1) is an abelian group when endowed with the product

o (1) X mod (1) 2 mo(2) T a1y,

where the first isomorphism is induced by the Segal map Sa: X(2) — X (1) x X(1).

Now let F': X — Y be a morphism in PicTam. We define the strong symmetric monoidal functor
MFE: MX — MY as follows. It is the functor F;: X (1) — V(1) on the underlying categories. The com-
patibility isomorphism is given by the unique isomorphism ¢: F} o ® = ®’ o (F} x F}), induced by the data
of the chosen inverses for Sy and S5, such that
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X(2) —25 (1) x x(1) X(2) —25 201y x x(1)
X(m) = ® Fy Fix Fy
X Jeewnnm) = V) vy < )

B - Y(m) i; &'

Y(1) Y1)

commutes by naturality of F'. Moreover, it is compatible with the symmetry isomorphisms of MX and
MY.

Since we have fixed a choice of inverse T for the Segal map S5 of each X', the compatibility isomorphism of
a composite Go F' will be the composite of the compatibility isomorphisms of F' and G, respectively, for every
two composable morphisms F', G in PicTam. This comes from the fact that the compatibility isomorphisms
are uniquely determined by the data of the chosen inverses. Hence, the construction M defines a functor
M PicTam — Pic.

Given a Picard category P, one can check that MKP = KP(1) & P, where the symmetric monoidal
structures are isomorphic to each other. This gives a natural isomorphism MK = idp;. between endofunctors
of Pic. It remains to define a natural transformation

C: idPicTam = ’CM

which is a levelwise equivalence in order to show that the functors L and M induce an equivalence between
the homotopy categories of Picard categories and Picard—Tamsamani 1-categories.

6.2. The natural equivalence (: X - KMX

We want to construct a natural transformation (: X — KMUX, for every Picard-Tamsamani category
X, which is levelwise an equivalence of groupoids. Recall that the levelwise equivalences are precisely the
morphisms with respect to which we localize to obtain the homotopy category Ho(PicTam). We define the
natural transformation ¢ componentwise. For (n) € T', we need to define a functor

Cn: X{n) = (KMX)(n).
This is almost a special case of [20, §7], but we need to take the symmetry into account.

Notation 6.3. For any I C n, denote by vr: (n) — (1) the morphism in T such that v; (1) = I. Note
that vy is the map v; introduced in Definition 3.16, for each ¢ € n. For any disjoint I, J C n, denote by
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pr,g: (n) — (2) the morphism in I" such that ul_b(l) =TI and u;b(Q) = J. Note that we have the relations

viopr g =vr, V20 pr g ="Vvy,and mo jr ;= Vr,J.

Assume now that we are given an object x € X'(n). We describe the value of

Calx) = {yr1, fr,7} € (KMX)(n).

Set yr = X(vy)(x) € X(1) for any I C n, and remember that the objects of X (1) are precisely the objects
of MX. Given two disjoint subsets I, J C n, we define the morphism

froiyws —yr @y

to be the morphism fr ;: X(viug)(z) = X (vr)(x) @ X(vy)(z) given by the component at x € X' (n) of the
2-morphism

We need to show that this indeed defines an object in (XMX)(n).
If we take I = (), then v4: (n) — (1) factors through the unique map a: (0) — (1). Therefore

Therefore we have that the morphism fj ;: y; — v ® ys is given by the component at z € &X'(n) of the
2-morphism

id
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which is, by definition of MX’, the unit isomorphism py,: y; — u ® y;. Similarly we get frg = Ay, : yr —
Y1 d u.
It remains to show that the following triangle commutes

Yrug 4> Yyr @Yy

N

Yy QYr

The map pyr: (n) — (2) factors as the composite

(n) 25 (2) 5 (2).
Hence the compatibility with the symmetry follows from the equality of the two pasting diagrams.

X02) —2 x(1) x x(1)

twist

Next, we need to define the value of (,, on morphisms. Let ¢:  — 2’ be a morphism in X' (n). We define
the map (,(¢) by

nlp)r = X(vr)(9): X(vr)(x) = X(vr)(2'),

for every I C n. First, note that X (vy)(¢) = id,. Then, by naturality of o: X'(m) = ® o Sy, we have that
the following diagram commutes.

OX(pr,5)(x) = fLJ

X (viug)(@) = X(m)X (pr,5)(x) ’ ® 0 S2(X (ur,7)(@))
X(vrs)(e) = X(m)X (ur,.)(p) ® o Sy (X (pr,7)(9)
A(wr)(@) = Xm)X (ur,) (') — e ® 0 Sy (r,1) ()

where the morphism on the right corresponds to the morphism X (v7)(¢) ® X (v.5)(¢). This shows that ¢, (¢)
is indeed a morphism in (KMX)(n).

Moreover, this construction is compatible with composition and identity in X' (n), since X (vr) is a functor
from X'(n) to X(1). Hence this defines a functor {,: X(n) = (KMX)(n) in Gpd.

We show that the functors (,, for n > 0, assemble into a natural transformation (: X — KMX from I’

to Gpd. Let p: (n) — (n') be a morphism in I'. Note that, for all disjoint K, L C n/, the following diagrams
commute in I':
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p P
(n) ———— (') (n) ———— ()
Vpl(l\ /( Hp=1(K),p~1 N /:“K»L
(1) (2)
Given an object x € X(n), we have

G (X(p)()) = (X(VK)X(P)(CE)aUX(MK,L)X(p)(x))KuLc@
= (X(Vp-1(x)) (@), o2
= (KMX)(p)(¢n(2)),

p*l(Km*l(L))(“?))K‘-'LCﬂ’

and similarly for morphisms in X'(n). This shows that (: X = KMJX is a morphism in PicTam.
Moreover, each (,: X(n) — (KMZX)(n) is an equivalence of groupoids. First note that (;: X (1) —
(KMX)(1) is an isomorphism of categories. Since ( is functorial in (n), the following diagram commutes

P p—— T I

G =l

(KMX)(n) % (KMX)(1)*"

n

and hence (,: X(n) = (KMX)(n) is an equivalence of categories.

Finally, we show that these morphisms ¢: X - KMX, for X € PicTam, assemble into a natural trans-
formation (: idpjcTam = KM. Let F': X — ) be a morphism in PicTam. We want to show that, for each
n > 0, the following diagram commutes.

Xin) —— Y(n)

Cxn Cym

(KMX)(n) W (KMY)(n)

First note that, by naturality of F', the following diagrams commute.

X(n) ——— Y(n) X(n) ——— Y(n)
X(vr) Y(vr) X(pr,g) Y(pr,5)
X (1) —F Y1) X(2) —5 V(2)

Let z € X(n). Then

nFn(@) = (VWD) Fa(2), 0y, )5y (@) 1UTCn

= (F1X(vr)(x), O.;T‘QX(NI’J)(I))IUJCLL
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(FrX(vr) (), Yx(wr) (@), 2 (ws) (@) © F1(Ox(ur ) @) 1rcn
(KMPF)n (X V1), 0x (s, 1) (2)) IuICn
(KME)n(Cxn(z))

where 0;’2/\?(;“ D) = V(X (1) (@), X () (2)) © F1(Ox(u;. ) (2)) Dy definition of 1. A similar computation can be
made for the morphisms in X (n).
This is the main part in the proof of the following result.

Theorem 6.4. The functors
K: Pic PicTam: M
induce an equivalence of homotopy categories

Ho(Pic) Ho(PicTam)

E—
<7
where Ho(Pic) is the localization of Pic with respect to those morphisms in Pic whose underlying functor
is an equivalence of groupoids, and Ho(PicTam) is the localization of PicTam with respect to the levelwise
equivalences in [T, Gpd].

Proof. We have recalled the constructions of the functors /C in Section 5.1 and M in Section 6.1. We have
checked that KC takes values in PicTam in Lemma 6.2. Next, we have to show that they induce functors on
the homotopy categories above. Given a levelwise equivalence F': X — ), the underlying functor of MF' is
precisely F'(1) and thus an equivalence of groupoids.

Conversely, given a morphism of Picard categories P — P’ whose underlying functor is an equivalence
of groupoids, we use the fact that both P, P’ are special I'-objects in groupoids to conclude that the
induced map KXP — ICP' is a levelwise equivalence in [I', Gpd].

As we have shown that there is a natural isomorphism MK = idp;. and that the natural transformation
C: idpicTam = KM is a levelwise equivalence, it completes the proof. O

We are now ready to derive the promised corollary.

Proof of Corollary 6.1. This is now the straightforward combination of Theorem 6.4 and Theorem 4.17 in
the casen=1. O

Remark 6.5. In addition to the equivalence of homotopy categories, [20] also show that their 2-nerve in-
duces a biequivalence of 2-categories from NHom to the 2-category of Tamsamani 2-categories if we allow
pseudonatural transformations as the 1-morphisms of the target. We expect an analogous statement to hold
for Picard categories and Picard—Tamsamani 1-categories.
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