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Abstract: The severity of surface manifestation of liquefaction is commonly used as a proxy for liquefaction damage potential. As a result,
manifestation severity index (MSI) models are more commonly being used in conjunction with simplified stress-based triggering models to
predict liquefaction damage potential. This paper assesses the limitations of three existing MSI models and a fourth MSI model that is
developed herein. The different models have differing attributes that account for factors influencing the severity of surficial liquefaction
manifestations, with the newly proposed model accounting more factors than the others. The efficacies of these MSI models are evaluated
using well-documented liquefaction case histories from Canterbury, New Zealand, with the deposits primarily comprising clean to nonplastic
silty sands. It is found that the MSI models that explicitly account for the contractive/dilative tendencies of soil did not perform as well as the
models that do not account for this tendency, opposite of what would be expected based on the mechanics of liquefaction manifestation.
The likely reason for this is the double-counting of the dilative tendencies of medium-dense to dense soils by these MSI models because the
liquefaction triggering model, to some extent, inherently accounts for such effects. This implies that development of mechanistically more
rigorous MSI models that are used in conjunction with simplified triggering models will not necessarily result in improved liquefaction
damage potential predictions and may result in less accurate predictions. This provides the impetus for the development of a new framework
that clearly and distinctly separates triggering and manifestation. DOI: 10.1061/(ASCE)GT.1943-5606.0002725. © 2021 American Society
of Civil Engineers.

Introduction

The objective of this study is to assess the limits of predicting the
occurrence and severity of surficial liquefaction manifestation via
manifestation severity index (MSI) models that are used in conjunc-
tion with simplified stress-based triggering models. The severity of
surficial liquefaction manifestation is often used as a proxy for
liquefaction-induced damage potential for near-surface infrastruc-
ture. As such, accurate prediction of the severity of surficial lique-
faction manifestation is critical for reliably assessing the risk due to
liquefaction. This requires a proper understanding of the mechanics
of the manifestation of surficial liquefaction features and the con-
trolling factors.

Past studies have shown that surficial liquefaction manifestation
is governed by several factors, including (1) properties of the

liquefied strata such as the depth, thickness, density, fines content,
and posttriggering strain potential; (2) properties of the nonlique-
fied soil strata (i.e., those of the crust/capping layer and/or layers
interbedded within the liquefiable soil) such as fines content,
plasticity, permeability, and thickness; and (3) the stratification/
sequencing of the liquefied and nonliquefied strata and the cross-
interaction between these layers within a soil profile (e.g., Iwasaki
et al. 1978; Ishihara and Ogawa 1978; Ishihara 1985; van
Ballegooy et al. 2012, 2014b; Maurer et al. 2015a, d; Upadhyaya
et al. 2018; Beyzaei et al. 2018; Cubrinovski et al. 2019; among
others).

Different models have been proposed in the literature to predict
the occurrence/severity of surficial liquefaction manifestation, usu-
ally in the form of a numerical index (i.e., MSI models). These
models use the results from simplified stress-based liquefaction
triggering models and tie the cumulative response of the soil profile
to the occurrence/severity of surficial liquefaction manifestation.
However, the different models have differing attributes that account
for factors influencing the severity of surficial liquefaction mani-
festations. One of the earliest MSI models is the liquefaction po-
tential index (LPI), proposed by Iwasaki et al. (1978), which
considers the influence of depth, thickness, and relative density
(Dr) of the liquefiable layers through the factor of safety (FS)
(e.g., for a given level of seismic demand, FS increases as Dr
increases) to predict the severity of manifestation.

Although LPI has been widely used to characterize the damage
potential of liquefaction throughout the world (e.g., Sonmez
2003; Papathanassiou et al. 2005; Baise et al. 2006; Papathanassiou
2008; Cramer et al. 2008; Hayati and Andrus 2008; Holzer et al.
2006, 2009; Holzer 2008; Yalcin et al. 2008; Chung and Rogers
2011; Dixit et al. 2012; Sana and Nath 2016; among others),
it was found to perform inconsistently during the 2010–2011
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Canterbury earthquakes in New Zealand (e.g., Maurer et al. 2014,
2015a, b). This inconsistency can be attributed to limitations in
the LPI formulation to appropriately account for some of the factors
influencing surficial manifestation of liquefaction.

Specifically, the LPI formulation may not adequately account
for the contractive/dilative tendencies of the soil on the potential
consequences of liquefaction. For example, a dense and a loose
sand stratum both having FS ¼ 0.8 could result in the same LPI
value, but the associated consequences will likely be very different.
Moreover, the LPI formulation assumes that surface manifestations
will not occur unless FS < 1. However, surficial manifestations
related to liquefaction may occur due to elevated excess pore pres-
sures during shaking even when FS ≥ 1, particularly in loose
deposits.

Additionally, the LPI formulation does not account for the limit-
ing thickness of the nonliquefied crust and/or the effects of non-
liquefiable, high-fines-content (FC), high-plasticity soils on the
severity of surficial liquefaction manifestations. Although the influ-
ence of these effects could be accounted for by using different LPI
manifestation severity thresholds [i.e., LPI values distinguishing
between different manifestation severity classes (e.g., Maurer
et al. 2015d; Upadhyaya 2019)], it is preferred to have a model
that can explicitly account for these conditions in a less ad hoc
manner.

In efforts to address some of the shortcomings in the LPI for-
mulation, alternative MSI models have been proposed, such as the
Ishihara-inspired LPI (LPIish) by Maurer et al. (2015a) and lique-
faction severity number (LSN) by van Ballegooy et al. (2012,
2014b). A major improvement of LPIish over LPI is that it explicitly
accounts for the phenomenon of limiting crust thickness, where a
nonliquefied capping stratum having an equal or greater thickness
than the limiting crust thickness inhibits any surficial liquefaction
manifestations regardless of the liquefaction response of the under-
lying strata. This attribute of the LPIish model is derived from
Ishihara’s (1985) empirical relationship that relates the thicknesses
of the nonliquefied crust (H1) and liquefied stratum (H2) to the
occurrence of surficial liquefaction manifestations.

However, as with LPI, LPIish does not explicitly account for the
contractive/dilative tendencies of the soil on the severity of man-
ifestations. The LSN formulation conceptually overcomes this limi-
tation of LPI, as well as LPIish, in that it explicitly accounts for the
additional influence of contractive/dilative tendencies of the soil via
the Ishihara and Yoshimine (1992) relationship among FS, Dr, and
the postliquefaction volumetric strain potential (εv). However, LSN
does not account for the phenomenon of limiting crust thickness,
which LPIish does.

Based on the identified limitations of previously proposed MSI
models, herein, a MSI model that accounts for the limiting-
crust-thickness phenomenon and the effects of contractive/dilative
tendencies of the soil on the severity of surficial liquefaction man-
ifestations is proposed. The new model, termed LSNish, is derived
by combining the positive attributes of LPIish and LSN in a single
formulation that mechanistically accounts for the limiting-
crust-thickness phenomenon based on Ishihara’s H1 −H2 boun-
dary curves and the contractive/dilative tendencies of the soil on
the severity of surficial liquefaction manifestation via the Ishihara
and Yoshimine (1992) FS-Dr-εv relationship. Similar to the deri-
vation of LPIish by Maurer et al. (2015a), the new index is derived
as a conceptual and mathematical merger of the Ishihara (1985)
H1–H2 relationships and the LSN formulation.

In the following, overviews of LPI, LPIish, and LSN models are
presented first, which are then followed by the derivation of the new
MSI model, LSNish. Next, all four MSI models are evaluated using
a large data set of liquefaction case histories from the 2010–2011

Canterbury earthquake sequence and the 2016 Valentine’s Day
earthquake that impacted Christchurch, New Zealand, and the
MSI models’ predictive efficiencies are assessed.

Overview of Existing Manifestation Severity Index
Models

Liquefaction Potential Index

LPI is defined as follows (Iwasaki et al. 1978):

LPI ¼
Z

zmax

0

FLPIðFSÞ · wLPIðzÞdz ð1Þ

where FS = factor of safety against liquefaction triggering, com-
puted using a liquefaction triggering model; z = depth below the
ground surface (m); zmax = maximum depth considered, generally
20 m; and FLPIðFSÞ and wLPIðzÞ = functions that account for the
weighted contributions of FS and z on surface manifestation.
Specifically, FLPIðFSÞ ¼ 1 − FS for FS ≤ 1 and FLPIðFSÞ ¼ 0
otherwise; and wLPIðzÞ ¼ 10–0.5z. Thus, LPI assumes that the se-
verity of surface manifestation depends on the cumulative thickness
of liquefied soil layers, the proximity of those layers to the ground
surface, and the amount by which FS in each layer is less than 1.0.
Given this definition, LPI can range from 0 to 100.

Ishihara-Inspired Liquefaction Potential Index

Using the data from the 1983Mw 7.7 Nihonkai-Chubu and
1976Mw 7.8 Tangshan earthquakes, Ishihara (1985) proposed a
generalized relationship relating the thicknesses of the nonliquefi-
able crust (H1) and underlying liquefied strata (H2) to the occur-
rence of liquefaction-induced damage at the ground surface. This
relationship was developed in the form of boundary curves, which
separate cases with and without surficial liquefaction manifestation
as a function of peak ground acceleration (amax), as shown in
Fig. 1(a). The solid-line portion of the curves shown in Fig. 1(a)
were based on data from these events, and the dashed-line portions
of the curves were based on interpolation, extrapolation, and
judgment.

The H1–H2 boundary curves indicate that for a given amax,
there exists a limiting H1, thicker than which surficial liquefac-
tion manifestations will not occur regardless of the value of H2

(i.e., the limiting-crust-thickness phenomenon mentioned in the
“Introduction”). Although Ishihara’s H1–H2 curves have been
shown to perform well in some studies (e.g., Youd and Garris
1995), other studies have shown that the curves are not easily
implementable for more complex soil profiles that have multiple
interbedded nonliquefied/nonliquefiable soil strata, such as those
in Christchurch, New Zealand (e.g., van Ballegooy et al. 2014b,
2015). Other issues with the Ishihara’s H1–H2 curves relate to
the characteristics of the profiles used by Ishihara (1985) to develop
the curves and the characteristics of the ground shaking to which
these profiles were subjected.

To account for the limiting-crust-thickness phenomenon on the
severity of surficial liquefaction manifestations using a more quan-
titative approach, Maurer et al. (2015a) utilized Ishihara’s boundary
curves to derive an alternative MSI model, LPIish

LPIish ¼
Z

zmax

H1

FLPIishðFSÞ ·
25.56
z

dz ð2aÞ

where
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FLPIishðFSÞ ¼
�
1 − FS if FS ≤ 1 ∩ H1 · mðFSÞ ≤ 3 m

0 otherwise
ð2bÞ

and

mðFSÞ ¼ exp

�
5

25.56 · ð1 − FSÞ
�
− 1; mðFS > 0.95Þ ¼ 100

ð2cÞ
where FS and zmax are defined the same as they are for LPI; andm =
slope of the lower portion of the Ishihara H1–H2 boundary curve,
as shown in Fig. 1(b).

As can be surmised from Eq. (2), the LPIish framework explic-
itly accounts for the limiting thickness of the nonliquefied crust by
imposing a constraint on FLPIishðFSÞ and uses a power-law depth
weighting function, consistent with Ishihara’s H1–H2 boundary
curves (as discussed in more detail subsequently in regards to
the derivation of LSNish). The power-law depth weighting function
results in a LPIish model giving a higher weight to shallower layers
than the LPI model in predicting the severity of surficial liquefac-
tion manifestations.

Liquefaction Severity Number

As stated in the “Introduction,” LSN was proposed by van
Ballegooy et al. (2012, 2014b) and uses the Ishihara and Yoshimine
(1992) relationship relating FS, Dr, and εv to account for the
contractive/dilative tendencies of the soil on the severity of surficial
liquefaction manifestations. LSN is given by

LSN ¼
Z

zmax

0

1,000 ·
εv
z
dz ð3Þ

where zmax = maximum depth considered, generally 10 m, and εv is
estimated by using the relationship proposed by Zhang et al. (2002)
[entered as a decimal in Eq. (3)], which is based on the FS-Dr-εv
relationship proposed by Ishihara and Yoshimine (1992). Thus, un-
like the LPI and LPIish models, which only consider the influence

of soil strata with FS < 1 on the severity of surficial liquefaction
manifestations, the LSN model considers the contribution of
layers with FS ≤ 2 via the FS-Dr-εv relationship proposed by
Ishihara and Yoshimine (1992).

Derivation of Ishihara-Inspired LSN

As mentioned previously, the LSNish model merges the positive
attributes of the LPIish and LSN models. The derivation of the
LSNish model follows a procedure similar to the derivation of
the LPIish model (Maurer et al. 2015a) and is detailed in the fol-
lowing subsections.

Assumptions

The following assumptions were used in the derivation:
Assumption 1: All of Ishihara’s boundary curves represent the

liquefaction response of profiles having similar characteristics. In
stress-based simplified liquefaction triggering models, FS is com-
puted as the ratio of normalized cyclic resistance ratio (CRRM7.5) to
normalized cyclic stress ratio (CSR�) (i.e., FS ¼ CRRM7.5=CSR�).
Because it is assumed that all of the Ishihara’s boundary curves
represent the liquefaction response of similar profiles, the CRRM7.5
corresponding to all of these curves are also similar, which implies
that the liquefiable strata (H2) for the profiles used to develop the
boundary curves can be represented by a single normalized penetra-
tion resistance. Also, because CSR� is directly proportional to amax,
it follows that FS for the liquefiable strata (H2) will be inversely
proportional to amax.

Assumption 2: Each of Ishihara’s H1–H2 boundary curves
reasonably represents the same value of LSNish (i.e., the thresh-
old LSNish value for the occurrence of surficial liquefaction
manifestation).

Assumption 3: Each of Ishihara’s H1–H2 boundary curves can
be approximated by two straight lines, wherein the initial portion of
the curve is assumed to have a slope m and the latter portion is
approximated as a vertical line having a slope of ∞, as shown

Fig. 1. (a) Ishihara’s H1–H2 chart showing the relationship between the thicknesses of the nonliquefiable capping layer (H1) and underlying liquefi-
able layer (H2) for identifying liquefaction-induced damage as a function of PGA (after Ishihara 1985); and (b) IshiharaH1–H2 boundary curves and
approximation of the boundary curves by two straight lines.

© ASCE 04021194-3 J. Geotech. Geoenviron. Eng.



in Fig. 1(b). As such, the thickness of the liquefiable strata (H2),
and the thickness of the nonliquefiable crust (H1) may be related
through the slope (m) that is unique to each boundary curve
(i.e., H2 ¼ H1 ×m).

Assumption 4: The liquefiable stratum (H2) can be represented
by a single value of FS.

Functional Form of LSNish

The functional form of the LSNish model is

LSNish ¼
Z

H1þH2

H1

FLSNish
ðεvÞ · wLSNish

ðzÞdz ð4Þ

where FLSNish
ðεvÞ = contribution of FS and Dr on the severity of

surficial liquefaction manifestations via εv; and wLSNish
ðzÞ = depth

weighting function.
Per Assumption 4, the liquefiable stratum can be represented by

a single value of FS. Also, per Assumption 1, the normalized pen-
etration resistance of the liquefiable stratum also can be reasonably
represented by a given penetration resistance. From these two as-
sumptions, it is implied that the volumetric strain in the liquefiable
strata can be represented by a single value of εv, and as a result,
FLSNish

ðεvÞ can be taken out of the integral

LSNish ¼ FLSNish
ðεvÞ

Z
H1þH2

H1

wLSNish
ðzÞdz ð5Þ

Per Assumption 2, Ishihara’s H1–H2 boundary curves reason-
ably represent the same value of LSNish, and thus the integral in
Eq. (5) must be constant and independent of the values of H1 and
H2. This condition is satisfied by assuming a power-law functional
form of wLSNish

ðzÞ

wLSNish
ðzÞ ¼ k

z
ð6Þ

where k = constant that will be determined subsequently. Per
Assumption 3, H2 ¼ H1 ×m. Thus, Eq. (5) can be modified as
follows:

LSNish ¼ FLSNish
ðεvÞ

Z
H1ðmþ1Þ

H1

k
z
dz

¼ FLSNish
ðεvÞ · k · ln

�
H1ð1þmÞ

H1

�

¼ FLSNish
ðεvÞ · k · lnðmþ 1Þ ¼ c ð7Þ

where c = constant equal to the threshold value of LSNish for
surficial liquefaction manifestation.

Rearranging the terms in Eq. (7), the slope (m) can be expressed

m ¼ exp

�
c

k · FLSNish
ðεvÞ

�
− 1 ð8Þ

Determining Constants

As shown in Eq. (8), a relationship can be established between m
and εv. Also, from Assumption 1, the FS for the boundary curves
associated with amax of 0.2g and 0.4g–0.5g (∼0.45g) may be related
as follows:

FS0.4–0.5g
FS0.2g

≈ 0.2g
0.45g

⇒ FS0.45g ¼ 0.45 FS0.2g ð9Þ

Moreover, the slopes of the initial portion of the boundary
curves associated with amax ¼ 0.2g and 0.4g–0.5g can be

approximated as 1 and 0.33, respectively [Fig. 1(b)]. Accordingly,
from Eq. (8), the slopes of these two boundary curves can be
expressed

m0.2g ¼ exp

�
c

k · FLSNish
ðεvÞ0.2g

�
− 1 ≈ 1 ð10Þ

and

m0.45g ¼ exp

�
c

k · FLSNish
ðεvÞ0.45g

�
− 1 ≈ 0.33 ð11Þ

where c = threshold values of LSNish (i.e., the LSNish value that is
expected to segregate cases with and without manifestations).
Herein, it is assumed that c ¼ 5, similar to the threshold LPI
and LPIish proposed by Iwasaki et al. (1978) and Maurer et al.
(2015a), respectively. This value is also the central value that
Tonkin and Taylor (2013) used for the LSN criterion for no surficial
liquefaction manifestations (i.e., 0 < LSN < 10: “no surficial man-
ifestations” predicted). This choice of c is arbitrary and could be
any number that serves as a threshold for distinguishing cases with
and without manifestations in forward analyses.

FLSNish
ðεvÞ is defined herein as a linear function of εv, where εv

can be estimated using the Zhang et al. (2002) procedure. The
Zhang et al. (2002) procedure estimates εv as a function of FS
and the normalized cone penetration test (CPT) tip resistance
(qc1Ncs) and is based on the FS-Dr-εv relationship proposed by
Ishihara and Yoshimine (1992). The maximum value of εv per
Ishihara and Yoshimine (1992) is 5.5%. Because it is desired that
FLSNish

ðεvÞ ranges from 0 to 1 (to be consistent with the ranges of
FLPI and FLPIish parameters in the LPI and LPIish models, respec-
tively), FLSNish

ðεvÞ is expressed

FLSNish
ðεvÞ ¼

εv
5.5

ð12Þ

where εv is expressed as a percent. To determine the value of k that
satisfies Eqs. (10) and (11), representative values of FS and qc1Ncs
need to be estimated.

As stated previously, Ishihara (1985) developed the H1–H2

chart [Fig. 1(a)] from data from two earthquakes, the 1983 Mw
7.7 Nihonkai-Chubu earthquake in Japan and the 1976 Mw 7.8
Tangshan earthquake in China. For the liquefaction case histories
from the Nihonkai-Chubu earthquake, Ishihara (1985) stated that
the liquefied deposits were subjected to peak ground accelerations
of approximately 0.2g and had standard penetration test (SPT)
N-values less than or equal 10 blows/30 cm.

For the liquefaction case histories from the Tangshan earth-
quake, Ishihara (1985) stated that the liquefied deposits were sub-
jected to peak ground accelerations of 0.4g to 0.5g and had
N-values ranging from 5 to 24 blows/30 cm, but most were less
than N ¼ 20 blows/30 cm. No information was given by Ishihara
(1985) regarding whether these blow counts are normalized/
corrected for vertical effective confining stress, hammer energy,
rod length, sampler configuration, influence of fines content, or
other factors. With no further guidance, it is assumed that N ¼
10 blows/30 cm is representative of the uncorrected SPT penetra-
tion resistance for the liquefiable stratum (H2) for all the curves.
Correcting this value for depths corresponding to the center of
H2 and making further adjustments to account for typical rig
and sampler configurations in the US versus Japan (e.g., Kovacs
and Salomone 1984), the representative normalized SPT penetra-
tion resistance (i.e., N1,60cs) for the liquefiable stratum (H2) is
estimated to be approximately 14.5 blows/30 cm, which corre-
sponds to qc1Ncs ≈ 103 (e.g., Ulmer et al. 2020). For this value of

© ASCE 04021194-4 J. Geotech. Geoenviron. Eng.



qc1Ncs and for Eqs. (10) and (11) to be satisfied, FS0.2g ≈ 0.99
and k ≈ 36.929.

Final Form

The final form of the LSNish model is

LSNish ¼
Z

zmax

H1

FLSNish
ðεvÞ ·

36.929
z

· dz ð13aÞ

where zmax is defined the same as it is for LPI (e.g., 20 m), and

FLSNish
ðεvÞ ¼

8<
:

εv
5.5

if FS ≤ 2 and H1 · mðεvÞ ≤ 3 m

0 otherwise
ð13bÞ

mðεvÞ ¼ exp

�
0.7447
εv

�
− 1; mðεv < 0.16Þ ¼ 100 ð13cÞ

where εv is expressed as a percent. As can be surmised from
Eq. (13), the LSNish model explicitly accounts for (1) the influence
of εv on the severity of surficial liquefaction manifestations; (2) the
limiting-crust-thickness phenomenon; and (3) the contribution of
liquefiable layers with FS ≤ 2 to the severity of surficial liquefac-
tion manifestations.

Specific to the second point mentioned in the preceding sen-
tence, the limiting crust thickness is accounted for in the LSNish
model via the requirement that H1 · mðεvÞ ≤ 3 m in Eq. (13b). Be-
cause m is a function of εv (which in turn is a function of normal-
ized penetration resistance and FS), it is implied that as εv
increases, the thickness of the nonliquefiable crust required to sup-
press manifestations increases. Fig. 2 illustrates the limiting-crust-
thickness criterion inherent to the LSNish model in H1–H2 space.

The limiting crust thickness is equal to 3 m=m, where m is a
function of the penetration resistance of the soil (e.g., qc1Ncs)
and FS against liquefaction triggering (i.e., if H1 is greater than
this limiting crust thickness, liquefaction manifestations are not

predicted regardless of the thickness and other liquefaction re-
sponse characteristics of H2). The two limiting crust thicknesses
shown in Fig. 2 (vertical solid lines) are for qc1Ncs ¼ 103 and
FS ¼ 0.99, and qc1Ncs ¼ 103 and FS ¼ 0.49, which approxi-
mately correspond to Ishihara’s boundary curves for 0.2g and
0.4g–0.5g, respectively. The difference between the curves shown
in Fig. 2 and Ishihara’s boundary curves [Fig. 1(a)] is most pro-
nounced when H2 < 3 m, where Ishihara’s curves vary the limiting
crust thickness as a function of H2 but the LSNish model does not.
However, the variation of the limiting crust thickness as a function
of H2 for cases when H2 < 3 m is captured by other attributes of
the LSNish model, as illustrated in the following.

Eq. (13) is applied to simple two-layer profiles composed of
layers H1 and H2, the same as those used by Ishihara (1985).
The thickness of the nonliquefiable layer (H1) is defined by the
depth of the groundwater table, and the liquefiable layer (H2) is
assumed to have a representative penetration resistance of qc1Ncs ≈
103 atm. The profiles are subjected to earthquake motions from an
Mw 7.75 event with amax ¼ 0.2g [Mw 7.75 is the average of the
magnitudes of the Nihonkai-Chubu and Tangshan earthquakes used
by Ishihara (1985) to derive his boundary curves]. The LSNish val-
ues are computed using Eq. (13) in conjunction with the Boulanger
and Idriss (2014, 2016) (BI14) CPT-based simplified liquefaction
triggering model.

As may be observed in Fig. 3, the Ishihara 0.2gH1−H2 boun-
dary curve is a reasonable contour for LSNish ¼ 5, the threshold
value for surficial liquefaction manifestations assumed in the der-
ivation of Eq. (13). The slight deviation to this is for thicker lique-
fiable layers (i.e., H2 ≥ 5 m), which stems from the assumptions
that the entire liquefiable stratum can be represented by a single
value of qc1Ncs and a single value of FS; these assumptions become
less valid as H2 increases.

The benefit of using the LSNish model over the Ishihara H1–H2

boundary curves is for profiles that cannot be reasonably repre-
sented by two layers, where the penetration resistance of the lique-
fiable soil is not represented by qc1Ncs ≈ 103, and/or for scenarios

Fig. 3. Ishihara’s H1–H2 curve for 0.2g and LSNish values computed
using Eq. (13) in conjunction with the BI14 simplified triggering model
for a simple two-layer profile having varying thicknesses for H1 and
H2 and qc1Ncs ≈ 103 atm for H2.

Fig. 2. Limiting thickness of the nonliquefiable crust/capping layer
criterion inherent to the LSNish model in H1 −H2 space. The two lim-
iting thicknesses shown (solid vertical lines) are for qc1Ncs ¼ 103 and
FS ¼ 0.99, and qc1Ncs ¼ 103 and FS ¼ 0.49, which approximately
correspond to Ishihara’s boundary curves for 0.2g and 0.4g–0.5g.

© ASCE 04021194-5 J. Geotech. Geoenviron. Eng.



where the earthquakes have magnitudes that differ fromMw 7.7–7.8.
Eq. (13) is applied to such a scenario in Fig. 4 where a soil profile is
analyzed for shaking from an Mw 7.0 event with amax ¼ 0.15g.
Based on the Soil Behavior Type Index (Ic) (Robertson and
Wride 1998), the profile is mostly composed of clean sand to silty
sand below the groundwater table, with the exception of a very thin
clayey silt to silty clay layer at a depth of ∼4.75 m [Fig. 4(b)]. How-
ever, the penetration resistance of the clean sand to silty sand in-
creases somewhat significantly with depth [Fig. 4(a)].

As shown in Fig. 4(c), the FS computed using the BI14 trig-
gering model is mostly slightly greater than 1 between depths of
4.5–9.3 m and mostly less than 2 for depths between 9.3 and
14 m. Because FS > 1 for all but a very few depths, the computed
values for LPI and LPIish are approximately zero. However, be-
cause FS ranges between ∼1 and 2 over a large depth range, LSN
and LSNish are expected to be greater than zero. As a result, this

example can illustrate the difference between LSN and LSNish, spe-
cifically the depths that are predicted by each model to contribute to
the severity of surficial liquefaction manifestations. Toward this
end, two specific depths are considered, 5.52 and 7.51 m.

At depths of 5.52 and 7.51 m, qc1Ncs ¼ 69.22 and 92.03
[Fig. 4(a)], respectively, and the corresponding computed FS values
are 0.916 and 1.024 [Fig. 4(c)], respectively. Because the FS <2 at
both of these depths, both depths are predicted to contribute to the
severity of surficial liquefaction manifestations per the LSN model,
as indicated by the nonvertical slope of the LSN profile at these
depths in Fig. 4(d). However, this is not the case for the LSNish
model, where only the liquefaction response of the soil at a
5.52 m depth is considered to contribute to surficial manifestations,
as indicated by the nonvertical slope of the LSNish profile at a depth
of 5.52 m and a vertical slope of the LSNish profile at 7.51 m in
Fig. 4(d).

Fig. 4. Example illustrating the implementation of the LSNish model for an actual soil profile subjected to shaking from an Mw 7.0 earthquake and an
amax ¼ 0.15g, with emphasis on the differences in the contributions to surficial liquefaction manifestations at two depths: (a) normalized CPT tip
resistance qc1Ncs; (b) soil behavior type index Ic; (c) FS against liquefaction triggering per BI14; and (d) comparison between LSN and LSNish.
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The reason for this is thatm ¼ 0.352 and 1.364 at depths of 5.52
and 7.51 m, respectively. As a result, the limiting crust thicknesses
for the soils at 5.52 and 7.51 m depths are ∼8.5 and 2.2 m, respec-
tively; if H1 is greater than the limiting thickness, then the lique-
faction response of the soil at that depth is not predicted to
contribute to surficial manifestations in the LSNish model. For
this scenario, H1 ¼ 3.86 m (i.e., the shallowest depth below the
groundwater table, where the FS < 2 and Ic ≤ 2.6). Accordingly,
the liquefaction response of the soil at the depth of 5.52 m is pre-
dicted to contribute to surficial liquefaction manifestation, but not
the soil at a depth of 7.51 m.

Evaluation of MSI Models

Canterbury Earthquakes Liquefaction Case-History
Data Set

The LPI, LPIish, LSN, and LSNish models were evaluated using
7,167 CPT liquefaction case histories from the 2010–2011
Canterbury earthquake sequence and the 2016 Valentine’s Day
earthquake, collectively referred to henceforth as the Canterbury
earthquakes (CE). These 7,167 CPT liquefaction case histories
were derived as a subset of approximately 10,000 well-documented
case histories resulting from the Mw 7.1 September 2010 Darfield,
Mw 6.2 February 2011 Christchurch, and the Mw 5.7 February
2016 Valentine’s Day earthquakes in Canterbury, New Zealand,
largely assembled by Maurer et al. (2014, 2015d, c, b, 2017a, b,
2019) and Geyin et al. (2021). The case histories consist of clas-
sifications of liquefaction manifestations, geotechnical and hydro-
logical data, and ground-motion intensity measures. The severity of
the liquefaction manifestations was based on postevent observa-
tions and high-resolution aerial photographs and satellite imagery
taken within a few days after the earthquakes.

None of the MSI models being evaluated account for the influ-
ence of nonliquefiable, high-FC, high-plasticity interbedded soil
strata on the occurrence/severity of surficial liquefaction manifes-
tations. Therefore, the MSI models can be best evaluated using case
histories comprised predominantly clean to nonplastic silty sand
profiles. Maurer et al. (2015d) found that sites in the region that
have an average Ic for the upper 10 m of the soil profile (Ic10) less
than 2.05 generally correspond to sites having predominantly clean
to nonplastic silty sands. Accordingly, the 7,167 liquefaction case
histories used in this study only comprised CPT soundings that
have Ic10 < 2.05; the locations of the CPT soundings for these case
histories are shown in Fig. 5.

Of the 7,167 case histories, 2,574 cases are from the 2010
Darfield earthquake, 2,582 cases are from the 2011 Christchurch
earthquake, and 2,011 cases are from the 2016 Valentine’s Day
earthquake. Furthermore, 38% of the case histories were catego-
rized as no manifestation, and the remaining 62% were categorized
as either marginal, moderate, or severe manifestations following the
Green et al. (2014) classification (Fig. S1 and Table S1).

Values for amax are needed to estimate the seismic demand at the
case history sites. In prior CE studies (e.g., Green et al. 2011, 2014;
Maurer et al. 2014, 2015a, b, c, d, 2017a, b, 2019; van Ballegooy
et al. 2015; among others), amax values were obtained using the
Bradley (2013b) procedure, which combines the unconditional
amax distributions as estimated by the Bradley (2013a) ground mo-
tion prediction equation, the actual recorded amax values at the
strong motion stations (SMS), and the spatial correlation model
of Goda and Hong (2008) to compute the conditional amax values
at the sites of interest.

However, the recorded amax values at four SMSs during the Mw
6.2 February 2011 Christchurch earthquake were inferred to be as-
sociated with high-frequency dilation spikes as a result of liquefac-
tion triggering and were higher than the preliquefaction amax values
(e.g., Wotherspoon et al. 2014, 2015). Such artificially high amax
values at the liquefied SMSs can potentially result in overesti-
mated amax values at the nearby case-history sites (hence, overly
conservative seismic demand), which in turn can lead to overpre-
dictions of the severity of surficial liquefaction manifestations
(Upadhyaya et al. 2019). Accordingly, in the present study, preli-
quefaction amax values at the four liquefied SMS were used to
estimate amax values at the case history locations for the 2011
Christchurch earthquake. For the 2010 Darfield and 2016
Valentine’s Day earthquakes, previously estimated amax values re-
main unchanged.

Accurate estimation of groundwater table (GWT) depth is criti-
cal to liquefaction triggering evaluations. The GWT depth at each
case-history site immediately prior to the earthquake was estimated
using the robust event-specific regional groundwater models of van
Ballegooy et al. (2014a), as in prior CE studies (e.g., Maurer et al.
2014, 2015d, c, a, 2017a, b, 2019; van Ballegooy et al. 2015;
Upadhyaya et al. 2018; among others).

Evaluation of Liquefaction Triggering and Severity of
Surficial Liquefaction Manifestation

In evaluating the MSI models, FS is used as an input parameter. In
the present study, FS was computed using the BI14 CPT-based
liquefaction triggering model, although the triggering model pro-
posed by Green et al. (2019) was also used and the results are sim-
ilar to those presented subsequently for the BI14 model. Inherent to

Fig. 5. Map of spatial distributions of CPT sounding locations from
CE. (Microsoft Bing screenshot reprinted with permission from
Microsoft Corporation, base image data © 2021 Microsoft Corpora-
tion, Earthstar Geographics SIO.)
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this process, soils with Ic > 2.5 were considered to be nonliquefi-
able (Maurer et al. 2017b, 2019). Additionally, the FC required to
compute qc1Ncs was estimated using the Christchurch-specific
Ic-FC correlation proposed by Maurer et al. (2019).

For each CE case history, the predictive efficacies of the LPI,
LPIish, LSN, and LSNish models were compared by performing
receiver operating characteristic (ROC) analyses on the CE data
set. An overview of ROC analysis is presented in the following
section.

Overview of ROC Analysis

ROC analysis is widely used to evaluate the performance of diag-
nostic models, including extensive use in medical diagnostics
(e.g., Zou 2007) and to a much lesser degree in geotechnical en-
gineering (e.g., Oommen et al. 2010; Maurer et al. 2015d, c, b,
2017a, b, 2019; Green et al. 2017; Zhu et al. 2017; Upadhyaya
et al. 2018, 2021). In particular, in cases where the distribution
of positives (e.g., cases of observed surficial liquefaction manifes-
tations) and negatives (e.g., cases of no observed surficial liquefac-
tion manifestations) overlap [e.g., Fig. 6(a)], ROC analyses can be
used to (1) identify the optimum diagnostic threshold (e.g., LSNish
threshold); and (2) assess the relative efficacy of competing diag-
nostic models, independent of the thresholds used.

A ROC curve is a plot of the true positive rate (RTP) (i.e., surfi-
cial liquefaction manifestations were observed, as predicted) versus
the false positive rate (RFP) (i.e., surficial liquefaction manifesta-
tions are predicted, but were not observed) for varying threshold
values (e.g., LSNish). A conceptual illustration of ROC analysis,
including the relationship among the distributions for positives
and negatives, threshold value, and ROC curve, is shown in Fig. 6.

In ROC curve space, a diagnostic test that has no predictive abil-
ity (i.e., a random guess) results in a ROC curve that plots as a 1∶1
line through the origin. In contrast, a diagnostic test that has a perfect
predictive ability (i.e., a perfect model) plots along the left vertical
and upper horizontal axes, connecting at the point (0,1) and indi-
cates the existence of a threshold value that perfectly segregates
the data set (e.g., all cases with observed surficial manifestations
will have LSNish above the threshold, and all cases with no observed
surficial manifestations will have LSNish below the threshold).

The area under the ROC curve (AUC) can be used as a metric
to evaluate the predictive performance of a diagnostic model

(e.g., LSNish model), whereby a higher AUC value indicates better
predictive capabilities (e.g., Fawcett 2005). As such, a random
guess returns an AUC of 0.5, whereas a perfect model returns
an AUC of 1. The optimum operating point (OOP) in a ROC analy-
sis is defined as the threshold value (e.g., threshold LSNish) that
minimizes the rate of misprediction [i.e., RFP þ ð1 − RTPÞ].
Contours of the quantity ½RFP þ ð1 − RTPÞ� are isoperformance
lines joining points of equivalent performance in ROC space, as
illustrated in Fig. 6(b).

Results and Discussion

ROC analyses were performed on the CE data set using the
four MSI models (i.e., LPI, LPIish, LSNish, and LSN models).
ROC statistics (i.e., AUC and OOP) were obtained to evaluate
the performance of each MSI model in distinguishing (1) cases
with no manifestation from cases with any manifestation severity
(Case a); (2) cases with no manifestations from cases with marginal
manifestations (Case b); (3) cases with marginal manifestations
from cases with moderate manifestations (Case c); and (4) cases
with moderate manifestations from cases with severe manifesta-
tions (Case d). Table 1 summarizes the ROC statistics (i.e., AUC
and OOP) for each MSI model, used in conjunction with the BI14
deterministic triggering model, for different severities of surficial
liquefaction manifestations as described previously.

Fig. 7(a) shows the ROC curves for the four different MSI models,
considering only the binomial predictive ability (i.e., Case a, cases
with no manifestation from cases with any manifestation severity),
evaluated in conjunction with the BI14 deterministic triggering
model. Also shown in Fig. 7(a) are the optimum threshold values
associated with each MSI model. Moreover, Fig. 8(a) compares
the AUCs associated with these four different MSI models, evaluated
in conjunction with the BI14 deterministic triggering model.

The results from ROC analyses show that the AUC values
returned by the four different MSI models follow the order:
LPI≈ LPIish> LSN≈ LSNish. As such, two main observations
can be made. First, despite accounting for the limiting-crust-
thickness phenomenon, LPIish and LSNish did not show improve-
ments over LPI and LSN, respectively. This is likely due to the fact
that the case histories used in this study only comprised CPT
soundings that have Ic10 < 2.05, the majority of which are located

F
re

qu
en

cy

Ishihara-inspired LSN (LSNish)

LSNish

T
ru

e 
P

os
it

iv
e 

R
at

e,
 R

T
P

False Positive Rate, RFP

(a) (b)

Fig. 6. Conceptual illustration of ROC analyses: (a) frequency distributions of surficial liquefaction manifestation and no surficial liquefaction
manifestation observations as a function of LSNish; and (b) corresponding ROC curve (after Maurer et al. 2015d, c, b).
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in eastern Christchurch (Fig. 5) where the groundwater table is
shallow (usually ranging between ∼1 and 2 m). As a result, the
limiting-crust-thickness phenomenon may not have much of an
influence on the severity of surficial liquefaction manifestations.
Another possible reason could be that Ishihara’s H1–H2 boundary
curves may not sufficiently represent the influence of nonliquefied
crust thickness on the occurrence and severity of manifestations,
although the authors believe that the general trends exhibited
by Ishihara’s H1–H2 boundary curves are correct (e.g., Green et al.
2018).

Second, the higher AUCs for the LPI and LPIish models than the
LSN and LSNish models indicate that the latter group performs
more poorly despite accounting for the influence of soil density
on the occurrence/severity of surficial liquefaction manifestation
via the FS-Dr-εv relationship, contrary to what would be expected.
Several factors may explain the cause of the reduced efficacy of
these models. For example, the εv model of Zhang et al. (2002)
is based on the FS-Dr-εv relationship proposed by Ishihara and
Yoshimine (1992) developed using laboratory test data for recon-
stituted clean sand samples. In contrast to the FS determined from

Table 1. Summary of ROC statistics for different MSI models evaluated using the BI14 deterministic CRRM7.5 curve considering different severities of
surficial liquefaction manifestation

MSI model

Any manifestation Marginal Moderate Severe

AUC OOP AUC OOP AUC OOP AUC OOP

LPI 0.8500 3.7 0.7893 2.0 0.6852 5.6 0.6839 14.1
LPIish 0.8473 1.7 0.7868 1.1 0.6821 3.6 0.6926 9.7
LSN 0.7975 10.5 0.7417 9.1 0.6484 15.5 0.6726 24.7
LSNish 0.8007 5.4 0.7437 5.4 0.6508 7.9 0.6776 16.4
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Fig. 7. ROC curves for LPI, LPIish, LSN, and LSNish models evaluated using: (a) BI14 deterministic CRRM7.5; and (b) BI14 median CRRM7.5. Also
shown are the optimal thresholds for each model.

LPI LPIish LSN LSNish

A
re

a 
un

de
r 

th
e 

cu
rv

e 
(A

U
C

)

Manifestation Severity Index (MSI) 

LPI LPIish LSN LSNish

A
re

a 
un

de
r 

th
e 

cu
rv

e 
(A

U
C

)

Manifestation Severity Index (MSI) (a) (b)

Fig. 8. Comparison of AUC values for the LPI, LPIish, LSN, and LSNish models evaluated using: (a) BI14 deterministic CRRM7.5; and (b) BI14
median CRRM7.5.
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laboratory tests for a specific soil that has a specific fabric, the field-
based triggering curves are developed from a range of soils having
a range of fabrics. As a result, there may be inconsistencies in how
the Ishihara and Yoshimine (1992) FS-Dr-εv relationship is being
applied in conjunction with FS determined from triggering models
based on field case histories.

However, the most likely reason for the poorer performance
of the LSN and LSNish models is that the influence of posttrigger-
ing volumetric strain potential of medium-dense to dense soils
on the severity of surficial liquefaction manifestations is being
double-counted by these models. This is because FS, which is used
as an input to compute εv, inherently accounts for such effects via
the shape of the CRRM7.5 curve. Specifically, the CRRM7.5 curves
likely tend toward vertical at medium to high penetration resistance
due to dilative tendencies of medium-dense to dense soils that
inhibit the surficial liquefaction manifestation, even if liquefaction
is triggered at depth (e.g., Dobry 1989).

Although the existing triggering curves are treated as actual or
true triggering curves in current practice, in reality they are com-
bined triggering and manifestation curves. This is mainly because
the CRRM7.5 curves are based on the liquefaction response of pro-
files inferred from postearthquake surface observations at sites.
Sites without surficial evidence of liquefaction are classified, by
default, as no liquefaction, despite the possibility of liquefaction
having been triggered at depth, but not manifesting at the ground
surface. Consequently, embedded in the resulting triggering curve
are factors that relate not only to triggering, but also to posttrigger-
ing surface manifestation.

These findings suggest that the current models for predicting
liquefaction response may not account for the mechanics of lique-
faction triggering and surface manifestation in a consistent and
sufficient manner. The liquefaction triggering and manifestation
models need to be developed simultaneously within a consistent
framework that provides a clear separation and proper accounting
of mechanics controlling each phenomenon. Given that the LSNish
model accounts for the factors controlling manifestation in a more
appropriate manner, it is hypothesized that the LSNish model would
result in better predictions of the severity of surficial liquefac-
tion manifestation than the other MSI models examined herein,
if used in conjunction with a true liquefaction triggering curve
(i.e., free of factors influencing surficial liquefaction manifestation)
(Upadhyaya 2019). As detailed by Upadhyaya (2019), one ap-
proach for doing this is to group the liquefaction case histories
based on the severity of surficial liquefaction manifestations and
assigning the groups severity indices. Then, CSR* for the case his-
tories, in conjunction with an MSI model, can be used to back-
calculate a triggering curve (i.e., CRRM7.5 curve) that removes the
influence of surficial manifestations.

Finally, several studies have proposed using median CRRM7.5
curves to compute the FS (e.g., Cetin et al. 2018). The reason for
this is that deterministic CRRM7.5 curves are almost always con-
servatively positioned to minimize the number of false negatives
(i.e., liquefaction cases that fall below or to the right of the CRRM7.5

curve, with the positioning of the BI14 deterministic CRRM7.5
curve corresponding to a probability of liquefaction of 15%). As a
result, FS computed using the deterministic CRRM7.5 curve may
lead to conservative predictions. For unbiased estimates of FS,
use of median CRRM7.5 may be more appropriate. However, using
the median CRRM7.5 curve to compute MSI values and comparing
them with established MSI severity thresholds based on case his-
tories analyzed using FS computed using deterministic CRRM7.5
curves is inconsistent with the way the MSI severity thresholds
were established and therefore introduces unquantified bias. Never-
theless, FS were computed using the median BI14 CRRM7.5 curve
and used to compute the MSI indices.

Figs. 7(b) and 8(b) illustrate the ROC analyses, and Table 2
summarizes the ROC statistics (i.e., AUC and OOP) for each MSI
model used in conjunction with the BI14 median triggering model
for different severities of surficial liquefaction manifestations as
described previously.

It can be seen that the AUCs for the LPI and LPIish models are
generally slightly higher when evaluated in conjunction with the
deterministic triggering model than with the median triggering
model. In contrast, the AUCs for LSN and LSNish models are gen-
erally slightly lower when evaluated using the deterministic model
than using the median CRRM7.5 model. Because the changes in
AUC are not very significant between the deterministic and median
models, it can be inferred that the MSI models are equally effica-
cious using either variant of the CRRM7.5 curves. However, the op-
timal threshold MSI values are different between the deterministic
and median triggering models, with the median model resulting in
lower threshold values than the deterministic model.

For example, the optimal threshold LSNish values distin-
guishing cases of no manifestations from cases with any manifes-
tation severity when evaluated using the deterministic and median
CRRM7.5 curves are 5.4 and 3.6, respectively. This is consistent
with the preceding comment that using the median CRRM7.5 curve
to compute MSI values and comparing them with established MSI
severity thresholds based on case histories analyzed using FS com-
puted using deterministic CRRM7.5 curves introduces bias and is
viewed by the authors as being inappropriate.

Conclusion

This paper assesses the limitations of surface liquefaction manifes-
tation severity index models that are used in conjunction with sim-
plified stress-based triggering models. Specifically, three existing
MSI models are evaluated (i.e., LPI, LPIish, and LSN models)
and a fourth MSI model is developed and evaluated (i.e., LSNish).
These models account for various factors influencing the severity of
surficial liquefaction manifestations, with the LSNish model ac-
counting for more factors than the others.

The LSNish model was derived as a conceptual merger of
the LSN formulation and Ishihara’s H1–H2 boundary curves.
As such, LSNish conceptually accounts for (1) the influence of

Table 2. Summary of ROC statistics for different MSI models evaluated using the BI14 median CRRM7.5 curve considering different severities of surficial
liquefaction manifestation

MSI model

Any manifestation Marginal Moderate Severe

AUC OOP AUC OOP AUC OOP AUC OOP

LPI 0.8496 1.5 0.7873 1.0 0.6872 3.4 0.6840 7.4
LPIish 0.8354 0.6 0.7688 0.3 0.6811 1.2 0.6880 4.6
LSN 0.8100 7.1 0.7525 7.5 0.6596 10.3 0.6809 23.2
LSNish 0.8031 3.6 0.7421 2.6 0.6607 5.3 0.6853 13.3
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postliquefaction volumetric strain potential on the severity of sur-
ficial liquefaction manifestation; (2) the limiting-crust-thickness
phenomenon, where a nonliquefied capping stratum having an
equal or greater thickness than the limiting crust thickness inhibits
any surficial liquefaction manifestations regardless of the liquefac-
tion response of the underlying strata; and (3) the contribution of
layers where liquefaction did not trigger (i.e., FS > 1), but the ex-
cess pore pressures due to shaking are sufficiently high enough to
potentially contribute to surficial manifestations.

The predictive efficacies of the four MSI models were evaluated
using 7,167 well-documented CPT liquefaction case histories from
the 2010–2011 Canterbury earthquake sequence and the 2016
Valentine’s Day earthquake; the case histories comprised predomi-
nantly clean to nonplastic silty sand profiles. These models were
evaluated in conjunction with the BI14 triggering model, where
both the deterministic and median CRRM7.5 curves were used
to compute FS. It was observed that the predictive efficacies of
LSNish and LSN models were lower than those of LPI and LPIish,
despite the former two MSI models accounting for the additional
influence of soil density on the severity of surficial liquefaction
manifestation via the FS-Dr-εv relationship.

The likely reason for this is that the influence of posttriggering
volumetric strain potential on the severity of surficial liquefaction
manifestation is being double-counted by the LSN and LSNish
models because the shape of the CRRM7.5 curve inherently ac-
counts for the dilative tendencies of medium-dense to dense soils,
which inhibit surficial liquefaction manifestations even when lique-
faction is triggered at depth. These findings suggest that current
frameworks for predicting the occurrence/severity of surficial
liquefaction manifestation do not account for the mechanics of trig-
gering and manifestation in a proper and sufficient manner.
Although the triggering curves are assumed to be true (i.e., free
of factors influencing manifestation), in reality they inherently ac-
count for some of the factors controlling surficial manifestation of
liquefaction, particularly for denser soils. Thus, there is a need to
develop a framework that consistently and appropriately accounts
for the mechanics behind liquefaction triggering and surficial lique-
faction manifestation (e.g., Upadhyaya 2019).

Finally, because several studies have proposed using median
CRRM7.5 curves to compute the FS against liquefaction triggering,
we repeated our assessment of the efficacies of the MSI models
using median CRRM7.5 curves. The efficacies of the LPI and
LPIish models were generally slightly higher when evaluated in
conjunction with the deterministic CRRM7.5 curve than with the
median CRRM7.5 curve. In contrast, the efficacies of the LSN
and LSNish models were generally slightly lower when evaluated
using the deterministic CRRM7.5 curve than using the median
CRRM7.5 curve. However, the differences in the efficacies are
not very significant between the deterministic and median
CRRM7.5 curves, and it can be inferred that the MSI models perform
equally well using either variant of the CRRM7.5 curves. However,
the optimal threshold MSI values are different between the deter-
ministic and median CRRM7.5 curves. This implies that using the
median CRRM7.5 curve to compute MSI values and comparing
them with established MSI severity thresholds based on case his-
tories analyzed using FS computed using deterministic CRRM7.5
curves introduces an unquantified bias.
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Database (NZGD 2020) website.
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