Microscopy, 2022, 71(81), i1132-i147
DOI: https://doi.org/10.1093/jmicro/dfab026

Special Issue Paper

3 MICROSCOPY

Evolution in X-ray analysis from micro to atomic scales in
aberration-corrected scanning transmission electron
microscopes

M. Watanabe®'* and R.F. Egerton?

'Department of Materials Science and Engineering, Lehigh University, 5 East Packer Avenue, Bethlehem, PA 18015-3195, USA

fDepartment of Physics, University of Alberta, Edmonton, AB T6G 2E1, Canada
To whom correspondence should be addressed. E-mail: masashi.watanabe@Ilehigh.edu

Abstract

X-ray analysis is one of the most robust approaches to extract quantitative information from various materials and is widely used in var
ious fields ever since Raimond Castaing established procedures to analyze electron-induced X-ray signals for materials characterization
‘70vyears ago’. The recent development of aberration-correction technology in a (scanning) transmission electron microscopes (S/TEMs)
offers refined electron probes below the A level, making atomic-resolution X-ray analysis possible. In addition, the latest silicon drift detec-
tors allow complex detector arrangements and new configurational designs to maximize the collection efficiency of X-ray signals, which
make it feasible to acquire X-ray signals from single atoms. In this review paper, recent progress and advantages related to S/TEM-
based X-ray analysis will be discussed: (i) progress in quantification for materials characterization including the recent applications to
light element analysis, (ii) progress in analytical spatial resolution for atomic-resolution analysis and (iii) progress in analytical sensitivity
toward single-atom detection and analysis in materials. Both atomic-resolution analysis and single-atom analysis are evaluated theoret-
ically through multislice-based calculation for electron propagation in oriented crystalline specimen in combination with X-ray spectrum
simulation.
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Introduction of an aberration-corrected fine probe is also ideal for X-ray
energy-dispersive spectrometry (XEDS), since the aberration
correction makes it possible to reduce the incident probe size
while maintaining higher currents. The aberration-corrected
probe offers improvement not only in spatial resolution but
also in analytical sensitivity. In a previous study [14], it was
demonstrated that the spatial resolution of X-ray analysis is
improved to ~0.4 nm and the detectability limit approaches
a few atoms, implying that atomic-level analysis/mapping by
X-ray analysis is feasible in aberration-corrected STEM.
Conventionally, X-ray signals in an S/TEM instrument are
significantly limited by weak signal generation, which could
be worse in an aberration-corrected instrument than a con-
ventional one because the analytical volume sizes are generally
much smaller due to the reduced probe size. X-ray signal gen-
eration is also fundamentally limited by the ionization and
de-excitation processes, which are described by an ioniza-
tion cross section and the fluorescence yield, respectively. In
addition, traditional XEDS spectrometer geometries restrict
X-ray signal collection in the S/TEM instruments, i.e. typical

Characteristic X-rays are emitted from a specimen as a result
of inelastic interactions with incident electrons. Ever since
Raimond Castaing established procedures to use the gener-
ated characteristic X-ray signals for characterizing materials
~“70years’ ago [1], X-ray analysis has been one of the essen-
tial characterization tools to extract quantitative information
from various materials and is widely used in various fields,
i.e. for bulk-material samples in scanning electron micro-
scopes (SEMs) or electron-probe microanalyzers (EPMAs)
[e.g. 2] and for electron transparent thin film specimens in
(scanning) transmission electron microscopes (S/TEMs) or
analytical electron microscopes (AEMs) [e.g. 3].

The recent development of aberration-correction technol-
ogy in S/TEM has brought a paradigm shift in materials
characterization. Both in STEM and TEM imaging, sub-
A resolution is routinely available. Ultimately, the latest
aberration-corrected microscopes offer half-A resolution both
in the STEM and TEM modes [4,5]. Especially in STEM,

aberration correction provides a refined incident probe size
without reducing the probe current significantly, which is
essential for superior chemical analysis through X-rays and
energy-loss electrons. In fact, it is now possible to carry
out electron energy-loss spectrometry (EELS) mapping at
atomic resolution on a routine basis [e.g. 6-13]. The use

solid angles for signal collection in S/TEM with a conven-
tional Si(Li) detector were ~0.1-0.2 sr, which is equivalent
to only 1-2% of the entire X-ray signal generated from a thin
specimen and ~100 times worse than that in EELS. Hence,
higher probe currents were required for X-ray analysis to
compensate the poor signal generation and the poor signal
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correction. Since higher probe current enlarges the incident
probe size, spatial resolution for X-ray analysis is generally
degraded. But despite inefficient signal generation and col-
lection aspects, X-ray analysis in S/TEM is a very robust
and important approach for materials characterization, due
to the simple nature of its operation and analysis. As men-
tioned above, X-ray generation can be enhanced to some
degree by using a refined probe with additional current in an
aberration-corrected STEM instrument.

Obviously, improvement of the signal correction efficiency
is rather crucial for advances in X-ray analysis in a mod-
ern S/TEM instrument. Several attempts have been proposed
and applied by redesigning X-ray detector configurations: i.e.
modification of detector locations [e.g. 15,16], construction
of multiple-array detector systems [17] and development of
large solid-angle detectors [18]. The recently developed sil-
icon drift detectors (SDDs) are relatively amenable to the
fabrication of complex detector arrangements with new con-
figurational designs, which have been incorporated into the
latest aberration-corrected instruments. The collection solid
angles exceed 1 sr or even 7 sr in the latest aberration-
corrected S/TEM instrument [19,20]. Therefore, significant
improvements in X-ray analysis (in terms of spatial resolu-
tion and analytical sensitivity) are expected by using the latest
aberration-corrected STEM instruments with the improved
X-ray detector configuration.

In this review paper, recent progress and advantages
related to S/TEM-based X-ray analysis will be discussed:
(1) progress in quantification for materials characterization
including the recent applications to light element analysis, (ii)
progress in analytical spatial resolution for atomic-resolution
analysis and (iii) progress in analytical sensitivity toward
single-atom detection and analysis in materials. Both atomic-
resolution analysis and single-atom analysis are evaluated
theoretically through multislice-based calculation for electron
propagation in oriented crystalline specimen in combination
with X-ray spectrum simulation.

Progress in quantification procedures for X-ray
analysis
Conventional quantitative X-ray analysis in S/TEM

The characteristic X-ray intensity excited by incident electrons
is closely related to the amount of the corresponding element.
Raimond Castaing, ‘the father of X-ray analysis’, established
the theory of quantitative X-ray analysis with his develop-
ment of a so-called matrix correction, which includes X-ray
absorption and fluorescence effects [1]. Castaing’s approach is
known as the ZAF correction and became the standard proce-
dure for quantitative X-ray analysis of bulk samples in SEM
and EPMA. A similar concept is applicable to the electron
transparent thin specimens in S/TEM, i.e. local composi-
tions can also be quantified by measuring the characteristic
X-ray signals from the thin specimens, with a much simpler
form than the ZAF matrix correction for bulk samples. Cliff
and Lorimer proposed a ratio method for quantitative X-ray
analysis of thin-foil specimens [21]:

Ca . I
?B—kAB <E) (1)

where Cs and Cp are compositions of two constituent ele-
ments (typically defined as the weight fraction or wt.%), I
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and Iy are the characteristic X-ray intensities from these ele-
ments, and kap is the Cliff-Lorimer k factor: a sensitivity
factor always defined with respect to the base element (in this
case, element B). The Cliff-Lorimer k factors can be deter-
mined both theoretically and experimentally [e.g. 3,22]. Due
to its simplicity, the Cliff~Lorimer ratio method has been
applied widely. However, X-ray absorption can be one of
the most serious problems for quantification, even in thin
specimens. In fact, the X-ray absorption correction for thin
specimens in S/TEM is harder than that for bulk samples in
SEM/EPMA because prior information of a finite specimen
thickness and density at individual analysis points is required.
Although application of the Cliff~Lorimer ratio method is
straightforward, it is rather challenging to achieve sufficient
enough accuracy and precision in quantitative X-ray analysis
of a thin specimen in some cases.

Improved quantitative X-ray analysis in S/TEM: the
¢ (zeta) factor method

The X-ray absorption can be one of the major limitations
in the accurate quantitative analysis of thin specimens. In
order to correct the X-ray absorption, independent measure-
ments of the specimen thickness and density are required,
which are time consuming and could induce additional errors
in quantification. In order to remove the burden of thick-
ness determination and to improve accuracy and precision in
quantification, a quantification procedure for thin specimens,
so-called the ¢-factor method, was developed [23-25]. For a
thin-film specimen, the measured characteristic X-ray inten-
sity is proportional to the mass thickness pt and elemental
concentration, unless the generated X-ray signals are affected
by absorption and fluorescence. Therefore, the following rela-
tionship can be established between the mass thickness and
the measured X-ray intensity [23]:

_ . 1a
pt=2Ca CaD. (2)

where ( is a proportionality factor that connects Iy with pt
and C,, and D, is the number of primary electrons: probe
current times acquisition time (so beam-current measurement
is essential for this approach). The (-factor is related to X-ray
generation and detection, thus it is equivalent to the atomic
number term, Z in the ZAF matrix correction for bulk sample
analysis.

Similar relationships to the above equation hold for other
elements in a thin specimen, and hence the composition for
an Element X and the mass thickness can be expressed as:

Gl D,

Cx

The composition and mass thickness can be determined
simultaneously by measuring all of the X-ray intensities from
a thin specimen.

When some of the X-rays are absorbed and/or fluoresced
significantly in the specimen, absorption and fluorescence
correction terms are easily incorporated into Eq. (3). For
example, an absorption-correction term Ax for an X-ray line
X can be added as [23,26]:
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where (,u/p)ié is the mass absorption coefficient of the char-
acteristic X-ray Line X in the specimen and A is the detector
take-off angle.

The ¢-factor method has been available in several commer-
cial XEDS systems [27,28] and in the free software package
DTSA 1II [29]. It should be noted that there are similar quan-
tification approaches, for example a partial cross section
approach [30].

Selected applications of the (-factor method for
materials characterization

Information about local specimen thickness determined
through the ¢-factor method is essential for the absorption
correction. Furthermore, the thickness information is ben-
eficial to extract additional information for materials char-
acterization, including the analyzed volume, the number of
constituent atoms, etc. as described in the original ¢-factor
paper [23].

As an example of quantitative analysis by the (-factor
method, Fig. 1 shows a set of X-ray maps taken from a
selected region in a Cr/Cu/Ni/Au multilayer thin film annealed
at 573K for 300 s: (i) annular dark field (ADF)-STEM image;
(ii) thickness, ¢ map; (iii) spatial resolution, R map; (iv) Cu
composition map; (v) Ni composition map and (vi) Au com-
position map [31]. Ni was placed between Cu and Au layers
as a barrier layer to prevent any reaction between Cu and
Au. However, after such a relatively short annealing at a low
temperature, some amounts of Cu and Au (~15 at%) can
be found in the Au and Cu layers, respectively, although no
evident interdiffusion of Cu or Au was found at the Cu/Ni
and Ni/Au interfaces. In other words, the barrier Ni layer
remained as deposited but both Cu and Au were transported
to the counter part through the Ni layer. The interdiffusion
behaviors at the Cu/Ni and Ni/Au interfaces can also be eval-
uated by local spatial resolution R values. In general, there
could be no significant atomic interdiffusion at an interphase
interface if a composition variation with at the interface is
close to an estimated R value. The spatial resolution map was
calculated using the Gaussian beam-broadening model pro-
posed by Van Cappellen and Schmitz [32], which requires the
probe diameter and electron broadening in a thin specimen.
Since this beam broadening is a function of the compositions
and thickness, the ¢-factor method can also provide the broad-
ening and hence spatial resolution at individual pixels in a
map. As shown in the R map in Fig. 1c, the R value is ~2 nm
both at the Cu/Ni and Ni/Au interfaces, which is very sim-
ilar to the composition variation widths at those interfaces
estimated from the composition maps. Therefore, there is no
significant interdiffusion between Cu and Ni and between Ni
and Au, respectively.

Other versions of the composition map, with limited com-
position ranges, show the details of the elemental distributions
in Fig. 1d-f. The Ni composition is depleted and correspond-
ingly the Cu and Au compositions are enriched at certain
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Fig. 1. Summary of X-ray maps from a Cr/Cu/Ni/Au annealed at 573K for
300 s, quantified by the ¢-factor method: (a) ADFSTEM image, (b)
thickness, t map, (c) spatial resolution, R map, (d) Cu map, (e) Ni map and
(f) Au map [31]. There are two versions of the composition maps with
different composition ranges to show details of atomic segregation.

regions in the Ni layer, which correspond to the grain bound-
aries (GBs) according to the ADF-STEM image (Fig. 1a).
Thus, both Cu and Au could be transported through the
Ni layer by GB diffusion instead of bulk diffusion [31]. Quan-
titative X-ray mapping directly proves the boundary diffusion
of Cu and Au in the multilayer thin-film system. In order to
understand mechanisms of the GB diffusion, it is important
to determine the amounts of Cu and Au in Ni GBs. How-
ever, the compositions of Cu and Au in the boundaries vary
depending on the specimen thickness, the boundary inclina-
tion and the incident probe size used for analysis, meaning
that segregant compositions are no longer quantitative values
for the grain boundary characterization. A better way to char-
acterize the boundary segregation is to employ the boundary
enrichment " (defined as a number of excess atoms per unit
area in a boundary plane) instead of the simple composition
since the boundary coverage is less sensitive to the analyti-
cal conditions mentioned above. Furthermore, determination
of I'** requires no prior knowledge of the boundary width —
the measurement of which may produce further errors. From
the compositions of solute Element A and major Element B,
the boundary enrichment for A can be converted using the
following equation [25]:

ng _ xbk \%
ex A A v
N (5)

where Nj is the number of B atoms per unit volume in the
surrounding bulk region, X 4% and X% are the atomic frac-
tions of Element A at the GB and the bulk region, respectively,
Xg is the atomic fraction of Element B, and V and A are the
interaction volume and the area of the boundary inside the
interaction volume, respectively. An accurate estimation of
the V/A term is essential to remove the influence of speci-
men thickness on the I"** determination. To calculate the V/A
term, the specimen thickness ¢ is required again, and can be
provided by the ¢-factor method [23,25].
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Fig. 2. Additional maps extracted from the thickness and composition
maps shown in Fig. 1: (a) V/A map, (b) Cu-enrichment map and (c)
Au-enrichment map.

Figure 2 shows the V/A map (a) determined from Fig. 1,
and the Cu- and Au-enrichment maps (b and c), respec-
tively. From the Cu- and Au-enrichment maps, the total excess
atoms at the center part of the Ni GB are ~130 atoms/nm”
for Cu and 60 atoms/nm? for Au. The average number of
atoms at a monolayer in the Ni matrix is given as ~18
atoms/nm? per close-packed {111} plane in fcc metals [33].
Therefore, the Cu and Au segregation levels at the Ni bound-
ary are ~7 and ~3 monolayers, respectively, and the total
amount of segregant atoms becomes ~10 monolayers for
both the Cu and Au co-segregations. Obviously, the seg-
regation levels for Cu and Au in Ni are extremely high in
comparison to typical Gibbsian segregation in other alloying
systems [34].

Specimen thickness information determined simultane-
ously with compositions in the ¢-factor method is very useful,
as shown above. This approach has also been applied to
determine individual elemental volumes of heterostructured
nanoparticles in combination with the 3D electron tomogra-
phy technique [35].

Applications to light element analysis

Soft X-rays with energy <2keV are significantly absorbed
even in a thin specimen. For example, characteristic K lines
below phosphorus (atomic number 15) and L lines below zir-
conium (atomic number 40) are in this category. Therefore,
for quantitative analysis including light elements such as C, N
and O, an absorption correction is essential. Figure 3 shows a
set of composition maps of yttrium-stabilized zirconia quan-
tified by the ¢-factor method: (i) ADF-STEM image, (ii) Zr
map, (iii) Y map, (iv) O map, (v) absorption-loss map for
the oxygen K line and (vi) thickness map. The thickness in
this field of view is low enough (<100 nm) for typical electron
microscopy characterization including X-ray analysis. How-
ever, the absorption loss for the oxygen K line can be as high as
40%. Obviously, without an absorption correction the oxy-
gen composition hardly reaches ~67 at% as shown in the O
map quantified through the ¢(-factor method with absorption
correction (Fig. 3d). The ¢-factor method was also applied by
Fladischer and Grogger [36] to quantify (except for hydrogen)
organic semiconducting materials frequently used in organic
electronics: C;3;H16CuNg and C36H16N4O;. Although the
absorption of X-ray lines from those light elements is signif-
icant in these organic systems, the quantified results exhibit
substantial agreement with the nominal values expected for all
specimens.

Another issue for light element analysis, besides the signif-
icant X-ray absorption, is peak overlap. If the energy resolu-
tion of an XEDS spectrometer is not sufficient, characteristic
X-ray lines in the soft X-ray region are superimposed with
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one another over uneven backgrounds. Surprisingly, X-ray
mapping of those light elements including Be, C and O was
performed ‘60 years ago’ at the Cavendish Laboratory, Cam-
bridge University, in the UK by Ray Dolby [37]. At the time,
the energy resolution of a gas-based X-ray spectrometer was
extremely poor and K peaks of Be, C and O were completely
superimposed. However, Dolby developed the deconvolu-
tion scheme for peak separation and obtained those elemental
maps successfully. After Dolby earned his PhD, he applied
his experience to sound and founded the famous Dolby
Laboratories, where he invented the Dolby noise-reduction
system [38].

Nowadays, SDDs have taken over from Si(Li) detectors
and are standard in modern S/TEM instruments. The energy
resolution of the SDD system can be ~130 €V or slightly bet-
ter, which is not significant improvement in comparison to the
Si(Li) systems (~135eV). However, this minor improvement
in the energy resolution at the defined energy for XEDS sys-
tem, 5.9 keV, provides sufficient enough energy resolutions at
the soft X-ray range <2 keV. Thus, the peaks of those light ele-
ment K lines are already separated without any sophisticated
peak deconvolution. Quantitative X-ray analysis in S/TEM
through the ¢-factor method was applied to silicon hexaboride
SiBg and boron carbide [39]. Figure 4 shows the B/C ratio
quantified by the ¢(-factor method, plotted as a function of
the specimen thickness. The dashed line indicates the nomi-
nal composition ratio (B/C =4.3) determined by independent
combustion gas analysis. Even at the thicker region, ~250 nm,
the B/C ratio is consistent, which means that the significant
X-ray absorption for both the light elements was successfully
corrected. With careful spectral processing in background
subtraction and appropriate absorption correction via the ¢-
factor method, light element analysis is successful down to
atomic number 5.

(-factor as a system sensitivity parameter

As mentioned above, the ¢-factor is related to X-ray gener-
ation and detection including the detector solid angle. The
¢-factors can be determined from thin films with known com-
position and thickness, and from pure element thin films
with known thickness [23]. Additionally, an entire set of
¢-factors for K-shell X-ray lines can be estimated from a
single spectrum [23] generated from the National Institute
of Standards and Technology (NIST) thin-film, glass, stan-
dard reference material (SRM) 2063 [40] or the re-issued
2063a [41]. Figure 5a compares (-factors determined and
estimated from the SRM2063a specimen in a 300keV VG
HB 603 dedicated STEM (triangles) and in a 200 keV JEOL
JEM-ARM200CF S/TEM with a 100 mm? SDD (circles) [42].
The ¢-factor values in JEM-ARM200CF are approximately
one-third of those in HB603, which implies that the X-ray col-
lection efficiency in JEM-ARM200CF is approximately three
times higher than that in HB603. From the reported value
of the X-ray collection angle in the HB603 [43], the col-
lection angle of the 100 mm? detector in JEM-ARM200CF
was estimated as ~0.53 sr by taking into account the dif-
ference in the ionization cross section at different kV [42].
Later, the position of particular 100 mm? SDD was optimized
in the JEM-ARM200CF at Lehigh and then the collection
angle became ~0.64 sr. One of the (-factor values, e.g. the
¢-factor for the Fe K line, can be used as a system parameter
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Fig. 3. Summary of X-ray maps from yttrium-stabilized zirconia quantified by the ¢-factor method: (a) ADFSTEM image, (b) Zr map, (c) Y map, (d) O map,

(e) absorption-loss map for the oxygen K line and (f) thickness map.
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Fig. 4. The Boron/Carbon atomic ratio quantified from a boron carbide
specimen by the ¢-factor method, plotted against the specimen
thickness [39]. The dashed line indicates the B/C ratio (=4.3) determined
by independent combustion gas analysis.

to describe the X-ray collection performance. The lower the
¢-factor value, the higher the X-ray collection efficiency.

In ¢-factor estimation from spectra in SRM2063a, thick-
ness values of the detector window materials can be deter-
mined during the (-factor estimation [23]. Therefore, using
the thickness values of the detector window, the detector effi-
ciency can also be estimated [23]. Figure 5b shows the detector
efficiency of the 100 mm? SDD system in JEM-ARM200CF
calculated from the determined thickness values of detector
window materials, plotted as a function of the X-ray energy
[42]. It should be mentioned that the decrease in the detector

efficiency after ~10keV is due to the shorter crystal thickness
of the SDD.

There are several advantages to the (-factor method
over the conventional quantitative approaches. In addition,
the (-factor method is available in several commercial and
non-commercial X-ray analysis packages. More useful infor-
mation beyond compositions can be obtained through the
¢-factor method.

Progress in spatial resolution of X-ray analysis
Progress in X-ray mapping

Since the first attempt by Peter Duncumb in a house-made
electron microscope with a scanning system for acquisition of
emitted X-ray signals [44], X-ray mapping became a standard
approach and obviously one of the essential characteriza-
tion tools used widely to extract quantitative information
from various materials in SEMs and S/TEMs. It should be
noted that these initial demonstrations of X-ray mapping,
both by Peter Duncumb and Ray Dolby, were conducted
under supervision of Ellis Cosslett ‘~60years ago’. Spatial
resolution of X-ray analysis is more significantly improved,
down to 1A level due to advances of the latest aberra-
tion correction technologies. Additionally, development of
large solid-angle SDDs and their multiple arrangements also
improve poor signal collection efficiency, and hence the ana-
lytical sensitivity. By using the aberration-corrected S/TEMs
in combination with a larger solid-angle SDD or a set of
SDDs, it is possible to obtain atomic-resolution X-ray maps
l[e.g. 45, 46]. Figure 6 compares the first X-ray map by
Duncumb [41] and an atomic-resolution X-ray map mea-
sured by the aberration-corrected JEM-ARM200CF S/TEM
at Lehigh. Over ‘60years’, X-ray analysis has reached the
ultimate spatial resolution.

Atomic-resolution X-ray mapping in
aberration-corrected S/TEMs

Once such atomic-resolution elemental maps as shown in
Fig. 6b is obtained in the latest instruments, and an obvious
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Fig. 5. (a) Comparison of the ¢-factors determined (open symbols) and estimated (closed symbols) using the NIST SRM2063a thin film in VG HB 630 at
300keV (triangles) and in JEOL JEM-ARM200CF at 200 keV (circles). (b) Detector efficiency of the 100 mm? SDD system in JEM-ARM200CF

determined after the ¢(-factor estimation [42].

Fig. 6. Comparison of X-ray maps: (a) the first X-ray map of Cu and Ag
grids (Cu: red and Ag: yellow) by Duncumb [44] and (b) an
atomic-resolution X-ray map of a SrTiO3/LaMnOz multilayer obtained by
the aberration-corrected JEM-ARM200CF AEM at Lehigh (Sr: red, Ti:
green, O: blue, La: magenta and Mn: yellow).

next step is to quantify them. Figure 7 shows a set of atomic-
resolution X-ray maps acquired from a [001]-projected
GaAs thin specimen using an aberration-corrected JEM-
ARM200CF equipped with a 100 mm? SDD system [45]. In
the [001]-projection of GaAs, the Ga and As layers are alter-
nately distributed. Unfortunately, this configuration may not
appear clearly in the high-angle annular dark-field (HAADF)
STEM image (Fig. 7a) because of the small difference in the
atomic number between Ga (31) and As (33). As shown
in the elemental maps of (b) Ga and (c) As, with (d) their
color overlay, atomic layers of Ga and As are separated as
expected. However, in the compositional maps (e: Ga and
f: As) quantified by the ¢-factor method, the compositions
do not reach 0 or 100 at% in the corresponding atomic lay-
ers, as expected from the atom arrangement of the GaAs
structure. The maximum and minimum values of measured
compositions are ~70 and 30 at% as shown in the quanti-
fied Ga and As maps. The average compositions of whole Ga
and As maps are 50.8 and 49.2 at%, respectively, close to
the nominal value (50:50). This average composition implies
that the quantification procedure itself was performed cor-
rectly. The deviation in compositions from the target values
(0 or 100 at%) estimated from the structure is partially due
to beam broadening. In addition, according to the thickness
map (Fig. 7g) determined from measured X-ray intensities by

the ¢-factor method, there are relatively large variations: ~60
and 30 nm at on- and off-column regions, respectively.

In order to understand the composition and thickness
differences of on- and off-atomic-column positions, X-ray
maps were measured from the [001]-projected GaAs at
different thickness regions and quantified. The Ga compo-
sitions extracted at the Ga columns, As columns and off-
columns are plotted against the specimen thickness in Fig. 8.
The concentrations for each type of the atomic columns were
determined by averaging 9 (3x3) pixels at the Ga, As and
off-columns in individual maps. The error bars represent 3¢
(99% confidence limit). In addition, the averaged Ga com-
position and thickness in individual maps are also plotted in
Fig. 8. From this plot, it is evident that (i) the compositions
at both atomic columns do not reach 100:0 at% even in the
thinnest region but come close to the average composition
(50:50 at%) with an increase in the specimen thickness, (ii) the
compositions at off-column positions exhibit the compound
composition (50:50 at%) within the thickness regions covered
in this study, (iii) the average compositions of individual maps
also agree well with the compound composition and (iv) the
thickness values at off-column positions are lower than those
at atomic column positions. The thickness difference between
atomic and off-columns are significant in Regions 2 and 3.
Both surfaces of the specimen prepared by the ion milling may
not be atomically flat. However, it is unlikely that local speci-
men thickness changes by this magnitude. Since the specimen
thickness was determined directly from the Ga K« and As
Ko intensities by the ¢-factor method, this thickness variation
between on- and off-atomic columns indicates that abnormal
X-ray intensities are emitted at the atomic-column positions
due to electron channeling [47]. An atomic-resolution map is
usually obtained at a highly symmetric zone axis, in which
the incident probe propagation is strongly influenced by the
atomic arrangement, i.e. the incident electrons can be chan-
neled and dechannneled at the atomic columns [48]. The
dechanneling of incident electrons to other positions induces
X-ray signal generations from neighbor columns. Therefore,
the dechanneling can be another reason for the deviation in
compositions from the target values, as well as regular probe
broadening.
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__(d) Overlay(Ga, As)

Fig. 7. A set of quantitative X-ray maps from a [100]-projected GaAs specimen: (a) HAADFSTEM image, (b) Ga K intensity, (c) As K intensity, (d) color
overlay of Ga K (red) and As K (green), (e) Ga composition, (f) As composition and (g) thickness.
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Fig. 8. Ga composition extracted from Ga, As and off-column positions in
atomic-resolution X-ray maps of [001]-projected GaAs measured at four
different thickness regions, plotted against the specimen thickness. Both
the Ga composition and thickness were determined by the ¢-factor
method. The average values were determined from whole maps instead
of selected positions.

Theoretical evaluation of electron propagation in
an oriented crystal

There have been several theoretical attempts to understand
the electron channeling behavior in atomic-resolution imag-
ing and chemical analysis. In particular, Forbes et al. [48],
Kotula et al. [49], Lu et al. [50], Kothleitner et al. [46], Chen
et al. [51] and MacAuthor et al. [52] explored quantifica-
tion of atomic-resolution X-ray mapping and some employed
theoretical simulations to understand abnormal X-ray sig-
nal generations caused by electron channeling toward
quantification.

In order to understand the abnormal X-ray signal gener-
ation in atomic-resolution mapping, it is first necessary to
know how the incident electron probe propagates a crystalline

material oriented in highly symmetric zone axis. The electron
propagation, as an electron wave function, can be simulated
by a multislice calculation. In this study, the xHREM code
[53] was used to simulate the electron wave function. For the
determination of appropriate electron-intensity distributions,
the intensity loss (the electron absorption) due to thermal
diffuse scattering was taken into account. It should also be
noted that typical multislice codes (including the xHREM
package) are designed for image simulation, not for chemi-
cal analysis, so that any contributions of the electron source
size to image formation are not included. In this simula-
tion, the source size contribution was incorporated as the 2D
Gaussian distribution based on the gun brightness and then
the true electron wave functions were obtained by convo-
luting the 2D Gaussian intensity distribution with the wave
functions simulated through xHREM. For the simulation of
true electron wave function, a cold field-emission gun was
selected with the probe current of 250 pA, which is a typi-
cal probe current for atomic-resolution X-ray mapping in a
JEOL JEM-ARM200CF S/TEM. The calculation of the probe
current distribution and the convolution process can be found
elsewhere [54]. In this calculation of the probe current contri-
bution, the electron gun is assumed as a point source, which is
not ideal. However, this effect could be minimized by taking
averages of X-ray signals around atomic columns as described
in following section.

Figure 9 shows a set of simulated intensity distributions
at several different specimen thicknesses when the incident
electron probe is located at Ga, As and off-columns in a [001]-
projected GaAs crystal. The electron wave functions were
simulated up to over 100 nm at the convergent semi-angle of
25 mrad with fully aberration-corrected configurations only
including the fifth-order spherical aberration and 6-fold astig-
matism, which is reasonable for the CEOS ASCOR corrector
in the JEM-ARM200CF S/TEM. Note that one-quarter of
the lattice parameter of the GaAs crystal (~0.14nm) was
used as a slice thickness, and hence, over 750 slices were
used for the multislice calculation in this study. The contri-
bution of the incident probe current is already convoluted in
all the distributions shown in Fig. 9. The electron distribution
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Fig. 9. Simulated intensity distributions several different specimen thicknesses when the incident electron probe is located at Ga, As and off-columns in

a [001]-projected GaAs crystal.
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Fig. 10. Vertical views of electron propagations at the (a) Ga and (b)
off-columns. The true aspect ratio versions are also shown in the
left-hand side.

is not homogeneous but strongly related to atomic arrange-
ments, which are scattering sources. Intensity distributions
at the Ga and As columns are very similar. This is because
Ga and As have similar atomic numbers and are symmetri-
cally arranged in the [001]-projected GaAs. Conversely, the
intensity distributions at the off-column are very different
from those at the Ga and As columns. The electron scattering
behaviors including distribution area sizes (i.e. spatial reso-
lutions) are strongly dependent on the incident probe nature
(size and distribution), the incident probe position and the
atomic configuration of a crystal. Therefore, these wave func-
tion simulations are essential to understand the interaction
between the incident electrons and crystalline materials.

Figure 10 shows vertical views of electron propagations
at the (i) Ga and (ii) off-columns. The incident probe posi-
tion and the vertical section are indicated by a crossmark and
a solid line, respectively, in inserted diagrams of the [001]-
projected GaAs unit cell (Ga atom: green and As atoms: red).
It should be noted that these vertical views are expanded hori-
zontally to display the details of electron scattering behaviors.
The vertical views with the true aspect ratio are also inserted in
the left-hand side of the main vertical views while keeping the
same vertical length (thickness). The electron propagations in
a thin specimen occur in extremely narrow ranges. When the
incident probe is placed at the Ga column, the electrons seem
to remain at the Ga column. Conversely, the incident electrons
seem to be diffused into neighbor columns. As expected from
the difference in the electron distributions shown in Fig. 9, the
electron propagation varies significantly at different incident
probe positions.

The electron-distribution diameters can be determined by
central-limit integration. Two different diameters, containing
59% and 90% of the incident intensity, were determined at
each slice plane. These diameters are typically used for specify-
ing resolution in ADF-STEM imaging [55-57] and for spatial
resolution for X-ray analysis [3], respectively. The calculated
diameters at (i) the Ga column and (ii) off-column are plotted
against the specimen thickness in Fig. 11. The 90% diameters
can be treated as the spatial resolution in X-ray analysis and
the traditional Gaussian beam-broadening model [58] is also
plotted in Fig. 11 for comparison. The diameters determined
from the electron wave functions exhibit an approximately
linear relationship with thickness. The 59% diameter at the
Ga column is smaller than that at the off-column up to a
thickness of 70 nm and then the 59% diameters both at the
Ga and off-columns become similar. Conversely, the 90%
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Fig. 11. The intensity distribution diameters, which contain 59% and 90% of the incident intensity, respectively, at (a) the Ga and (b) off-columns
determined by central-limit integration, plotted as a function of the specimen thickness. The dashed lines indicate the traditional Gaussian

beam-broadening model, which contains 90% of the total intensity [58].

diameter at the Ga column position is larger than that at the
off-column within the thickness range in this simulation. The
opposite thickness dependence between the central and outer
portions is rather confusing. However, it can be seen that the
central part of the electron distribution exhibits more electron
channeling and the outer part of electron distribution mainly
results from atomic scattering. The thickness dependence of
the Gaussian broadening model is not linear: the diameter
increases as ~t>2. The discrepancy between the Gaussian
broadening model and the electron wave functions is mainly
due to the neglect of electron channeling and the probe con-
vergence angle. Although the Gaussian broadening model is
useful to predict the analytical spatial resolution for amor-
phous materials and randomly oriented crystalline materials,
an appropriate wave function calculation is essential for esti-
mating the spatial resolution in crystalline specimens oriented
to a high symmetrical zone axis for atomic-resolution analysis.

Simulation of atomic-resolution X-ray mapping
Once the electron distributions are simulated as shown in
Figs. 9 and 10, X-ray signals can be evaluated at each sliced
plane. X-ray spectra were simulated at individual sliced lay-
ers by porting the X-ray generation engine of the legacy
Desktop Spectrum Analyzer codes [59]. For the X-ray simu-
lation, the detector geometry and configurations of the JEM-
ARM200CF with a single 100 mm? SDD system were used.
An X-ray spectrum at a certain depth from the top surface
of the specimen was obtained by adding individual spectra.
In this spectral simulation, X-ray absorption and detector
efficiency were also taken into account.

The GaAs unit cell was divided by 21 x 21 pixels and X-ray
spectra were simulated at individual pixels in the unit cell and
at different thickness. Then, Ga K& and As K maps were
constructed by extracting characteristic X-ray intensities of
the Ga Ka and As K« lines after background subtraction.
Figure 12 shows a set of simulated results summarized for dif-
ferent specimen thicknesses of 5.6, 22.4, 44.8 and 89.6 nm:
simulated HAADF-STEM images in top row, simulated ratio
maps of Ga K« to total K« intensity (sum of Ga Ko and As
Ko) in middle row and maps of the total K intensity normal-
ized by the averaged total K intensity in bottom row. Because
X-ray generation and detection for the Ga Kx and As K«

lines are very similar due to close atomic numbers of Ga (31)
and As (33), the maps of Ga Ka/total K« intensity ratio (Ga
intensity ratio) approximately indicate the Ga concentration
fraction. Although the individual atomic columns are still sep-
arated in the Ga intensity ratio maps even at thicker region,
more mixing can be seen in generated X-ray signals between
atomic columns as the specimen thickness increases. The ratio
of the total Ko intensity over the averaged total K« inten-
sity, i.e. the relative total K« intensity, shown in the bottom
row in Fig. 12 exhibits the abnormal X-ray generation at
atomic-column positions, which indicates electron channel-
ing. The difference in the relative total Ko intensity between
on- and off-atomic columns is very high (nearly twice) but the
difference is reduced as the specimen thickness increases.

Because the Ga intensity ratio (maps in the middle row in
Fig. 12) can be treated as a Ga concentration fraction, the
values at the Ga, As and off-columns are extracted in the
maps and plotted against the specimen thickness in Fig. 13.
This plot is essentially equivalent to the measured Ga com-
positions plotted against the specimen thickness (Fig. 8). As
expected from the quantified results, the simulated Ga inten-
sity ratio at the off-column is ~0.5 within the thickness range
in this simulation except thinner regions than 10nm. The
Ga intensity ratios at Ga and As columns show very sim-
ilar thickness dependence to the measured Ga composition
shown in Fig. 8. It is still very challenging to determine true
atom distributions from the atomic-resolution X-ray maps
by considering the electron channeling behaviors. However,
attempts of quantification of these atomic-resolution maps
will offer true atomic configurations at the atomic scale if an
appropriate modeling and a correction scheme for electron
channeling are established.

Optimization of instrument conditions for the best
spatial resolution in atomic-resolution X-ray
mapping

Obviously, the aberration correction has brought further
flexibility in instrumental conditions for imaging and anal-
ysis and it is very important to configure those operating
conditions to achieve the best possible spatial resolution in
analysis. This section explores the optimum instrumental con-
ditions in terms of (i) the convergence semi-angle («) and (ii)
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Fig. 12. A set of simulated HAADF images (top), ratio maps of Ga K over total K intensities (middle), and normalized total K intensity maps (bottom) at
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Fig. 13. The ratio of the Ga K« intensity over total K« intensity at the Ga,
As and off-columns are extracted in the maps, plotted against the
specimen thickness.

the defocus for the best spatial resolution in atomic-column
X-ray analysis by using the theoretical approach described
above.

To evaluate the best convergence semi-angle, the sim-
ulation was performed for the [001]-projected GaAs thin
specimen with the probe current of 250pA at the con-
vergence semi-angle (o) of 11, 25 and 35 mrad. Note
that results at 25 and 35 mrad are under aberration cor-
rection but not at 11 mrad, and the incident probe size
decreases as a increases. The 90% intensity distribution
sizes at the Ga column were determined for three con-
vergence angle conditions by the central-limit integral and
plotted against the specimen thickness in Fig. 14. At very
thin region up to ~10nm, the smallest distribution size can
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Fig. 14. Comparison of the 90% intensity distribution diameters at the
Ga column at the convergence semi-angle () of 11, 25 and 35 mrad.

be obtained at o=35 mrad. However, with an increase
in the specimen thickness, the distribution size is less at
lower a. So, higher convergence angles offered by the aber-
ration correction enhance the distribution size at thicker
regions.

Figure 15 shows a set of the Ga intensity ratio maps (the Ga
Ko intensity over sum of the Ga K« and As K« intensities) of
the [001]-projected GaAs unit cell at different « and different
specimen thicknesses. The maps at =11 mrad show poor
resolution and the Ga ratio does not reach 0 and 1 at the
As and Ga positions, respectively. Obviously, the finer inci-
dent probe size, i.e. the aberration correction really matters
to achieve atomic resolution even though the 90% distribu-
tion size is less at thicker regions. In the aberration-corrected
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Fig. 15. A set of the Ga ratio maps of the [001]-projected GaAs unit cell,
summarized at different « and the different specimen thicknesses.

conditions at «=25 and 35 mrad, superior resolution can
be obtained up to the 40-nm-thick specimen. As the spec-
imen thickness is very thin (~5nm), the Ga ratio reaches
0 and 1 at the As and Ga positions, respectively, both
at «=25 and 35 mrad. However, the resolution of the
Ga ratio map is better at «=25 mrad when thicker spec-
imens are analyzed. The simulated results suggest that the
convergence angle of 25 mrad in the aberration-corrected
condition would provide better spatial resolution unless the
specimen thickness is very thin (<5nm for the GaAs crystal
at 200 keV).

All the simulated X-ray maps shown above are in the con-
ditions that the incident probe is focused on the top surface
(incident probe side). Figure 16 shows a set of the Ga ratio
maps at c=35 mrad simulated with three different focal
points. These focal points are shifted to inside of the specimen
(i.e. underfocus). When the defocus step is small, then bet-
ter spatial resolution is maintained. However, in general, the
defocus degrades the spatial resolution significantly. There-
fore, the focal point should be kept at the top surface, i.e.
the focal position for the best HAADF-STEM imaging. It
should also be mentioned that these optimized conditions
for X-ray analysis should be applicable to EELS analysis
as well.

Progress in sensitivity of X-ray analysis
Characterization of single atoms in materials
Identification of individual atoms randomly distributed in
materials, specification of their locations in terms of their
microstructure and quantification, i.e. total characterizations
of single atoms, are the ultimate goal of any chemical analy-
sis. To perform the single-atom characterization, atomic-scale
spatial resolution is required as well as single-atom detection
sensitivity. In fact, some of fundamental materials problems
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Fig. 16. A set of the Ga ratio maps of the [001]-projected GaAs unit cell,
simulated at & =35 mrad and the different focal position.

such as phase transformations and dopant segregation on
defects and interfaces might be controlled by a few atoms
within a few atomic layers. Thus, single-atom characteriza-
tion/analysis is essential for further understanding of such
phenomena and for advanced materials developments. Since
the latest aberration correction technology for STEMs offers
more probe current while maintaining refined probe sizes,
both spatial resolution and sensitivity for imaging/analysis
can also be significantly improved and atomic-resolution
elemental mapping is now regularly carried out by both EELS
and XEDS as mentioned above.

Imaging single atoms in a thin specimen is now possi-
ble by using aberration-corrected STEM instruments. For
example, detailed Bismuth (Bi) segregation behaviors in Cu
were characterized by STEM imaging [60]. Bi has long been
known to severely degrade the mechanical properties of Cu
by segregating on GBs. Since the mechanisms behind this GB
embrittlement due to the Bi segregation are not well under-
stood, it is important to find out individual Bi-atom locations
around Cu GBs. Figure 17 shows a HAADF-STEM image
of a Bi-doped twist GB in Cu (left). Fast Fourier transfor-
mation (FFT) filtering was applied to the selected region in
the image to enhance visibility of individual Bi-atom loca-
tions as well as the extra half planes of edge dislocations. The
atomic arrangements are schematically shown in both the fil-
tered and raw HAADF images. In this image it can be seen
that the large Bi atoms that have segregated to the GB exist
near the dislocation cores of the edge dislocations inhabiting
the GB [60].

X-ray analysis of single atoms in materials

In comparison to STEM imaging, single-atom analysis
by EELS and XEDS is still very challenging even by
using the aberration-corrected STEMs because signal gen-
eration is extremely limited from much smaller analyzed
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Fig. 17. A HAADF-STEM image of a Bi-doped Cu GB (left). The boxed
region was processed through FFT filtering to show individual Bi atoms
and GB atomic arrangements [60].

volumes improved by the aberration correction and sig-
nal collection is still poor. However, single-atom analy-
sis has been demonstrated in EELS [e.g. 61-64] because
of relatively higher signal collection efficiency. As men-
tioned above, the signal collection efficiency has been dra-
matically improved by incorporating a large solid-angle
SDD or multiple SDDs, and hence single-atom analysis by
XEDS was demonstrated in an aberration-corrected STEM
[65,66].

In X-ray analysis, elements can be categorized depending
on their amounts in materials as follows [2]:

- Major elements: over 10 wt%
- Minor elements: 1-10 wt%
- Trace elements: <1.0 wt%

Obviously, single atoms in electron transparent thin speci-
mens are trace levels and expected signals from single atoms
are very low. Using the scheme to simulate atomic-resolution
X-ray maps described above, X-ray spectra were simulated
for evaluating single-atom analysis.

In GaAs, phosphorus (P) is a well-known impurity element
and usually occupies an As site by substitution, and hence
GaAs and P are chosen as the host and impurity to evaluate
X-ray detectability from a single atom in a crystalline material.
Electron wave functions were simulated for three different sin-
gle P atom positions: top (incident beam side), middle and bot-
tom of a thin specimen, as shown schematically in Fig. 18, and
then the X-ray spectra from the P-doped GaAs specimen were
simulated.

Figure 19 compares simulated P K maps of [001]-projected
GaAs thin specimens with different thicknesses of 5.6 nm (10
unit-cell thick), 11.2 nm (20 unit-cell thick) and 22.4 nm (40
unit-cell thick). The calculation was performed for the JEM-
ARM200CEF at 200 keV with the probe current of 250 pA and
the convergence semi-angle of 35 mrad. The single P atom
is positioned on an As site near the top surface, middle and
bottom of the specimen, respectively, which are indicated at
the left-bottom corner in each map (top surface is 0 nm). For
this simulation, the incident probe is focused at the top of the
specimen as shown in Fig. 18. If specimens are very thin, e.g.
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Fig. 18. A schematic diagram of single P atom positions (near top, middle
and bottom) in a thin GaAs specimen.
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Fig. 19. A set of P K maps summarized as a function of the P atom
position (top, middle and bottom) at different thick GaAs films, simulated
for the JEM-ARM200CF at 200 keV with the probe current of 250 pA and
the convergence semi-angle of 35 mrad.

5.6 nm, the P K signals can be seen even if the P atom is located
in GaAs specimen as shown in Fig. 19. However, for thicker
specimens, the P K signals are hardly observable unless the P
atom is located at the top of the specimen. Therefore, single
atoms located on the top surface might be detectable by X-ray
analysis.

Another set of simulations was performed for the single-
atom detection in the same conditions as the previous cal-
culation shown in Fig. 18. The single P atom positions
remain the same as the previous simulation but the probe
focal points were shifted from the top surface to the middle
and the bottom of the specimen. Figure 20 shows another
set of simulated P K maps are summarized with respect to
different focal points (top, middle and bottom) in a 22.4-nm-
thick (=40 unit-cell thick) [001]-projected GaAs specimen.
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Fig. 20. A set of P K maps summarized as a function of the probe focal
point (top, middle and bottom of the specimen) and of the P atom
position (top, middle and bottom), simulated for the JEM-ARM200CF at
200 keV with the probe current of 250 pA and the convergence
semi-angle of 35 mrad.
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Fig. 21. Number of X-ray photons emitted by a single Ni atom, i.e. the
intensity /, and its SNR, as a function of the atomic binding energy Eg.
The atom is assumed to lie on the beam-exit surface of the specimen.
For Eq> Emax ~4.1¢€V, an atom dwell time is assumed 1 s with the
current density of 10° A/lcm? (e.g. 0.1 nA probe current and 0.3 nm probe
diameter) [70].

As shown in Fig. 19, the single P atom at the top sur-
face is detectable by adjusting the probe focus to the top
surface. Conversely, the detectability of the P K signal is
significantly improved by tuning the probe focal points to
the specific P atom positions if the high convergence semi-
angle is used, e.g. o« =35 mrad. This result is very interesting
because spatial resolution of X-rays is degraded by defocus-
ing as shown in Fig. 16. This simulation result raises the
possibility of obtaining 3D impurity distributions through
spectrometry-based techniques (including EELS) by apply-
ing through-focus signal acquisition in aberration-corrected
STEMs, similar to the through-focus STEM imaging shown in
Fig. 17.

Fundamental limits of single-atom analysis

The simulation results above indicate the feasibility of the
single-atom detection through XEDS. However, such mea-
surements are still very challenging in practice, so the experi-
mental conditions need to be optimized. As described below,
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calculations indicate that an important parameter is the
microscope accelerating voltage, which should be chosen to
be as low as possible, consistent with adequate resolution.

In addition to the limited signals from single atoms,
atom displacement under the electron irradiation during sig-
nal acquisition could frustrate signal detection from single
atoms. Atoms on top of support materials such as catalysis
or on a carbon films could easily be very mobile under the
electron beam, even though these surface atoms may be more
detectable than others embedded in materials as predicted
above.

In general, the atomic displacement is avoided if the bind-
ing energy of the atom E,; exceeds the maximum energy
transfer Emax from the primary electron, whose value is
given by relativistic kinematics [67]. Detectability of the peak
is then determined by its signal/noise ratio, for example
using the Rose criterion for a spectrum (signal-to-noise ratio,
SNR > 3) [68,69]. The Poisson statistical noise is approxi-
mately (I+ B)"? (I and B are the peak intensity count above
background and the background count, respectively), giving
SNR = I/(I + B)"2, which has been evaluated in Fig. 21 for a
single Ni atom on a support film through the Ni K« line by
taking De = 6 x 10*” e/m? (for example, 0.1 nA probe current,
0.3 nm probe diameter and 1 s dwell time) [70]. In this exam-
ple, the Ni atom would just be identifiable (SNR ~ 3) when
E ;> Emax. Although most of the bremsstrahlung come from
the substrate (assumed to contain ~60 atoms of mean atomic
number 10), B < I for a reasonable thin support and a small-
diameter probe. The value of E; will depend on the atomic site
of the atom, so some atoms may be detectable and others not.
Ejection may be less efficient if the atom lies on the beam-
entrance surface of the specimen. E, is certainly lower for
momentum transfer ‘along’ the surface (adatom motion rather
than surface sputtering) but the maximum energy available is
a factor of 2—4 lower [71]. In all cases, Emax is roughly pro-
portional to the incident energy E, so use of low-beam energy
could be important. Recent XEDS identifications of single Er
[72] and Pt [65] atoms used an accelerating voltage of 60 kV.
EELS may be the preferable technique for identifying certain
elements due to its greater signal collection efficiency [71].

Summary

In this paper, recent progress related to X-ray analysis in
S/TEM instruments has been explored in terms of quantitative
analysis, spatial resolution and analytical sensitivity. By using
the latest aberration-corrected S/TEM instrument with the
multiple SDD spectrometer array system, the spatial resolu-
tion of analysis reaches down to the atomic levels and the
single-atom analysis can be achieved. The various new SDD
geometries to improve the detection efficiency also offer supe-
rior counting statistics, and hence quantitative X-ray analysis
can be performed with high accuracy and precision. Further-
more, the improved energy resolution in the latest SDD system
allows researchers to detect X-ray peaks from light elements
and to quantify them with improved quantification schemes
such as the ¢-factor method.

As a summary, Fig. 22 shows the relationship between the
spatial resolution and analytical sensitivity in terms of min-
imum mass fraction (MMF) of electron-probe instruments.
This figure is updated from the previous version published
‘~20vyears ago’ [73], which was modified from original plot
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Fig. 22. A summary of the relationship between the spatial resolution
and the MMF for the X-ray microanalysis in several electron-probe
instruments, updated from the previous version [73] with the latest data.
The two shadowed areas were predicted ~20 years ago for SEM/EPMA-
and STEM/AEM-based instruments, respectively. The solid lines below
these shadowed areas indicate the current analytical performances in the
latest SEM/EPMA and the latest aberration-corrected STEM/AEM.

by Lyman [74]. There are two shadowed areas in this figure:
the area in the left-hand side exhibits the predictions of next-
generation SEM/EPMA-based X-ray analysis by Newbury
et al. [75] and the area in the right-hand side indicates the
prediction of X-ray analysis in aberration-corrected STEM
[73]. Both were predicted ‘~20 years ago’ when the aberra-
tion correctors and SDDs were not available even in major
electron microscopy facilities. The solid lines below these
shadowed areas indicate the current analytical performances
in the latest SEM/EPMA and the latest aberration-corrected
STEM/AEM, respectively. The analytical performances with
respect to spatial resolution and MMF have already exceeded
the predictions in the modern electron-probe instruments. The
latest aberration-corrected STEM with superior X-ray and
EELS analysis capability can be regarded as ‘Electron Probe
Atomic Analyzer’, exceeding the Electron Probe Angstrom
Analyzer defined previously [73].

It is our great pleasure to contribute this paper to the
70th anniversary issue of Microscopy, which is the Platinum
anniversary. With various advances in instrumentations and
methodology by researchers, the microscopy field is even
getting stronger toward the Diamond anniversary!
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