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We review the practical factors that determine the spatial resolution of transmission electron microscopy (TEM)
and scanning-transmission electron microscopy (STEM), then enumerate the advantages of representing reso-
lution in terms of a point-spread function. PSFs are given for the major resolution-limiting factors: aperture
diffraction, spherical and chromatic aberration, beam divergence, beam broadening, Coulomb delocalization,
radiolysis damage and secondary-electron generation from adatoms or atoms in a matrix. We note various
definitions of beam broadening, complications of describing this effect in very thin specimens, and ways of
optimizing the resolution in bright-field STEM of thick samples. Beam spreading in amorphous and crystalline
materials is compared by means of simulations. For beam-sensitive specimens, we emphasize the importance of
dose-limited resolution (DLR) and briefly recognize efforts to overcome the fundamental resolution limits set by

the wave and particle properties of electrons.

1. Introduction

Resolution is a central goal in microscopy, whether carried out using
electrons, photons or some other particle. It can be specified in a variety
of ways but the emphasis here will be on the use of a point-spread
function (PSF) to describe not only instrumental performance but also
the behavior of electrons within a thin TEM sample. Together with dose-
limited resolution (DLR), these point-spread functions determine the
image quality that is achievable in electron microscopy.

Electrons have the big advantage that their deBroglie wavelength A is
less than 10 pm (0.1 A) if they are accelerated through a potential dif-
ference of at least 20 keV. The wavelength limit to resolution Ax, given
by the Rayleigh criterion:

Ax ~ 0-6)M/sina (@)

then has subatomic dimensions, provided the TEM or STEM objective
lens can focus electrons traveling up to an angle o of around 10 mrad
(about 0.6 degrees) relative to the optic axis. Glass lenses focus light
over a much larger angular range but electron lenses have aberrations
that are both larger and more difficult to correct. When properly aligned,
magnetic hexapoles and octupoles can correct spherical aberration up to
typically 30 mrad and provide a resolution of the order of 100 pm (e.g.
Haider et al., 2008). This subatomic resolution allows small displace-
ments of atoms to be measured and the atomic structure of defects (such
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as dislocations or grain boundaries) to be studied; see for example
Warner et al. (2012), Lee and Han (2021).

The above summary ignores the practical difficulties involved and
the diverse possibilities of analytical TEM. For a more realistic discus-
sion, we need to address some of the limiting factors that contribute to
image resolution, as summarized in Table 1.

2. Practical aspects

Before a high-resolution TEM is installed, its location has to be
carefully considered, since the potential resolution can be destroyed by
several kinds of interference. STEM images are particularly sensitive to
fluctuations in magnetic field, which should be below 0.2 mG (peak-to-
peak) for 0.2 nm resolution (Muller and Grazul, 2001). In fact, less than
0.1 mG is preferred nowadays, especially in the vertical direction. Aside
from transformers, electric motors and the like, a common source of
stray field is a “ground loop” in the electrical wiring, when the neutral
wire has been connected to ground locally so that the neutral- and
live-wire currents do not balance. Magnetic interference from pumps
and power supplies is reduced by locating these items in a separate
room. If the magnetic field cannot be reduced sufficiently, a TEM can be
shielded by mu-metal sheets or the field compensated by large Helmholz
coils, driven by the amplified signal from a magnetic-field sensor,
although these solutions tend to be expensive and not always completely
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Table 1
Factors affecting the spatial resolution of TEM measurements. The first three
represent engineering challenges, the last three relate to physical limits.

limitation : contributing factors :
environment vibration, B-field, P & T changes
electronics drift, ripple, readout rate

electron optics

beam spreading
Coulomb delocalization
electron statistics

apertures, lens aberrations, alignment
elastic scattering, specimen thickness
inelastic scattering, energy loss eV

drift, radiation damage, collection efficiency

effective.

Electron energy-loss spectrometers are also sensitive to magnetic
fields, which degrade the energy resolution. Camera chambers that have
a glass window (and may be made from brass) cause the spectrometer to
be sensitive to ac fields and to movement of metal objects such as chairs.

Mechanical vibration also destroys spatial resolution. Active vibra-
tion mounts are available but a less expensive solution is to install the
TEM on a concrete block or horizontal slab (Turner et al., 1997). Even
so, it is challenging to deal with very low vibration frequencies (below
10 Hz).

Temperature changes around the TEM column cause an expansion or
contraction that is seen as specimen drift. Side-entry stages are partic-
ularly prone to this problem. Besides temperature stabilization of the
lens-cooling water, a common policy nowadays is to ensure low airflow
in the TEM room and install water-cooled panels on the internal walls.
Another recent trend is to enclose the TEM in a metal box, protecting the
column from air currents.

Pressure changes (due to doors opening etc.) can influence a side-
entry stage and are minimized by placing an enclosure around the
specimen-exchange area. Sound vibrations are attenuated by sound-
absorbing panels. Noise problems, as well as pressure and temperature
changes, are reduced if the TEM is located in a room separate from the
microscope control desk.

TEM resolution is compromised by any instability in the electronics,
such as drift and ripple in the lens and high-voltage power supplies.
Although the highest accelerating voltage gives the shortest electron
wavelength, it has not provided the best resolution due to the difficulty
of stabilizing voltages of the order of 1 MV. Power-supply stability has
improved over the years but optimum performance requires hand-
picked components, making the equipment expensive. This situation
has improved recently due to the use of high-brightness electron sources
and the increased speed of readout electronics: if an image or spectrum

14 = FWHM °
o dg
1.2 formula

0.8

diameter (nm)

0.6

04

0.2

0.0 T T T T T T

Micron 160 (2022) 103304

can be acquired in a shorter time, electrical and mechanical drift become
less important.

2.1. Electron optics

TEM resolution obviously depends on the quality of the electron
optics, including lens design, machining accuracy of the lens polepieces
and the magnetic uniformity of polepiece materials. Axial astigmatism, a
defect in first-order focusing, is corrected by incorporating an objective-
lens stigmator (a pair of weak quadrupoles). Problems associated with
lens aberrations are minimized by accurate alignment of the optical
components (lenses and apertures) and more recently by incorporating
an aberration corrector, which itself requires very accurate alignment
(Batson, 2009). Spherical-aberration correctors work only up to a
certain angular limit (equivalent to a resolution of typically 25\) and
actually increase the amount of higher-order aberration above that
limit.

The resolution also depends on which TEM imaging mode is
employed. For example, bright-field diffraction contrast is easy to use but
its resolution is limited by diffraction at an objective aperture, which must
be small in order to select a limited angular range.

Assuming perfect alignment and zero astigmatism but no aberration
correction, the resolution of a TEM or STEM is determined mainly by
spherical aberration, which introduces an image-plane blurring (but
referred to specimen-plane dimensions) given by:

Arg = C® (2

Cs is the spherical-aberration coefficient of the objective lens,
roughly equal to its focal length f, and « is the divergence semi-angle of
electrons leaving the specimen (for TEM) or probe-convergence semi-
angle (for STEM), approximately equal to R/f where R is the radius of the
objective aperture. A small aperture decreases Arg but increases the
aperture-diffraction broadening Ax, given by Eq. (1). The overall blur-
ring Ar due to both effects is often estimated by adding the individual
broadenings in quadrature:

(A = (Ar)? + (Ax)? 3)

Plotted against a, Ar has a minimum value that represents an opti-
mum resolution. However, this simple treatment hides some important
details that are revealed by representing the aberration and diffraction
effects in terms of response functions, rather than single numbers.

0.5

........ a =12 mrad

a=3 mrad ---->

L

aperture semi-angle (mrad)

-0.5 0 0.5 r(nm)

Fig. 1. (a) Combined effect of spherical aberration and aperture diffraction, represented by a smooth curve derived from Eq. (3), and also by the FWHM (square data
points) and diameter dsq (circular data points) derived from Eq. (7). (b) Point-spread functions for two values of the objective-lens semi-angle a, derived from Eq. (7).

The simulation assumes C; = 1.2 mm and A = 25 pm (200 keV electrons).
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CcPSF.m: EO=100000, FWE=0.4, FWa=30
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Fig. 2. Chromatic-aberration PSF for scattering-
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3. Point-spread function (PSF)
P =Ps® Py @

In electron microscopy, a point-spread function describes the radial
distribution of electron flux (intensity) within a disk of confusion that
should ideally be a single point. For example, a perfect electron lens
would focus a point source of electrons to a single point in the image. In
the presence of lens aberrations, this becomes a disk of confusion of
radius MArs (where M is the image magnification) or just Ars when
referred to the object plane (as needed for specifying resolution).
However, most electrons travel at some smaller angle 0 relative to the
optic axis, arriving with a radial displacement C,0 . The intensity dI/dA
within the disk of confusion can be calculated if we know the flux per
unit solid angle dI/dQ. The simplest case corresponds to uniform in-
tensity within the angle-limiting aperture (dI/dQ = constant), giving an
object-plane flux distribution equal to (Egerton and Crozier, 1997):

Py = (3n C2* o®)! (177 4

This point-spread function Ps has a singularity at r = 0 but is
normalized for an r-integral of 1.

Without spherical aberration, a uniformly filled aperture would give
an intensity distribution described by an Airy function:

Py = [2Ji(p)pl? 5)

where p = (2r/Mar and J; is a first-order Bessel function. Eq. (5) can be
viewed as the PSF of the aperture, and Pq = 1 atr = 0. Its central peak is
close to a Gaussian function:

G = exp[-r0*/(0-310)7] (6)

with a full width at half maximum (FWHM) equal to 0.51A/a. This
Gaussian approximation is useful for predicting the resolution of fine
detail but the Airy function has satellite maxima that together contribute
about 16% to the total intensity, generating a long-range background
signal that reduces contrast and blurs edge features in the image.

Under appropriate conditions (discussed below), the combined effect
of spherical aberration and aperture diffraction is described by a point-
spread function given by:

where ® represents a convolution. In this case, the convolution is two-
dimensional, since Ps and P, are actually two-dimensional functions
having radial symmetry about the optic axis.

Fig. 1a shows several measures of image resolution, plotted against
objective-aperture size for a typical 200 kV TEM. For small «, aperture
diffraction dominates: the FWHM and the diameter dso containing 50%
of the electrons, both obtained using Eq. (7), are close to the Ar value
given by Eq. (3). As a increases, the FWHM (representing the width of
the central peak of Ps,) continues to decrease, allowing fine detail of a
specimen to remain visible in the image. However, increasing spherical
aberration adds extended tails to Pg,, as seen from Fig. 1b and from
increasing values of the diameter dsp containing 50% of the electrons
(circular data points in Fig. 1a).

In the case of a repeating structure, such as atoms in a crystalline
specimen, the PSF tails from neighboring atoms overlap, reducing the
contrast and possibly making the atoms invisible due to the presence of
statistical noise. If the atoms are sufficiently far apart, the sharp central
peak of the PSF may ensure visibility, which explains why heavy atoms
dispersed on a thin carbon film could be imaged with a STEM whose
probe diameter was as large as 0.5 nm (Crewe et al., 1970). In general,
the central peak of the PSF determines how much fine detail (of high
spatial frequency) appears in the image, whereas the PSF tails determine
the overall contrast. The Fourier transform of the PSF is a modulation
transfer function (MTF).

Geometric optics can also be used to derive a PSF for chromatic-
aberration broadening:

P(r) « [ IOJ(EVE"] dE ®

where 0 = EOCZ:IE' L and 1(0) represents the number of electrons per unit
solid angle (between the objective lens and the specimen) contributing
to the image contrast. For TEM imaging, J(E) is the energy-loss spectrum
of the specimen, plus a small contribution from energy spread of the
illumination, and I(6) represents scattering within the objective-
aperture angle o (in dark field imaging) and angular divergence of the
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Fig. 3. The spreading effects of beam diver-
gence (dotted lines) combined with beam
broadening (solid curves). (a) Electron beam of
convergence semi-angle o focused to a point on

2at + b

illumination (in bright-field imaging). In STEM, I(0) and J(E) represent
the angular convergence and the energy spread of the incident probe,
with no contribution from the specimen since the transmitted electrons
are not imaged electron-optically. Fig. 2 shows computed P.(r) for TEM
and STEM imaging of a thin specimen using 100 keV electrons. Chro-
matic aberration is more troublesome for thick specimens or a TEM
operated below 50-kV accelerating voltage, where the energy and
angular widths are increased by plural scattering.

In the STEM case, there will also be an image broadening due to the
electron-source diameter (appreciable for a thermionic source) whose
current-density distribution is that of the source with radial dimensions
reduced by the source/specimen demagnification factor. The PSFs given
in Egs. (4)-(8) are for a Gaussian image plane, with paraxial rays pre-
cisely in focus. By appropriate defocus, the FWHM of the central peak
can be decreased by up to 30% but at the expense of additional intensity
in the tails (Kirkland, 2020).

The discussion above has involved electron intensity, without
reference to electron phase. This is appropriate for incoherent imaging:
the norm in light optics and valid in electron microscopy under certain
conditions. These include: incoherent illumination (e.g. from a therm-
ionic electron source), incoherent scattering (e.g. STEM imaging with
high-angle dark-field detector), thick or amorphous specimens, and a
phase-uncorrelated signal (e.g. x-ray mapping with an energy-dispersive
detector). In such cases, simple convolution as in Eq. (7) can be used to
combine properties of the imaging system and scattering properties of
beam electrons within the specimen. Phase-contrast images represent a
different situation: the PSF is complex (having amplitude and phase) and
image simulation typically requires computer modeling (e.g. Kirkland,
2020). However, it is interesting to note that Spence (2013, p.62)
derived an image-intensity PSF (impulse response) for use with a weak
phase object.

4. Beam properties within the specimen

The remaining resolution factors to be discussed relate to the
behavior of electrons within the specimen and their arrival at a detector.
Any change in diameter of the electron probe will affect the resolution of
a STEM image and possibly the spatial resolution of an analytical signal.

For example, if a STEM probe of convergence semi-angle a (but
negligible diameter) is focused on the beam-entrance face of a specimen
of thickness t, its geometrical diameter dg at the beam-exit surface is (2t)
tana ~ 2at, as shown in Fig. 3a. The exit-plane diameter containing 50%
of the electrons is therefore:

dso = (21/2'%) tana ~ 1-4 ot 9)

If the same probe is focused on beam-exit surface, its beam-entrance
diameter is 2at; see Fig. 3b. In either case, the irradiated volume of

2at the beam-entrance surface of a specimen of
thickness t, where beam divergence gives an
exit-plane diameter 2at and beam broadening
y g increases this geometrical effect by an amount
. - b. (b) Same beam focused on beam-exit surface;
beam divergence gives an entrance-surface
= 2 diameter 2at and an exit-surface diameter b.
<+
b
Table 2

STEM-image broadening of features (e.g. particles) at the beam-entrance or
beam-exit surfaces of a sample, for probe focused on either surface: FW = focal
width, BD = beam divergence, BB = beam broadening.

probe focus at: particle at: broadening
entrance entrance FW
entrance exit FW+BD+BB
exit entrance FW+BD

exit exit FW+BB

specimen is (1/3) o283, equal to that of a cylinder of diameter 1.15 at, and
x-rays can be emitted from anywhere within this volume as a result of
this beam divergence (BD) effect.

If the electron intensity per unit solid angle is uniform within the
angle o, the PSF for beam divergence at a distance z from the beam focus
is a rectangular (top-hat) function of width 2az. The diameter containing
50% of the electrons is then 21/2at at the exit-plane surface or 0.82at if
averaged over the specimen thickness.

As illustrated in Fig. 3, the scattering of electrons further increases
the exit-beam diameter by an amount b, an effect known as beam
broadening or beam spreading. The cause is almost entirely elastic scat-
tering, since the angles of inelastic scattering are much smaller. Beam
broadening is more important in thicker specimens, particularly if they
contain elements of high atomic number that give rise to strong elastic
scattering.

In reality, a probe focused at the specimen’s entrance surface will
have a non-zero diameter, due to aperture diffraction and any lens ab-
errations. This focal width (FW) will affect the beam diameter at all
planes within the specimen, whereas the effect of beam divergence and
beam broadening vary with depth and position of the focus, as sum-
marized in Table 2. The result of all three effects can be estimated by
quadrature addition, as in Eq. (3), but more quantitative treatment
would be to convolve the associated point-spread functions.

Beam broadening degrades the best-obtainable STEM resolution at a
beam-exit surface, known as a top-bottom effect (Gentsch et al., 1974). By
depositing small gold particles on both surfaces and recording their
STEM-image diameters for a probe focused on each surface, the indi-
vidual broadening effects can be separated and measured (Hyun et al.,
2008).

In general, beam divergence predominates for the large-angle probes
that are possible with aberration-corrected optics, whereas beam
broadening is more important for specimens containing elements of high
atomic number.

In the case of an SEM bulk specimen, beam broadening gives rise to
the pear-shaped interaction volume whose width accounts for the
roughly 1-micron resolution in SEM x-ray images. This lateral spreading
does not affect the SEM secondary-electron image, since secondaries
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escape only if they are generated close to the surface where the spread is
minimal.

In TEM imaging, the incident-beam divergence is relatively small
and the incident-beam diameter does not directly affect the image res-
olution. However not all planes within the specimen are precisely in
focus, leading to a depth-of-field blurring (the equivalent of beam
divergence in STEM) that depends on the angular width of the scattering
and the objective-aperture diameter. Beam broadening in TEM might be
equated with curvature of the electron trajectories due to plural scat-
tering, which also leads to loss of resolution.

4.1. Quantitative measures of beam broadening

As noted by Van Cappellan and Schmitz (1992), several different
measures are used to describe beam broadening. It is commonly speci-
fied in terms of the percentage x of electrons within a given diameter,
x = 50% being often used for qualitative analysis or elemental mapping
and x = 90% or 95% for quantitative analysis. For STEM imaging, an
exit-plane broadening may be specified or an average broadening
(diameter of a cylinder of volume equal to that of the spreading cone) in
the case of elemental mapping using emitted x-rays.

Instead of a radial distribution of intensity, some authors compute a
y-integrated intensity as a function of the perpendicular x-coordinate
(Rez, 1983). This seems equivalent to a line-spread function (LSF),
which is slightly broader than the corresponding point-spread function
and is appropriate to the analysis of a linear object (such as a grain
boundary) rather than a point-like object such as a small precipitate. Yet
another definition uses the distance between 25% and 75% intensity
points at a step edge (Reimer and Kohl, 2008), or between 12% and 88%
(Michael and Williams, 1987). These various definitions yield somewhat
different numbers but what is usually required is a reliable estimate
rather than an accurate value.

4.2. Beam-broadening models

The simplest and best-known model for beam spreading is that of
Goldstein et al. (1977), developed for x-ray analysis in the TEM and
intended to give a thickness-averaged diameter containing 90% of the
electrons:

by = 0.20 F, (Z/Ey) (p/A)"? (10)

In Eq. (10), bgp and the specimen thickness t are expressed in nm, the
incident energy Ej is in keV and F; = 1 (non-relativistic approximation).
Z and A are the atomic number and atomic weight (mass number) of the
specimen, p being its density in g/cm®. The /2 thickness dependence
arises because the single-scattering intensity (relative to the unscattered
beam) is proportional t while the angular width of plural scattering in-
creases as tV/2,

Eqg. (10) was obtained by setting the probability P(>a) of elastic
scattering through angles greater than a equal to 0.1, this probability
being based on the angular distribution of elastic scattering provided by
the Rutherford formula for scattering from a bare atomic nucleus. The
beam broadening is then taken as bgg = at, which would be exact if all
scattering took place at the mid-plane of the foil. However, this last
assumption can be avoided (within a single-scattering approximation)
by integrating over the 90% angular cone, which increases bgg by only
15%. Although it neglects atomic screening effects that become impor-
tant at lower scattering angles, use of the Rutherford formula is justified
when o is large and P(>a) small. For high accelerating voltages, Eq. (10)
can be made relativistic by setting F, = (1 + E¢/511)/(1 + Ez/1022)
(Reimer and Kohl, 2008), giving F; = 1.16 at Ey = 200 keV.

Cliff and Lorimer (1981) used a Lenz (screened-Rutherford) model

Micron 160 (2022) 103304
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Fig. 4. Blue curve: ratio f(t) of the mean scattering angle < 0 > per primary
electron to the median angle 059 of single scattering, plotted as a function of
normalized specimen thickness t/)A., where ). is a mean free path for elastic
scattering. Solid circles: approximation to f(t) given by Eq. (12).

for the single-scattering angular distribution but noted that for thick
specimens the angular and spatial distributions should become Gaussian
(Bothe, 1951), in accordance with the central limit theorem. To their
surprise, they found Eq. (10) to be a good approximation for thicker
specimens. On the other hand, Gauvin and Rudinski (2016) argue that
the broadening should become proportional to ¢ for very thin films: the
angular width and probability of single scattering are both proportional
to t, giving a product proportional to . They model the transition from
single to multiple scattering by writing the broadening as b
=20 * (/7)™ where . and 0* are a mean free path and average
angle of inelastic scattering, while H is a Hurst exponent derived from
fractal considerations (Mandelbrot, 1982): H = 0.5 corresponds to
normal diffusion and H = 1 to ballistic behavior.

Here we use Poisson statistics to provide an alternative description of
the transition from single to plural scattering and to illustrate some
complications of defining beam broadening in very thin specimens. If
the median angle of single elastic scattering is 650, the average angle for
n-fold scattering is 6, = n'2 05 according to random-walk behavior of
the radial displacement. The scattering angle averaged over all primary
electrons (including the unscattered beam) is then:

(6) = exp(-t/he) Zy (n12050)(t/Ae)™n! = A1) Osp an

where ) is the elastic mean free path and n is summed from 0 to co.
Numerical evaluation of Eq. (11) gives the continuous blue curve in
Fig. 4 and shows that f(t) can be approximated as:

fi) = ()™ + )T 12)

Assuming scattering at the mid-plane, the median radial displace-
ment at the specimen exit plane is r = (t/2)(0) and the median exit-plane
diameter is:

bsg =t (6) =1 f(t) B59 13)

For t/he < < 1, bsg ¢ while for t/Ae > > 1, bsg t3/2, as derived by
Gauvin and Rudinski (2016) and consistent with measurements and
Monte Carlo calculations (de Jonge et al., 2018; Drees et al., 2018).

Eq. (13) can be generalized to give a diameter by containing x percent
of the transmitted electrons:
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BBPSFz51.m, EO = 100 keV, Z = 13, t/L = 0.57312, rmax = 300
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Fig. 5. Blue curve: point-spread function Py(r,t) for broadening of a 0.1 nm-diameter beam of 100 keV electrons after traveling through a thickness t = 100 nm of
aluminum, calculated from Eq. (19) using the Lenz model of elastic scattering and displayed on logarithmic axes. Data for r < 0.05 nm represent the unscattered

beam. Red and yellow lines show r! and r* dependencies.

by =t f(t) 04 a4 100 '// /7"’ ///G
Z
where the average angle 64 containing x% of the single-scattered electrons /'/A ~
is given (Gauvin and Rudinsky, 2016), by: " ,';/ ) 0
o ad
0y = [x/(100-0)1"2 5 (15) g 27 A
g Y
To estimate by we can use the Lenz atomic model, which gives the @ 10 { //// ///
. . - . . NS ‘A /
median single-scattering angle as: é 7 C (PMS)
050 = AZ/(2mag) 16) o ° CcMC)
E ; —— C (GRU)
where ) is the primary-electron wavelength and ap = 52.9 pm. If the s 7 ’ — — Al {PMS)
specimen density p is expressed in g/cm®, the Lenz value of the elastic 5 & o Al (M-C)
mean free path (in nm) is: ; 14 — —- Al {GRU)
< v, ——— Cu(PMS)
he = (890/p)(A/Z)(v/c)? 17) g 4 ¢ Cu(M<C)
8 4
where (v/¢)? = Eo(Ey +1022)/(Eo +511)? with the primary energy Ey in T 9 ——— Cu(GRU)
keV. Values of dog calculated from Eq. (14) are close to those calculated P —--— Au(PMS)
from Eq. (10) for t > A but scale proportional to £ for small thickness. 4 AuMC)
In fact, defining x as a percentage of the transmitted (rather than the 0.1 Y/ . ———— AU(GRY)
scattered) electrons becomes problematical for very thin films. Ac- ’ 10 100 1000

cording to Poisson statistics, more than x% of electrons remain unscat-
tered when t/\e < In(100/x), so for very thin films (t < 0.7, for x = 50
or t < Ae/10 for x = 90) by becomes meaningless as a measure of beam
broadening. This problem disappears when we describe beam spreading
in terms of its point-spread function.

4.3. Beam-broadening PSF

A more universal and complete description of beam broadening is

specimen thickness (nm)

Fig. 6. Thick lines (PMS): exit-surface diameter (in nm) containing 90% of the
100 keV electrons transmitted through specimens of carbon, aluminum, copper
and gold, based on Eq. (19) and plotted against specimen thickness. Data
points: diameter of a cylinder whose volume contains 90% of the electrons,
from Monte Carlo calculations (Newbury and Myklebust, 1979; Kyser, 1979).
Thin lines (GRU): 90%-cylinder diameter given by Eq. (14).
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Fig. 7. xHREM simulations of beam spreading in a single-crystal specimen of GaAs, for a small probe of 200 keV electrons focused on the top (beam-entrance) surface
and centered (on the left) on Ga atomic columns, and (on the right) between atomic columns.

given by its PSF, based on a model for the intensity and angular distri-
bution of single elastic scattering, together with a realistic treatment of
plural scattering throughout the specimen. For the latter, one option is to
use the Poisson formula in a differential form: the change dP, in the
probability of n-fold scattering within a slice of thickness dz is:

dP, = (1/nY) € [n(m)™! = (m)"] dm (18)

where m = z/ A\ and € = exp(-m). The first and second terms within the
square brackets represent the increase in n-fold scattering within a slice
and the decrease arising from higher-order (n + 1) scattering, respec-
tively. Summing over orders of scattering and integrating over slices
gives the point-spread function at a depth z below the entrance surface:

Po(r,2) = £ 8(r) + =y [ {S"(7/h) & (w/n!) m™! —[ [ S"(w/h) & (w/n!) m™! dm]}dm
19

The first term represents the unscattered beam and S"(r/h) is a

normalized angular distribution of n-fold elastic scattering. An example
of the numerical evaluation of Eq. (19) is shown by the blue curve in
Fig. 5. Red and yellow lines illustrate r! and r* dependencies at small
and large values of the radial distance r, which appear to be consistent
with the PSF deduced from Monte Carlo calculations.

Numerical procedures for Monte Carlo calculations are described in
numerous publications (e.g. Joy, 1995; Hovington et al., 1997; Geiss and
Kyser, 1979; Kyser, 1979; Newbury and Myklebust, 1979). This method
can be used for thick specimens, where multiple scattering is predomi-
nant (Demers et al., 2012). An atomic model is used to simulate elastic
scattering and it is possible to also incorporate inelastic scattering, based
on Bethe theory. The main effect of inelastic scattering is to slow down
the electrons so that the elastic scattering becomes stronger and more
divergent. For TEM samples, the rate of energy loss of a 100 keV electron
(in eV/nm, for a specimen of density p g/cm®) is: dE/dz ~ 0.3 p, which
represents a change in elastic-scattering power of less than 1% for an
organic specimen of thickness 1000 nm. Fig. 6 shows published Monte
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Fig. 8. Diameter dgo containing 90% of the transmitted electrons, calculated for [100] electron propagation in GaAs, assuming an aberration-free objective lens.

Carlo data compared with results obtained from Eq.(14) and from the
Poisson-multislice (PMS) method, Eq. (19).

A treatment of beam broadening using the Boltzman transport
equation is also possible (Groves, 1975; Rose, 1975). Data for silicon,
iron and gold films of thickness between 10 nm and 400 nm are given by
Rez (1983) but the method can also be applied to the thick (e.g. 1 pm)
specimens used in tomography (Wolf et al., 2018), where multiple
scattering determines the image resolution.

4.4. TEM and STEM imaging of thick specimens

If a thick specimen (e.g. 1000 nm of biological tissue) is imaged in
TEM mode, the resolution is typically limited by chromatic aberration
arising from energy loss of the transmitted electrons. An accurate
description for different imaging modes might involve calculating the
chromatic PSF from Eq. (19), with the energy distribution J(E) obtained
by self-convolution of a single-scattering profile. However, a rough es-
timate of the resolution limit is given by the traditional formula:

Ar, = C. o AE/Ey(20)

where o is a range of scattering angles imaged by the objective lens
(focal length f, chromatic aberration coefficient C.), which is usually
limited by an objective aperture of diameter D to give 2a ~D/f. For the
energy spread AE we can take the mean energy loss per incident electron:

<E> = (tIM)E, 21

where }; is the inelastic mean free path and E,y is the mean energy loss
per inelastic scattering event, roughly 7Z for atomic number Z < 20
(Egerton, 2021). For an organic sample of thickness t = 1000 nm, Eq.
(21) gives Ar. 12 nm for Eg = 200 keV but improving to Ar, ~ 0.6 nm for
Ey =2 MeV if C. = 1.5 mm.

Unfortunately, conventional high-voltage TEMs are very large and
expensive. Compact 2-3 MeV sources are available that produce pulsed
beams with a pulse length as short as 200 fs and energy spread of some
tens of eV. The electrons can be focused by quadrupole lens systems that
are compact and efficient, with a focal length of typically 15 mm. The
resolution of a 5-element quadrupole lens has been calculated to be
better than 1 nm for a = 0.7 mrad and AE/Ey = 107 (Wan et al., 2018).
But Coulomb repulsion between the electrons precludes beam-beam
diameters below about 30 um, which is sufficient or ultra-fast electron
diffraction (UED) but will not allow high-resolution imaging unless the
pulse repetition rate can be increased by a few orders of magnitude
above the rate (~ 100 Hz) currently available.

Chromatic aberration in STEM mode, which depends on the energy
and angular widths of the incident probe, is generally less than for TEM
but the beam-divergence broadening d; (due to the probe convergence

angle a) can be large. Annular dark-field resolution is further degraded
by beam broadening but for bright-field imaging its effect can be
reduced by placing an aperture in front of the STEM detector and the
resulting improvement in resolution has been confirmed by Monte Carlo
calculations (Sousa et al., 2009). Rez et al. (2016) calculated this
improvement for thick specimens of ice and protein, assuming parallel
illumination with 200-keV electrons. For high-resolution STEM the
incident-probe divergence will be dominant but for probe and collection
semi-angles of the order of 1 mrad, resolution of 2 nm seems possible,
with an order-of-magnitude loss of signal due to the reduced collection
efficiency.

A more sophisticated control of beam broadening, together with
depth resolution, involves a confocal arrangement (Zaluzec, 2003). With
aberration correction of both the imaging and probe-forming lenses,
three-dimensional imaging with atomic-scale lateral resolution and a
depth resolution of a few nm should be possible (Nellist et al., 2006).

For organic specimens, we must also consider radiation damage and
the resulting dose-limited resolution, which depends on image contrast
(discussed below). Contrast mechanisms in thick organic specimens are
discussed by Wolf et al. (2018) and Elbaum et al. (2021).

4.5. Crystalline specimens

The analytical and Monte Carlo models discussed above all use an
atomic model for the elastic scattering and are only strictly applicable to
amorphous specimens. In a polycrystalline or single-crystal specimen,
electron diffraction adds a pronounced directionality to the scattering,
while channeling effects make this diffraction sensitive to the probe
position and specimen orientation.

However, it is possible to model the elastic scattering in a thin
crystalline specimen by using a multislice program, such as the xHREM
package (Ishizuka, 2012). Operational details of the calculation can be
found in the literature (Watanabe and Egerton, 2022).

Fig. 7 shows results calculated for crystalline GaAs, for a probe of
200 keV electrons focused onto the beam-entrance surface and incident
in the [100] direction. We assume an aberration-free objective lens, so
that the diffraction-limited probe diameter Ax, given by Eq. (1), is
increased only by combination with the electron-source size. Contours
represent electron beam intensity within a 133 nm-thick specimen, with
(on the left) the probe centered on a column of Ga atoms and (on the
right) the probe focused midway between atomic columns, for three
values of the probe-convergence semi-angle a.

In Figs. 7a and 7b, o« = 5 mrad and the probe diameter is 0.3 nm,
comparable to the size of the unit cell (lattice parameter 0.56 nm),
which contains 8 atoms. Diffraction effects are therefore averaged over
several atoms and the exact position of the incident probe makes little
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Fig. 9. Simulated phosphorus-K EDX maps for a GaAs crystalline specimen with a single P-atom dopant positioned at different depths below the entrance surface.
The probe focal point is (a) on the top (beam-entrance) surface, and (b) at the depth of the atom, as indicated. The simulation was performed for Eq = 200 keV and

o = 35 mrad.
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Fig. 10. Phosphorus-K EDX intensities extracted from the maps shown in Fig. 9,
plotted against depth of the P atom from the top surface of the GaAs specimen.
The dashed line indicates an estimated detection limit.

difference to the electron transmission, which is seen to be relatively
unaffected by beam divergence and beam broadening.

In Figs. 7c and 7d, o = 11 mrad and the probe diameter is 0.14 nm,
slightly less than the separation of the Ga and As columns. Incident on an
atomic column (Fig. 7c), the beam is strongly focused. But when slightly
displaced (Fig. 7d), it is more strongly scattered. Beam divergence oc-
curs below the entrance surface and beam broadening is seen at larger
depth.

Fig. 7e shows the case of a 0.06 nm probe (a = 25 mrad) focused
onto a Ga column; the electrons are largely channeled towards the exit
surface, with limited diffraction. When focused between atomic columns
(Fig. 7f), diffraction and beam divergence produce an immediate

spreading, although some electrons are channeled towards the exit
surface. So it appears that a small convergent probe focused on the
beam-entrance surface might detect interstitial atoms located within
4 nm of the surface and perhaps also substitutional (dopant) atoms down
to a greater depth.

The diameter dgy containing 90% of the transmitted electrons is
plotted against GaAs thickness in Fig. 8. For « = 2 mrad, the probe is
broadened by diffraction at the objective-lens aperture and not affected
appreciably by beam divergence or spreading within the specimen,
regardless of probe position. For a = 11 mrad, dy is initially smaller, but
increases rapidly with increasing thickness due to divergence and beam-
spreading effects, especially for an on-column probe. For o = 25 or 35
mrad, dgo is small at the entrance surface but increases linearly with
thickness as a result of the large beam divergence. The overall behavior
is therefore similar to that within an amorphous specimen but supple-
mented by channeling effects that depend on probe size and location.

These focusing properties are relevant to the detection of single-atom
dopants in semiconductors by EDX spectroscopic imaging (Watanabe
and Egerton, 2022). For example, phosphorus atoms can be substituted
for arsenic at As-atom lattice sites. Fig. 9 shows simulated phosphorus
maps for single P atoms located at different depths below the top surface
of a GaAs crystal. In Fig. 9a, the 200 keV (o« = 35 mrad) STEM probe is
focused on the top (beam-entrance) surface and the multislice simula-
tions suggest that electron channeling might allow a phosphorus atom to
remain visible at a depth of several nm (but with much reduced in-
tensity) as a small dot in the phosphorus-K map. The situation is
significantly improved if the probe is focused onto the plane containing
the P atom, which is now visible down to 22 nm depth with limited
image broadening and intensity reduction.

In Fig. 10, the phosphorus-K x-ray intensities extracted from these
simulated maps are plotted against P-atom position within the crystal-
line GaAs specimen. In this plot, each intensity is normalized to the
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Fig. 11. Continuous blue curve: Coulomb-delocalization PSF for E = 25 eV and Ey = 100 keV. Dashed curve: intensity dI/dr per unit radius. Dash-dot curve: in-

tegrated intensity within a given radius r.

value for a P atom on the top surface. The horizontal dashed line in-
dicates the detectability limit, calculated from the P-K and background
intensities (see for example: Watanabe et al., 2003; Watanabe and
Williams, 2006). The plot suggests that single-atom sensitivity should be
possible by adjusting the focal plane of the probe. Thus, isolated dopant
and/or impurity atoms in a crystalline specimen might be detectable by
through-focal spectroscopy measurements, which would extend and
enhance single-atom distribution imaging using the through-focal STE-
M-ADF approach (e.g. Voyes, 2006; Wade et al., 2016).

5. Coulomb delocalization

For EELS and some energy-dispersive x-ray (EDX) mapping, spatial
resolution may also be limited by a property of inelastic scattering
known as Coulomb delocalization.

Elastic scattering involves deflection of a beam electron by the
Coulomb field of an atomic nucleus, which (in a neutral atom) termi-
nates on the atomic electrons. To be elastically scattered, an electron
must penetrate inside the atom, making the interaction highly localized
and allowing the possibility of atomic resolution in elastic images. In-
elastic scattering involves Coulomb interaction of a beam electron with
atomic electrons, located outside the nucleus. These electrons can be
excited from some distance away, making the scattering more
delocalized.

A seemingly unrelated view of this delocalization is that it is a
consequence of the Heisenberg Uncertainty Principle (HUP): Ap Ax ~ h.
Angles of inelastic scattering are small, making the transverse mo-
mentum Ap small and the uncertainty in lateral coordinate Ax large. A
more quantitative version of the Heisenberg principle is the Rayleigh
criterion, from which we can derive an approximate formula for the
median interaction distance:

dso = hiAp = hi(podso) = C/EY* (22)

where pg is the primary-electron momentum and 659 is a median
inelastic-scattering angle for electrons whose energy loss (expressed in
eV) is E. The coefficient C varies only slowly with primary-electron
energy Ey: its value is known only approximately but plausible values
are 17 nm at 200 keV, 15 nm at 100 keV and 11 nm at 30 keV.

As predicted by Eq. (22), the Coulomb delocalization distance has

10

Table 3
Approximate Coulomb delocalization distances, valid for EO ~ 60-200 keV.
Energy loss (eV) FWHM (nm) dso (nm) bmax (nm)
0.1 0.5 2.5 1000
1 0.2 5 100
10 0.06 1 10
100 0.02 0.15 1

atomic or subatomic dimensions for the large energy losses involved in
EDX or core-loss spectroscopy, but is several nm for losses involving
valence electrons, and tens of nm for the sub-eV losses associated with
dipole modes of atomic vibration. But even for a given energy loss, a
single value of the delocalization distance can be misleading. A better
way of describing Coulomb delocalization is through its point-spread
function, given (Egerton, 2017) by:

Peg(r) ~ (1 + 1%/ bhin) " exp(—21/bmax) (23)

where bpax ~ V/® = A/(270g), bmin ~ A/(470.) and O ~ E/(2Ep). Eq. (23)
assumes a Lorentzian angular distribution of inelastic scattering (with
cutoff angle 6,), valid if the specimen is thin (t < ;). An example is given
in Fig. 11, where Pcq(r) is the continuous curve, representing the in-
tensity per unit area (dI/dA) within the image disk of confusion for
electrons of energy loss E. The PSF itself is approximately Lorentzian,
with extended tails that contain an appreciable number of inelastically
scattered electrons, as seen from the intensity per unit radius dI/dr
(dashed curve) and its integral (dash-dot curve).

As illustrated in Table 3, the width (FWHM) of the central peak can
be very small but the diameter dso containing half of the electrons is
considerably larger and the PSF tails continue up to an even larger
diameter, approximately bpnax ~ v/®. If the noise level in an inelastic
image is low enough, the sharp central peak allows characteristic fea-
tures to be imaged with relatively good resolution (Venkatramen et al.,
2018) whereas quantitative analysis may require integration over a
more extended distance (such as ds).

FWHM is the width of the central peak of Pcq(r), dsp is the median
diameter containing 50% of the electrons, and by« is a diameter con-
taining almost all of the electrons. These three quantities are propor-
tional to EV/2, E%4 and E™! respectively (where E = energy loss).
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Fig. 12. Calculated dose-limited resolution for 100-keV imaging of a boundary,
running throughout the thickness of an organic specimen (characteristic dose
100 G/m?), where the density changes by 10%. Bright-field TEM solid curve)
assumes a 5-mrad objective aperture phase, annular dark field STEM (long-dash
curve) is for an optimum inner angle (9 mrad), and TEM phase contrast (short-
dash curve) assumes an ideal n/2 phase plate (Egerton, 2014).

Mapping the optical band gap in insulators involves recording energy
losses of just a few eV, so delocalization restricts the spatial resolution to
a few nm (Zhan et al., 2017). If Eq. (6) holds, the resolution can be
improved by Fourier or Bayesian deconvolution, provided the PSF is
known with sufficient accuracy and the noise level in the image is suf-
ficiently low.

Delocalization broadening is independent of specimen thickness but
can be reduced by recording electrons scattered through larger angles.
For example, an annular detector with an inner semi-angle of 200g
~ 10E/Ey would allow a twofold reduction in dsg, with a fourfold
reduction in inelastic signal. The delocalization diameter dsq falls with
decreasing primary-electron energy but only by a factor around 1.5
between 200 keV and 30 keV.

6. Electron statistics

Electrons can behave as elementary particles and according to this
concept electron scattering consists of random events, governed by
Poisson statistics. The probability of a primary electron being inelasti-
cally scattered n times is:

P, = (1/n!) m" exp(-m) 24

where m = t/ }; is the mean number of events, t being the specimen
thickness and A; a mean free path for inelastic scattering. We can regard
the number of scattering events as an inelastic signal, whose variance is
m and whose standard deviation m'/? represents electronic shot noise.
The signal-to-noise ratio is then SNR = m'/2 and can be made large by
maximizing the signal, by increasing the beam current or measurement
time. But many specimens are beam-sensitive and radiation damage
provides a limit. There is therefore an optimum value of m that corre-
sponds to a dose-limited resolution:

DLR ~ (SNR) / [(DQE) F C> D' (25)

where SNR is often taken as 3 (Rose criterion), corresponding to ~ 20%
chance of false attribution (Trebbia, 1988).

For good spatial resolution, DLR should be small. This requires an
efficient detector (with high detective quantum efficiency DQE), an
imaging or spectroscopic procedure having a high efficiency F (the
number of signal electrons or photons per incident electron), and a
sample that provides a signal that changes by a large fraction between
different regions (high contrast C). The remaining factor in Eq. (25) is
the characteristic dose or fluence D,: the number of beam electrons (per
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Fig. 13. Calculated dose-limited resolution for phase-contrast imaging of an
organic specimen (same conditions as in Fig. 12) with a thickness of 10, 30 or
100 nm, as a function of the TEM accelerating voltage (Egerton, 2014).

unit area of specimen) the sample can withstand before radiation
damage destroys the structure being measured.

As specified by Eq. (25), DLR should really be called a damage-
limited resolution. But if we replace D, by the actual electron dose D
during irradiation, the equation tells us that the spatial resolution starts
off poor (high DLR) because of inadequate statistics, reaches an opti-
mum value (for D close to D.) and then gets worse because radiation
damage is destroying the structure, reducing the contrast C between
adjacent regions.

There are two major mechanisms of radiation damage. High-angle
elastic scattering can transfer energy (several eV or tens of eV) directly
to atomic nuclei, creating knock-on or displacement damage. This pro-
cess is relatively slow: the cross section 6, for high-angle scattering is
small, making the characteristic fluence large. For an electrically con-
ducting specimen such as a metal, we might have D, = 1/6, ~ 10'! e/
nm?, giving DLR ~ 102 nm. This value lies far below the instrumental
and broadening factors discussed above, so radiation damage and
electron statistics have negligible effect on the achievable resolution.

In poorly conducting materials, however, the energy transferred to
atomic electrons during inelastic scattering causes ionization damage or
radiolysis, and also generates secondary electrons that create further
radiolysis. For a beam-sensitive specimen such as a polymer, D, is
typically 500 e/nm?, giving DLR ~ 2 nm and this value will likely
determine the image resolution.

The DLR formula predicts how different TEM modes compare, for
imaging a beam-sensitive specimen. For organic samples, phase contrast
offers the highest signal efficiency and contrast, and therefore the best
resolution, as shown by the brown dashed line in Fig. 12. Therefore cryo-
EM of biological specimens nearly always relies on phase contrast. In an
annular dark-field STEM image, the contrast C can be high but the signal
efficiency F is typically low, making DLR typically worse than for phase
contrast, as illustrated by the long-dash blue curve in Fig. 12. Bright-field
TEM imaging may offer high efficiency but the image contrast is low,
especially for very thin specimens, giving a DLR worse than in the other
two modes; see the continuous green curve in Fig. 12.

In all imaging modes, the resolution improves as the specimen
thickness increases, due to the larger signal (and assuming the object
being imaged extends throughout the specimen thickness). But at suf-
ficiently large thickness, plural scattering reduces the signal and/or
contrast and the resolution deteriorates.

Eq. (25) also predicts how the accelerating voltage of a TEM affects
the dose-limited resolution, shown for phase-contrast imaging in Fig. 13.
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Fig. 14. Calculated resolution for STEM-EDX mapping of 10% iron (using an x-
ray detector of DQE = 0.5 and solid angle = 1 sr) in a specimen of density 2 g/
cm?, for two values of characteristic dose D. and accelerating voltages of
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specimens but determined by beam spreading for thicker ones.
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Fig. 15. PSF for energy deposition by 100 keV electrons in a thin specimen of a
typical polymer or biological specimen. The dark blue curve is for losses up to
100 eV, the light blue curve includes K-shell losses. Green and red curves show
the spatial distribution of an energy-loss signal (E = 6 eV) as a function of
distance from a sub-A probe, at the start of irradiation (green) and after
considerable damage (red); for details see Egerton (2017).

Assuming equal DQE, an optimized 100 kV TEM might perform as well
or better than a 300 kV instrument, for organic specimens that are
thinner than 100 nm (Peet et al., 2019).

The DLR values in the previous graphs assume that we image a single
object, in order to discover its structure. But biologists have long
recognized that by assembling molecules (of a protein, for example) into
a crystal, the analytical signal can be increased and the damage spread
over many molecules. More recently, cryo-EM has made use of used
single particle analysis, where images recorded from many isolated mol-
ecules or particles are combined with the help of computer recognition.
In addition, the cryo-EM specimen is encapsulated in vitreous ice and
cooled to near liquid-nitrogen temperature. This combination of tech-
niques has allowed near-atomic resolution to be obtained from beam-
sensitive biomolecules.

The idea of dose-limited resolution can be extended to spectroscopic
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imaging, such as core-loss energy-filtered imaging or STEM mapping
using emitted x-rays. The low core-loss cross sections and low efficiency
of x-ray collection result in a poor DLR for a beam-sensitive specimen,
illustrated in Fig. 14 by the brown curve at the top. The green curve is for
a less sensitive material, where the analytical resolution might be of the
order of 1 nm for thin sample but becomes worse at higher thickness
because of beam spreading.

6.1. PSF for radiolysis

Because radiolysis results from delocalized inelastic scattering, its
spatial extent can be represented by a point-spread function. It is com-
mon to assume that the degree of radiolytic damage is proportional to
the energy deposited per unit volume (or mass) of specimen, the basis of
the Gray unit of dose (Egerton, 2021). By summing the
Coulomb-delocalization PSF over all values of energy loss, we can
calculate a PSF for energy deposition that relates directly to radiolysis
damage. The dark-blue curve in Fig. 15 shows this PSF for 100 keV
electrons passing through a thin organic specimen, taking energy losses
up to 100 eV. However, allowance should be made for the K-shell
excitation, which represents only about 1% of the inelastic scattering but
nearly one quarter of the energy deposition. The light-blue curve is an
estimate of the PSF for all energy losses, taking a mean energy loss of E,y
=40 eV in Eq. (22).

Energy deposition is highest at the center of a small probe (impact
parameter b = 0), so damage starts there and spreads outwards. If we
record EELS data representing undamaged material, this signal will
disappear at small radial distances, leaving only signal that is generated
by delocalized interaction of the probe with its immediate surroundings,
represented by the red curve in Fig. 15.

The inelastic scattering of primary electrons is not the only source of
radiolytic damage. Secondary electrons (generated by inelastic scat-
tering) travel through the specimen, undergoing inelastic collisions and
creating their own damage. Fast secondaries (FSE, with starting energy
greater than 50 eV) can travel a few nm beyond a focused probe, adding
to the energy deposition at larger radial distance. A simple calculation,
based on the energy-loss spectrum of a typical organic material, suggests
that the fraction of FSE energy deposited outside a radius r is roughly
0.7 nm/r (Egerton and Malac, 2004). The PSF for fast-secondary damage
has a r2 tail, in broad agreement with Monte Carlo calculations (Joy,
1983).

Since electrons cannot be focused to a point, these point-spread
functions must be broadened to allow for the probe diameter. The cur-
rent density distribution within a small (diffraction-limited) probe ap-
proximates to a Gaussian function and this non-uniform current-density
distribution also implies faster damage at the center of the probe, in
addition to the effects of delocalization and secondary electrons. STEM
imaging involves additional variables such as scanning rate and scan
pattern (raster or non-raster) that have been found to affect the infor-
mation/damage ratio. Understanding the role of these parameters could
help to optimize the resolution of STEM images recorded from beam-
sensitive specimens (Velazco et al., 2022).

Coulomb delocalization can be exploited to reduce radiolysis dam-
age, by using an aloof STEM probe positioned at a distance b beyond the
edge of a specimen. For an EELS signal corresponding to an energy loss
of a few eV or less, the damage can be lower by several orders of
magnitude, especially for larger b (Egerton, 2015; Rez et al., 2016). The
median resolution is approximately (bmaxb)'/? for volume losses (Eger-
ton, 2018), so as usual there is a trade-off between resolution and
damage. Leapfrog scanning (scan step > delocalization distance) is
another attempt to exploit Coulomb delocalization and can (according
to simulations) extract more energy-loss signal from a beam-sensitive
sample, for a given spatial resolution (Egerton, 2019).
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Fig. 16. (a) Point-spread functions for SE generation from different atomic shells of a strontium atom, weighted according to the cross section of each shell and
appropriate to an adatom on a surface. (b) Point-spread functions for SE generation from atomic shells of a strontium atom within in a matrix, weighted proportional to

the stopping power of each shell.

7. Spatial resolution of secondary-electron images

The scanning electron microscope (SEM) makes use of secondary
electrons (SE) emitted from within the escape depth of a thick (bulk)
specimen. The SE provide an image that provides topographical
contrast, with a resolution of the order of the escape depth: typically
about 1 nm in metals but up to several nanometers in insulating speci-
mens (Reimer, 1998). Backscattered electrons (BSE) emerge from
deeper regions (up to half the electron range) and generate a signal that
gives material or atomic-number contrast, although with lower resolu-
tion except at low primary energies where the electron range is small.
BSE generate additional secondary electrons (SE2) that add extended
tails to the secondary-electron PSF and reduce the contrast of the SE
image.

Adding a SE detector to a STEM provides SE images with resolution
sometimes below 1 nm, with negligible contribution from SE2 electrons
because of the thin specimen (Liu and Cowley, 1988; Howie, 1995).
With an aberration-corrected objective lens and a 200 keV
field-emission source, a probe size below 0.1 nm can be achieved,
resulting in the first atomic-scale SE images of heavy atoms on a thin
carbon support (Zhu et al., 2009). Although surprising at the time,
atomic resolution can be explained in terms of the PSF for SE generation,
whose FWHM has subatomic dimensions (Inada et al., 2011). SE images
of thin crystalline specimens displayed the atomic lattice and a detailed
treatment of the image contrast was eventually developed (Brown et al.,
2013).

Point-spread functions for SE generation can be calculated from Eq.
(23). In heavy atoms, many of the secondary electrons are generated
from inner atomic shells; see Fig. 16a. In fact, these shells contribute
most of the stopping power and generate energetic SE that can create
further secondaries if the atom is surrounded by other atoms within the
SE escape depth; see Fig. 16b. As seen in both of these Figures, the PSFs
have subatomic widths, which accounts for the visibility of both ada-
toms and atomic columns in SE images (Egerton and Zhu, 2022).

8. Summary and conclusions
The spatial resolution of a TEM or STEM depends on the performance

of the instrument (including its electron optics) and on the imaging
mode (bright field, dark field, phase or amplitude contrast, etc.). Spatial
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resolution also depends on the specimen, particularly its thickness and
radiation sensitivity. Rather than a single number, the resolution is
better represented by a point-spread function, which predicts both res-
olution and image contrast. We have given equations for the major op-
tics- and specimen-related resolution factors, including point-spread
functions.

Electron-optical limits to resolution are improved by correcting
objective-lens spherical aberration and (for low kV) chromatic aberra-
tion. Beam broadening is reduced by using a very thin specimen or (for
bright-field images) by using an angle-limiting collection aperture.
Coulomb delocalization in inelastic images is reduced by collecting
higher-angle scattering, at the expense of reduced signal and degraded
dose-limited resolution. Multimodal microscopy (collecting several
signals: EELS, HAADF etc.) from the same specimen increases the in-
formation available and with the use of an optimization algorithm can
increase the signal/noise ratio and spatial resolution (Schwartz et al.,
2022).

Fundamental limits to resolution arise from both the wave and par-
ticle properties of electrons. Ptychography seeks to overcome the Ray-
leigh wavelength limit by oversampling the specimen with a defocused
STEM probe, recording a far-field diffraction pattern using a fast two-
dimensional detector, and using a reconstruction algorithm to deduce
the structure. The term 4D-STEM is sometimes used to denote the two
dimensions of real and reciprocal space (Ophus, 2019). Ptychography is
capable of three-dimensional imaging (Gao et al., 2017) and has been
applied to practical problems, including cryo-EM (Pelz et al., 2017) and
Li-battery materials (Lozano et al, 2018). Recognizing the
partial-coherence properties of the probe, Chen et al. (2020) report a
mixed-state ptychographic approach that may offer subatomic resolu-
tion, or a substantial reduction in electron dose for the same resolution.

Deconvolution techniques can improve the resolution of a TEM or
STEM image but are limited by the shot noise arising from the particle
nature of electrons. Quantum electron microscopy (QEM) attempts to
deal with this aspect. One option is to make each electron pass multiple
times through a thin specimen, increasing the information without
increasing the shot noise (Juffmann et al., 2017). Other ideas include the
use interferometry to achieve interaction-free microscopy (Turner et al.,
2021) and joint measurement of the transmitted electron and a collec-
tive mode of sample excitation (Rotunno et al., 2021). All of these
projects are challenging in terms of instrumentation, but successful
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implementation might increase the spatial resolution of phase-contrast
cryo-EM by a factor of 3 — 4 (Koppell et al., 2022).
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