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Abstract. The classical Banach space L1(Lp) consists of measurable
scalar functions f on the unit square for which

‖f‖ =

∫ 1

0

(∫ 1

0

|f(x, y)|pdy
)1/p

dx <∞.

We show that L1(Lp) (1 < p <∞) is primary, meaning that, whenever
L1(Lp) = E⊕F then either E or F is isomorphic to L1(Lp). More gen-
erally we show that L1(X) is primary, for a large class of rearrangement
invariant Banach function spaces.
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1. Introduction

The decomposition of normed linear spaces into direct sums and the anal-
ysis of the associated projection operators is central to important chapters
in the theory of modern and classical Banach spaces. In a seminal paper J.
Lindenstrauss [19] set forth an influential research program, aiming at de-
tailed investigations of complemented subspaces and operators on Banach
spaces.

The main question adressed by J. Lindenstrauss was this: Which are the
spaces X that cannot be further decomposed into two “essentially different,
infinite dimensional subspaces? That is to say, which are the Banach spaces
X that are not isomorphic to the direct sum of two infinite dimensional
spaces Y and Z, where neither, Y nor Z, are isomorphic to X? This condi-
tion would be satisfied if X were indecomposable, i.e., for any decomposition
of X into two spaces, one of them has to be finite dimensional. Separately,
such a space could be primary, meaning that for any decomposition of X
into two spaces, one of them has to be isomorphic to X. The first example
of an indecomposable Banach spaces was constructed by T. Gowers and B.
Maurey [14] who also showed that their space XGM is not primary– indeed,
the infinite dimensional component of XGM ∼ X ⊕ Y is not isomorphic to
the whole space.

While indecomposable spaces play a tremendous role ([3, 14, 23]) in the
present day study of non classical Banach spaces, a wide variety of Ba-
nach function spaces may usually be decomposed, for instance by restric-
tion to subsets, or by taking conditional expectations etc. This provides the
background for the program set forth by J. Lindenstrauss to determine the
“classical” spaces that are primary.

1.1. Background and History. The term classical Banach space–while
not formally defined–applies certainly to the space C[0, 1] and to scalar and
vector valued Lebesgue spaces. The space of continuous functions was shown
to be primary by J. Lindenstrauss and A. Pelczynski [20], who posed the
corresponding problem for scalar valued Lp spaces. Its elegant solution, by
P. Enflo via B. Maurey [22], introduced a groundbreaking method of proof
which applies equally well to each of the Lp spaces, (1 ≤ p < ∞). Later
alternative proofs were given by D. Alspach P. Enflo E. Odell [1] for Lp in
the reflexive range 1 < p <∞ and by P. Enflo and T. Starbird [13] for L1.

Exceptionally deep results on the decomposition of Bochner-Lebesgue
spaces Lp(X) are due to M. Capon [9, 8] who obtained that those spaces
are is primary in the following cases.

- X is a Banach space with a symmetric basis, and 1 ≤ p <∞.
- X = Lq where 1 < q <∞ and 1 < p <∞.

This leaves the spaces L1(Lp) and Lp(L1) among the most prominent exam-
ples of classical Banach spaces for which primariness is open.
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The purpose of the present paper is to prove that L1(Lp) is primary. Our
proof works equally well for real and complex valued functions. Before we
turn to describing our work, we review in some detail the development of
methods pertaining to the spaces Lp, and more broadly to rearrangement
invariant spaces.

Projections on those spaces are studied effectively alongside the Haar
system and the reproducing properties of its block bases. The methods
developed for proving that a particular Lebesgue space Lp, is primary may
be divided into two basic classes, depending on whether the Haar system is
an unconditional Schauder basis, or not.

In case of unconditionality, the most flexible method goes back to the
work of D. Alspach, P. Enflo, and E. Odell [1]. For a linear operator T on

Lp it yields a block basis of the Haar system h̃I and a bounded sequence of
scalars aI forming an approximate eigensystem of T such that

(1) T h̃I = aI h̃I + a small error

and h̃I spans a complemented copy of the space Lp. Thus, when restricted

to spanh̃I , the operator T acts as a bounded Haar multiplier. Since the
Haar basis is unconditional, the Haar multiplier is invertible if |aI | > δ for
some δ > 0.

D. Alspach, P. Enflo, and E. Odell [1] arrive at (1) by ensuring that, for
εI,J > 0 sufficiently small, the following linearly ordered set of constraints
holds true,

(2) |〈T h̃I , h̃J〉|+ |〈h̃I , T ∗h̃J〉| ≤ εI,J for I ≺ J,
where the relation ≺ refers to the lexicographic order on the collection of
dyadic intervals. Utilizing that the independent {−1,+1}-valued Rademacher
system {rn} is a weak null sequence in Lp, (1 ≤ p < ∞), D. Alspach, P.

Enflo, and E. Odell [1] obtain, by induction along ≺, the block basis h̃I
satisfying (2).

The Alspach-Enflo-Odell method provides the basic model for the study
of operators on function spaces in which the Haar system is unconditional;
this applies in particular to rearrangement invariant spaces in the work of
W. Johnson, B. Maurey, G. Schechtman, and L. Tzafriri [16], and D. Dosev,
W. Johnson, and G. Schechtman [12].

In L1 the Haar system is a Schauder basis but fails to be unconditional.
The basic methods for proving that L1 is primary are due to P. Enflo via B.
Maurey [22] on the one hand side and P. Enflo and T. Starbird [13] on the
other hand side. For operators T on L1 the Enflo-Maurey method yields a

block basis of the Haar basis h̃I and a bounded measurable function g, such
that

(3) (Tf)(t) = g(t)f(t) + a small error,

for f ∈ span{h̃I}, and h̃I spans a copy of L1. Thus the restricted operator
T acts as a bounded multiplication operator and is invertible if |g| > δ for
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some δ > 0. The full strength of the proof by Enflo-Maurey is applied to
show that the representation (3) holds true.

Enflo-Maurey [22], exhibit in their proof of (3) a sequence of bounded
scalars aI such that

(4) T h̃I = aI h̃I + a very small error

Since the Rademacher system {rn} is a weakly null sequence in L1, (4) may
be obtained directly by choosing a block basis for which the constraints (2)
and

(5) |〈T h̃I , h̃J〉| ≤ 2εI,J for I 6= J,

hold true. Remarkably, until very recently [18], eigensystem representations
such as (4) were not exploited in the context of L1, where the Haar system
is not unconditional.

The powerful precision of L1-constructions with dyadic martingales and
block basis of the Haar system is in full display in [15] and [30]. W. John-
son, B. Maurey and G. Schechtman determined in [15] a normalized weakly
null sequence in L1 such that each of its infinite subsequences contains

in its span a block basis of the Haar system h̃I , spanning a copy of L1.
Thus L1 fails to satisfy the unconditional subsequence property, a problem
posed by B. Maurey and H. Rosenthal [24]. By contrast M. Talagrand [30]
constructed a dyadic martingale difference sequence gn,k such that neither

X = span L1{gn,k} nor L1/X contain a copy of L1.
The investigation of complemented subspaces in Bochner Lebesgue spaces

was initiated by M. Capon [9, 8] who pushed hard to further the development
of the scalar methods, and proved that Lp(X) (1 ≤ p <∞) is primary when
X is a Banach space with a symmetric basis, say (xk). Specifically, M. Capon
[9] showed, that for an operator T on Lp(X), there exists a block basis of the

Haar basis h̃I , a subsequence of the symmetric basis (xkn) and a bounded
measurable g such that

(T (f ⊗ xkn))(t) = g(t)f(t)⊗ xkn + a small error,

for f ∈ span{h̃I}. Thus on span{h̃I} ⊗ span{xkn} the operator T acts like
Mg ⊗ Id where Mg is the multiplication operator induced by g. Simulta-
neously, M. Capon shows that the tensor products form an approximate
eigensystem,

T (h̃I ⊗ xkn) = aI h̃I ⊗ xkn + a small error

where aI is a bounded sequence of scalars and h̃I spans a copy of Lp.
In the mixed norm space Lp(Lq) where 1 < q < ∞ and 1 < p < ∞

the bi-parameter Haar system forms an unconditional basis. Displaying
extraordinary combinatorial strength, M. Capon [8] exhibited a so called
local product block basis kI×J , spanning a complemented copy of Lp(Lq),
such that

TkI×J = aI×JkI×J + a small error.
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1.2. The present paper. Now we turn to describing the main ideas in the
approach of the present paper.

Introducing a transitive relation between operators S, T on a Banach
space X, we say that T is a projectional factor of S if there exist trans-
fer operators A,B : X → X such that

(6) S = ATB and BA = IdX .

If merely S = ATB, without the additional constraint BA = IdX , we say
that T is a factor of S, or equivalently that S factors through T .

Clearly, if T is a projectional factor of S and S one of R then T is a pro-
jectional factor of R, i.e., being a projectional factor is a transitive relation.
Given any operator T : L1(Lp) → L1(Lp) the goal is to show that either T
or Id − T is a factor of the identity Id : L1(Lp) → L1(Lp). In section 2.1
we expand on the quantitative aspects of the transitive relation (6) and the
role it plays in providing a step-by-step reduction of the problem, allowing
for the replacement of a given operator with a simpler one, that is easier to
work with.

Let T : L1(Lp)→ L1(Lp) be a bounded linear operator. It is represented
by a matrix T = (T I,J) of operators T I,J : L1 → L1, indexed by pairs of
dyadic intervals (I, J), that is, on f ∈ L1(Lp) with Haar expansion

(7) f =
∑

xJhJ/|J |1/p, xJ ∈ L1,

the operator T acts by

(8) Tf =
∑
I

(
∑
J

T I,JxJ)hI/|I|1/p.

Theorem 6.1, the main result of this paper, asserts that there exists a
bounded operator T 0 : L1 → L1 such that

T is a projectional factor of T 0 ⊗ IdLp ,

meaning that there exist bounded transfer operators A,B : L1(Lp) →
L1(Lp) such that BA = IdL1(Lp) and

(9)

L1(Lp)

T
��

L1(Lp)
A
oo

T 0⊗Id
��

L1(Lp)
B
// L1(Lp)

The ideas involved in the proof of Theorem 6.1, are based on the interplay
of topological, geometric, and probabilistic principles. Specifically we build
on compact families of L1-operators, extracted from span{T I,J}, and large
deviation estimates for empirical processes:

(a) (Compactness.) We utilize the Semenov-Uksusov characterization [29]
of Haar multipliers on L1 and uncover compactness properties of the
operators T I,J : L1 → L1. See Theorem 3.2 and Theorem 3.4.
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(b) (Stabilization.) Large deviation estimates for the empirical distribu-
tion method gave rise to a novel connection between factorization prob-
lems on L1(Lp) and the concentration of measure phenomenon. See
Lemma 5.3 and Lemma 5.4. .

Step 1. We say that T is a diagonal operator if T I,J = 0 for I 6= J, in
which case we put TL = TL,L. The first step provides the reduction to
diagonal operators. Specifically, Theorem 4.1 asserts, that for any operator
T = (T I,J) there exists a diagonal operator Tdiag = (TL) such that

(10) T is a projectional factor of Tdiag = (TL).

The reduction (10) results from compactness properties for the family of L1

operators T I,J established in Theorem 3.2 and Theorem 3.4. Specifically, if
f ∈ L1 then the set

(11) {T I,Jf : I, J ∈ D} ⊂ L1 is weakly relatively compact;

if, moreover, T I,J satisfies uniform off-diagonal estimates

(12) sup
I,J
|〈T I,JhL, hM 〉| < εL,M , for L 6= M.

then, for η > 0, there exists a stopping time collection of dyadic intervals A
satisfying | lim supA| > 1− η such that the set of operators

(13) {T I,JPA : I, J ∈ D} ⊂ L(L1) is relatively norm-compact.

Recall that A ⊆ D is a stopping time collection if for K,L ∈ A and J ∈ D
the assumption K ⊂ J ⊂ L implies that J ∈ A. By Theorem 2.6, the
orthogonal projection

PA(f) =
∑
I∈A
〈f, hI〉hI/|I|,

is bounded on L1 when A is a stopping time collection of dyadic intervals.
Step 2. Next we show that it suffices to prove the factorization (9) for
diagonal operators satisfying uniform off-diagonal estimates. We say that
T = (RL) is a reduced diagonal operator if the RL : L1 → L1 satisfy

(14) sup
L
|〈RLhI , hJ〉| < εI,J , for I 6= J.

Proposition 5.6 asserts that, there exists a reduced diagonal operator T red
diag =

(RL) satisfying (14), such that

(15) Tdiag = (TL) is a projectional factor of T red
diag = (RL).

To prove (15) we utilize the compactness properties of Tdiag = (TL) together
with measure concentration estimates [6, 28] associated to the empirical
distribution method. See Lemma 5.3 and Lemma 5.4.
Step 3. Next we show that we may replace reduced diagonal operators by
stable diagonal operators. We say that T stbl

diag = (SL) is a stable diagonal
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operator if

(16) ‖SL − SM‖ < εM ,

for dyadic intervals M,L satisfying L ⊆ M. We obtain in Proposition 5.2,
that for any reduced diagonal operator T red

diag there exists a stable diagonal

operator T stbl
diag such that

(17) T red
diag = (RL) is a projectional factor of T stbl

diag = (SL).

We verify (17) exploiting again the compactness properties of T red
diag = (RL)

in tandem with the probabilistic estimates of Lemma 5.3 and Lemma 5.4.
Step 4. Proposition 6.2 provides the final step of the argument. It asserts
that for any stable diagonal operator T stbl

diag = (SL) there exists a bounded

operator T 0 : L1 → L1 such that,

(18) T stbl
diag is a projectional factor of T 0 ⊗ IdX .

To prove (18) we set up a telescoping chain of operators connecting any

of the SL to S[0,1] and invoke the stability estimates (16) available for the

operators SI when L ⊂ I ⊂ [0, 1]. Thus we may finally take T 0 = S[0,1].
Step 5. Retracing our steps, taking into account that the notion of projec-
tional factors forms a transitive relation, yields (9).

2. Preliminaries

2.1. Factors and Projectional Factors up to Approximation. A com-
mon strategy in proving primariness of spaces such as Lp is to study the be-
havior of a bounded linear operator on a σ-subalgebra on a subset of [0, 1)
of positive measure. This process may have to be repeated several times.
We introduce some language that will make this process notationally easier.

Definition 2.1. Let X be a Banach space, T, S : X → X be bounded linear
operators and let C ≥ 1, ε ≥ 0.

(a) We say that T is a C-factor of S with error ε if there exist A,B : X → X
with ‖BTA − S‖ ≤ ε and ‖A‖‖B‖ ≤ C. We may also say that S C-
factors through T with error ε.

(b) We say that T is a C-projectional factor of S with error ε if there exists a
complemented subspace Y of X that is isomorphic to X with associated
projection and isomorphism P,A : X → Y (i.e., A−1PA is the identity
on X), so that ‖A−1PTA−S‖ ≤ ε and ‖A‖‖A−1P‖ ≤ C. We may also
say that S C-projectionally factors through T with error ε.

When the error is ε = 0 we will simply say that T is a C-factor or C-
projectional factor of S.

Remark 2.2. If T is a C-projectional factor of S with error ε then I − T
is a C-projectional factor of I − S with error ε. Indeed, if P and A witness
Definition (b), then PA = A and therefore A−1P (I − T )A = I −A−1PTA,
i.e., ‖A−1P (I − T )A− (I − S)‖ ≤ ε.
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In a certain sense, being an approximate factor or projectional factor is a
transitive property.

Proposition 2.3. Let X be a Banach space and R,S, T : X → X be
bounded linear operators.

(a) If T is a C-factor of S with error ε and S is a D-factor of R with error
δ then T is a CD-factor of R with error Dε+ δ.

(b) If T is a C-projectional factor of S with error ε and S is a D-projectional
factor of R with error δ then T is a CD-projectional factor or R with
error Dε+ δ.

Proof. The first statement is straightforward and thus we only provide a
proof of the second one. Let Y and Z be complemented subspaces ofX which
are isomorphic to X. Let P : X → Y and Q : X → Z, be the associated
projections, and A : X → Y and B : X → Z the associated isomorphisms
satisfying ‖A‖‖A−1P‖ ≤ C, ‖B‖‖B−1Q‖ ≤ D. ‖A−1PT − S‖ ≤ ε and
‖B−1QSB −R‖ ≤ δ.

We define P̃ = AQA−1P and Ã = AB. Then, P̃ is a projection onto
Ã[X] and ‖P̃‖‖Ã−1P‖ ≤ CD. We obtain

‖B−1Q(A−1PTA)B −B−1QSB‖ ≤ ‖B−1Q‖‖B‖‖A−1PTA− S‖ ≤ Dε
and thus ‖B−1QA−1PTAB −R‖ ≤ Dε+ δ. Finally, observe that

Ã−1P̃ = B−1A−1AQA−1P = B−1QA−1P

and thus ‖Ã−1P̃ T Ã−R‖ ≤ Dε+ δ. �

The following explains the relation between primariness and approximate
projectional factors.

Proposition 2.4. Let X be a Banach space that satisfies Pe lczyńsky’s ac-
cordion property, i.e., for some 1 ≤ p ≤ ∞ we have that X ' `p(X). Assume
that there exist C ≥ 1 and 0 < ε < 1/2 so that every bounded linear oper-
ator T : X → X is a C-projectional factor with error ε of a scalar operator,
i.e., a scalar multiple of the identity. Then, for every bounded linear opera-
tor T : X → X the identity 2C/(1− 2ε) factors through either T or I − T .
In particular, X is primary.

Proof. Let Y be a subspace of X that is isomorphic to X and complemented
in X, with associated projection and isomorphism P,A : X → Y , so that
‖A−1P‖‖A‖ ≤ C and so that there exits a scalar λ with ‖(A−1P )TA−λI‖ ≤
ε. If |λ| ≥ 1/2 then ∥∥λ−1A−1PTA︸ ︷︷ ︸

=:B

−I
∥∥ ≤ 2ε < 1

and thus B−1 exists with ‖B−1‖ ≤ 1/(1 − 2ε). We obtain that if S =
B−1λ−1A−1P then STA = I and ‖S‖‖A‖ ≤ 2C/(1 − 2ε). If, on the other
hand |λ| < 1/2 then, because ‖A−1P (I − T )A − (1 − λ)I‖ ≤ ε, we achieve
the same conclusion for I − T instead of T .
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If X = Y ⊕ Z and Q : X → Y is a projection then we deduce that either
Y or Z contains a complemented subspace isomorphic to X. To see that we
can assume that for some scalar λ, with |λ| ≥ 1/2, Q is a C-projectional
factor with error ε ∈ (0, 1/2) of λI. Otherwise we replace Q by I−Q. From
what we proved so far we deduce that there are operators S,A : X → X so
that SQA = I. Then W = QA(X) is a subspace of Y that is isomorphic
to X. It is also complemented via the projection R = (S|W )−1S : X → W .
So we obtain that Y is a complemented subspace of X and X is isomorphic
to complemented subspace of Y . Since in addition X satisfies the accordion
property it follows from Pe lczyńsky’s famous classical argument from [25]
that X ' Y . Similarly, if (I − Q) is a factor of the identity we deduce
X ' Z. �

2.2. The Haar system in L1. We denote by L1 the space of all (equiv-
alence classes of) integrable scalar functions f with domain [0, 1) endowed

with the norm ‖f‖1 =
∫ 1

0 |f(s)|ds. We will denote the Lebesgue measure of
a measurable subset A of [0, 1) by |A|.

We denote by D the collection of all dyadic intervals in [0, 1), namely

D =
{[ i− 1

2j
,
i

2j

)
: j ∈ N ∪ {0}, 1 ≤ i ≤ 2j

}
.

We define the bijective function ι : D → {2, 3, . . .} by[ i− 1

2j
,
i

2j

)
ι7→ 2j + i.

The function ι defines a linear order on D. We recall the definition of the
Haar system (hI)I∈D. For I = [(i − 1)/2j , i/2j) ∈ D we define I+, I− ∈ D
as follows: I+ = [(i− 1)/2j , (2i− 1)/2j+1), I− = [(2i− 1)/2j+1, i/2j), and

hI = χI+ − χI− .

We additionally define h∅ = χ[0,1) and D+ = D ∪ {∅}. We also define
ι(∅) = 1. Then, (hI)I∈D+ is a monotone Schauder basis of L1, with the
linear order induced by ι. Henceforth, whenever we write

∑
I∈D+ we will

always mean that the sum is taken with this linear order ι.
For each n ∈ N ∪ {0} we define

Dn = {I ∈ D : |I| = 2−n} and Dn = {∅} ∪ (∪nk=0Dk).

An important realization, that will be used multiple times in the sequel
is the following. Let I ∈ D. Then there exists a unique k0 ∈ N and a unique
decreasing sequence of intervals (Ik)

k0
k=0 in (D+), so that I0 = ∅, I1 = [0, 1),

and Ik0 = I, and for k = 1, 2, . . . , k0−1, Ik+1 = I+
k , or Ik+1 = I−k . In other

words (Ik)
k0
k=1 consists of all elements of D+ which contain I, decreasingly

ordered. For k = 1, 2, . . . , k0 − 1 put θk = 1, if Ik+1 = I+
k and θk = −1 if
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Ik+1 = I−k . We then have the following formula, already discovered by Haar,

(19) |I|−1χI = |Ik0 |−1χIk0
= hI0 +

k0−1∑
k=1

θk|Ik|−1hIk .

Note that in the above representation, if we define Ik0 = I, then Ik = I−k−1

or Ik = I+
k−1 for k = 2, . . . , k0. To simplify notation, we will henceforth

make the convention θ0 = 1 and |I0|−1 = |∅|−1 = 1 to be able to write

(20) |Ik0 |−1χIk0
=

k0−1∑
k=0

θk|Ik|−1hIk .

This representation will be used multiple times in this paper.
A relevant definition is that of [D+], the collection of all sequences (Ik)

∞
k=0

in D+ so that I0 = ∅, I1 = [0, 1), and for each k ∈ N, Ik+1 = I+
k or

Ik+1 = I−k . Note that for (Ik)
∞
k=0 ∈ [D+] and k ∈ N, Ik ∈ Dk−1. Each

(Ik)
∞
k=0 defines a sequence (θk)

∞
k=1 as described in the paragraph above.

This yields a bijection between [D+] and {−1, 1}N. This fact will be used
more than once. On {−1, 1}N we will consider the product of the uniform
distribution on {−1, 1}, which via this bijection generates a probability on
[D+], which we will also denote by | · |. Also, we consider on [D+] the
image topology of the product of the discrete topology on {−1, 1} via that
bijection.

2.3. Haar multipliers on L1. A Haar multiplier is a linear map D, defined
on the linear span of the Haar system, for which every Haar vector hI is
an eigenvector with eigenvalue aI . We denote the space of bounded Haar
multipliers D : L1 → L1 by LHM (L1). In this subsection we recall a formula
for the norm of a Haar multiplier that was observed by Semenov and Uksusov
in [29]. We then use Haar multipliers to sketch a proof of the fact that every
bounded linear operator on L1 is an approximate 1-projectional factor of a
scalar operator.

Proposition 2.5. Let (Ik)
∞
k=0 ∈ [D+] associated to (θk)

∞
k=1 ∈ {−1, 1}N. For

k ∈ N define Bk = Ik \ Ik+1 and let (ak)
n
k=0 be a sequence of scalars.

Then we have∥∥∥∥∥
n∑
k=0

akθk|Ik|−1hIk

∥∥∥∥∥
L1

≤
n∑
k=1

|ak − ak−1|+ |an|.(21)

and for any 1 ≤ m < n∥∥∥∥∥(
n∑
k=0

akθk|Ik|−1hIk

)∣∣⋃n
j=mBj

∥∥∥∥∥
L1

≥ 1

3

n∑
k=m+1

|ak − ak−1|.(22)

Proof. Note that the sequence (Bk)
∞
k=1 is a partition of [0, 1) and for k ∈ N

Bk is the set in [0, 1] of measure 2−k, on which θkhIk takes the value −1.
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Let f = a0h∅ +
∑n

k=1 θkak|Ik|−1hIk . For k ∈ N put bk = ak if k ≤ n and
bk = 0 otherwise. For each k ∈ N the function f is constant on Bk and in
fact for s ∈ Bk we have

f(s) = b0 +
k−1∑
j=1

|Ij |−1bj − |Ik|−1bk = b0 +
k−1∑
j=1

2j−1bj − 2k−1bk =: ck.

Therefore, for any m = 1, 2, . . . n∥∥∥fχ⋃n
j=mBj

∥∥∥
L1

=

n∑
k=m

|Xk| and
∥∥∥fχ⋃∞

j=mBj

∥∥∥
L1

=

∞∑
k=m

|Xk|(23)

where for each k ∈ N,

Xk =
ck
2k

=
1

2k
b0 +

k−1∑
j=1

2j−1

2k
bj −

1

2
bk.

Putting X0 = 0, a calculation yields that for all k ∈ N

(24) Xk =
1

2
Xk−1 +

1

2
(bk−1 − bk) .

Applying the triangle inequality to (23) and (24) we conclude

‖f‖L1 =

∞∑
k=1

|Xk| =
∞∑
k=1

2|Xk| − |Xk−1|

≤
∞∑
k=1

|2Xk −Xk−1| =
∞∑
k=1

|bk − bk−1|

which yields (21). In order to obtain (22), we deduce from (24)

n∑
k=m+1

|Xk| ≥
1

2

n∑
k=m+1

|bk − bk−1| −
1

2

n−1∑
k=m

|Xk|

and therefore

3

2

n∑
k=m+1

|Xk|+
1

2
|Xm| ≥

1

2

n∑
k=m+1

|bk − bk−1|

which yields

‖fχ⋃n
j=mBj‖L1 =

n∑
k=m

|Xk| ≥
n∑

k=m+1

|Xk|+
1

3
|Xm| ≥

1

3

n∑
k=m+1

|bk − bk−1|

and proves (22). �
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Theorem 2.6 (Semenov-Uksusov, [29]). Let (aI)I∈D+ be a collection of
scalars, and D be the associated Haar multiplier. Define

(25) |||D||| = sup
( ∞∑
k=1

∣∣aIk − aIk−1

∣∣+ lim
k

∣∣aIk ∣∣)
where the supremum is taken over all (Ik)

∞
k=0 ∈ [D+]. Then, D is bounded

(and thus extends to a bounded linear operator on L1(X)) if and only if
|||D||| <∞. More precisely,

(26) ‖D‖ ≤ |||D||| ≤ 3‖D‖.

Proof. By (19), D is always well defined on the linear span of the set X =
{|I|−1χI : I ∈ D}. In fact, the closed convex symmetric hull of X is the unit
ball of L1. We deduce that ‖D‖ = sup{‖Df‖ : f ∈ X}, under the convention
that ‖D‖ = ∞ if and only if D is unbounded. Fix f = |I|−1χI ∈ X . Use
(19) to write

f = |Ik0 |−1χIk0
=

k0−1∑
k=0

θk|Ik|−1hIk , i.e., Df =

k0−1∑
k=0

akθk|Ik|−1hIk .

Extend (Ik)
k0
k=0 to a branch (Ik)

∞
k=0. By (21) we have

(27)
1

3

( k0−1∑
k=1

|aIk−aIk−1
|+|aIk0−1

|
)
≤ ‖Df‖L1 ≤

k0−1∑
k=1

|aIk−aIk−1
|+|aIk0−1

|.

By the triangle inequality, ‖Df‖L1 ≤
∑∞

k=1 |aIk −aIk−1
|+ limk |aIk | ≤ |||D|||.

The lower bound is achieved by taking in (27) all f ∈ X . �

The following special type of Haar multiplier will appear in the sequel.

Example 2.7. Let A ⊂ [D+] be a non-empty set and define the set A =
∪∞k0=0{Ik0 : (Ik)

∞
k=0 ∈ A } ⊂ D+. Let PA denote the Haar multiplier that

has entries aI = 1 for I ∈ A and aI = 0 otherwise. Then, by Theorem 2.6,
‖PA ‖ ≤ |||PA ||| = 1 and therefore PA defines a norm-one projection onto

YA = 〈{hI : I ∈ A}〉.

The following elementary remark will be useful eventually.

Remark 2.8. Let A be a non-empty closed subset of [D+] and A =
∪∞k0=0{Ik0 : (Ik)

∞
k=0 ∈ A }. Let D be a Haar multiplier with entries that are

zero outside A. Then, |||D||| = sup(Ik)∞k=0∈A (
∑∞

k=1 |aIk − ak−1|+ limk |aIk |).

Haar multipliers provide a short path to a proof of the fact that every
operator on L1 is an approximate 1-projectional factor of a scalar operator,
which in turn yields Enflo’s theorem [22] that L1 is primary.

Theorem 2.9. The following are true in the space L1.

(i) Let D : L1 → L1 be a bounded Haar multiplier. For every ε > 0, D is
a 1-projectional factor with error ε of a scalar operator.
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(ii) Let T : L1 → L1 be a bounded linear operator. For every ε > 0,
T is a 1-projectional factor with error ε of a bounded Haar multiplier
D : L1 → L1.

In particular, for every ε > 0, every bounded linear operator T : L1 → L1 is
a 1-projectional factor with error ε of a scalar operator.

We wish to provide a sketch of the proof of the above. Firstly, we will use
it at the end of the paper and secondly it provides an introduction to the
basis of the methods used in the paper. Now, and numerous times in the
sequel, we require the following notation and definition.

Notation. For every disjoint collection ∆ of D+ and θ ∈ {−1, 1}∆ we
denote hθ∆ =

∑
J∈∆ θJhJ . If θJ = 1 for all J ∈ ∆ we write h∆ =

∑
j∈∆ hJ .

For a finite disjoint collection ∆ of D we denote ∆∗ = ∪{I : I ∈ ∆}.

Definition 2.10. A faithful Haar system is a collection (h̃I)I∈D+ so that

for each I ∈ D+ the function h̃I is of the form h̃I = hθI∆I
, for some finite

disjoint collection ∆I of D, and so that

(i) ∆∗∅ = ∆∗[0,1) = [0, 1) and for each I ∈ D we have |∆I | = |I|,
(ii) for every I ∈ D we have that ∆∗I+ = [h̃∅h̃I = 1] and ∆∗I− = [h̃∅h̃I = −1].

Remark 2.11. It is immediate that (h̃∅h̃I)I∈D+ is distributionally equiva-

lent to (hI)I∈D+ . Therefore, (h̃I)I∈D+ is isometrically equivalent to (hI)I∈D+ ,
both in L1 and in L∞. In particular,

Pf =
∑
I∈D+

〈h̃I , f〉|I|−1h̃I

defines a norm-one projection onto a subspace Z of L1 that is isometrically
isomorphic to L1. Note that, unless h∅ = 1, P is not a conditional expec-

tation as Pχ[0,1) = 0. Instead, it is of the form Pf = h̃∅E(h̃∅f |Σ), where

Σ = σ(h̃∅h̃I)I∈D+ . Since h̃∅ is not Σ-measurable it cannot be eliminated.
The advantage of the notion of a faithful Haar system is that one can be
constructed in every tail of the Haar system. The drawback is that it causes
a slight notational burden when having to adjust for the initial function h̃∅
in several situations.

We will several times recursively construct faithful Haar systems (h̃I)I∈D+ ,

which means that we first choose h̃∅, secondly h̃[0,1), and then h̃I , I ∈ D,

assuming that h̃J was chosen for all J ∈ D+ with ι(J) < ι(I).

Proof of Theorem 2.9. Let us sketch the proof of the first statement. Let
(aI)I∈D+ be the entries of D. For every I ∈ D denote by QI the Haar
multiplier that has entries 1 for all J ⊂ I and zero all others. Then,
|||QI ||| = 1. First note that, for every ε > 0, there exits I0 ∈ D+ so that
|||DQI0 − aI0QI0 ||| ≤ ε. Otherwise, we could easily deduce |||D||| =∞. Con-

struct a dilated and renormalized faithful Haar system (h̃I)I∈D+ with closed
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linear span Z in the range of QI0 and let P : L1 → Z be the correspond-
ing norm-one projection and A : L1 → Z be an onto isometry. Then,
‖A−1PDA− aI0I‖ ≤ ε.

For the second part we will use that the Rademacher sequence (rn)n (i.e.,
rn =

∑
L∈Dn hL, for n ∈ N) ) is weakly null in L1 and w∗-null in (L1)∗ ≡ L∞.

Using this fact, we inductively construct a faithful Haar system (h̃I)I∈D+ so
that for each I 6= J we have∣∣〈h̃I , T (|J |−1h̃J

)〉∣∣ ≤ ε(I,J),

where (ε(I,J))(I,J)∈D+ is a pre-chosen collection of positive real numbers with∑
ε(I,J) ≤ ε. This is done as follows. If we have chosen h̃I for ι(I) =

1, . . . , k − 1. Let I ∈ D+ with ι(I) = k and let I0 be the predecessor of I,
i.e., either I = I+

0 or I = I−0 . Let us assume I = I+
0 . We then choose the

next function h̃I among the terms of a Rademacher sequence with support
[h̃∅h̃I0 = 1]. Denote by Z the closed linear span of (h̃I)I∈D+ and take the
canonical projection P : L1 → Z as well as the onto isometry A : L1 → Z
given by AhI = h̃I . Consider the operator S = A−1PTA : L1 → L1 and note
that for all I 6= J we have |〈hI , S(|J |−1hJ)〉| = |〈h̃I , T (|J |−1h̃J)〉| ≤ ε(I,J).

It follows that the entries aI = 〈hI , S(|I|−1hI)〉 define a bounded Haar
multiplier D and ‖S −D‖ ≤ ε, i.e., T is a 1-projectional factor with error ε
of D. �

2.4. Haar system spaces. We define Haar system spaces. These are Ba-
nach spaces of scalar function generated by the Haar system in which two
functions with the same distribution have the same norm. This abstraction
does not impose any notational burden to the proof of the main result. The
only difference to the case X = Lp is the normalization of the Haar basis.
Properties such as unconditionality of the Haar system or reflexivity of Lp
are never deployed.

Definition 2.12. A Haar system space X is the completion of Z = 〈{hL :
L ∈ D+}〉 = 〈{χI : I ∈ D}〉 under a norm ‖ · ‖ that satisfies the following
properties.

(i) If f , g are in Z and |f |, |g| have the same distribution then ‖f‖ = ‖g‖.
(ii) ‖χ[0,1)‖ = 1.

We denote the class of Haar system spaces by H.

Obviously, property (ii) may be achieved by scaling the norm of a space
that satisfies (i). We include it anyway for notational convenience.

An important class of spaces which satisfy Definition 2.12, according
to [21, Proposition 2.c.1], are separable rearrangement invariant function
spaces on [0, 1]. Recall that a (non-zero) Banach space Y of measurable
scalar functions on [0, 1) is called rearrangement invariant (or as in [26] sym-
metric) if the following conditions hold true: First, whenever f ∈ Y and g is
a measurable function with |g| ≤ |f | a.e. then g ∈ Y and ‖g‖Y ≤ ‖f‖Y . Sec-
ond, if u, v are in Y and they have the same distribution then ‖u‖Y = ‖v‖Y .



THE SPACE L1(Lp) IS PRIMARY 15

The following properties of a Haar system space X follow from elementary
arguments. For completeness, we provide the proofs.

Proposition 2.13. Let X be a Haar system space.

(a) For every f ∈ Z = 〈{χI : I ∈ D}〉 we have ‖f‖L1 ≤ ‖f‖ ≤ ‖f‖L∞ .
Therefore, X can be naturally identified with a space of measurable

scalar functions on [0, 1) and Z
‖·‖L∞ ⊂ X ⊂ L1.

(b) Z = 〈{χI : I ∈ D}〉 naturally coincides with a subspace of X∗ and its
closure Z in X∗ is also a Haar system space.

(c) The Haar system, in the usual linear order, is a monotone Schauder
basis of X.

(d) For a finite union A of elements of D we put µA = ‖χA‖−1
X and νA =

‖χA‖−1
X∗ . Then, µAνA = |A|−1. In particular, (νLhL, µLhL)L∈D+ is a

biorthogonal system in X∗ ×X.

(e) A faithful Haar system (ĥL)L∈D+ is isometrically equivalent to (hL)L∈D+ .

In particular, Pf =
∑

L∈D+〈νLĥL, f〉µLĥL defines a norm-one projec-
tion onto a subspace of X that is isometrically isomorphic to X.

Proof. By the first condition in Definition 2.12, we have∥∥ ∑
I∈Dn

aIχπ(I)

∥∥=
∥∥ ∑
I∈Dn

aIχI
∥∥,

for all n ∈ N, all permutations π on Dn, and all scalar families (aI : I ∈ Dn).
To show the first inequality in (a) let n ∈ N, f =

∑
I∈Dn aIχI ∈ Z and

let π : Dn → Dn, be cyclic (i.e., {πr(I) : r = 1, 2 . . . , 2n} = Dn for I ∈ Dn).
Then

‖f‖ =
∥∥|f |∥∥ ≥ 1

2n

∥∥∥ 2n∑
r=1

∑
I∈Dn

|aI |χπr(I)
∥∥∥ =

1

2n

∣∣∣ ∑
I∈Dn

|aI |
∣∣∣ = ‖f‖L1 .

The second inequality in (a) follows from the observation that for each n ∈ N
the family (χI : I ∈ Dn) is 1-unconditional.

We identify each g ∈ Z with the bounded functional x∗g, defined by

x∗g(f) =
∫ 1

0 fg, and we denote the dual norm by ‖ ·‖∗. From this representa-
tion it is clear that ‖ · ‖∗ also satisfies the first condition in Definition 2.12.
Since ‖1[0,1)]‖ = 1 and since for all f ∈ Z,

∫
f ≤ ‖f‖1 ≤ ‖f‖, we deduce

that the second condition in Definition 2.12 holds true for the norm ‖ · ‖∗.
Let (hn) be the Haar basis linearly ordered in the usual way, meaning that

if m < n, then either supp(hn) ⊂ supp(hm) or supp(hn) ∩ supp(hm) = ∅.
The claim of condition (c) follows from the fact that if f =

∑n
j=1 ajhj ∈ Z,

then for any scalar an+1 the absolute values of the functions f + an+1hn+1

and f − an+1hn+1 have the same distribution and their average is f .
Let n∈N and I∈Dn using for k>n cyclic permutations on {J ∈Dk, J⊂I}

we deduce that supf∈Z,‖f‖≤1

∫
I f is attained for f = χI/‖χI‖ and thus

‖χI‖·‖χI‖∗ = 2−n. Since secondly, for each n, (χI : I ∈ Dn) is an orthogonal
family, we deduce (d).
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Since faithful Haar systems have the same joint distribution we deduce
the first part of (e). Since by (b), this is also true with respect to the dual
norm we deduce the second part of (e). �

In different parts of proof we will require additional properties of Haar
system spaces. The following class of Haar system spaces is the one for
which we prove our main theorem.

Definition 2.14. H∗ is the class of all Banach spaces X in H satisfying

(?) the Rademacher sequence (rn)n is not equivalent to the `1-unit vector
basis.

H∗∗ is the class of all Banach spaces X in H satisfying

(??) no subsequence of the X-normalized Haar system (µLhL)L∈D+ is equiv-
alent to the `1-unit vector basis.

Remark 2.15. Examples of Haar system spaces which satisfy (?) and (??)
are separable reflexive r.i. spaces.

We note and will use several times that (?) for Haar system spaces, is
equivalent with the condition that the Rademacher sequence (rn) is weakly
null. To see this, first note that for any (an) ∈ c00, any σ = (σn) ⊂ {±1}, and
permutation π on N the distribution of

∑
n∈N anσnrπ(n), does not depend

on σ on π. It follows that (rn) is a symmetric basic sequence in X. This
implies that either rn is equivalent to the `1 unit vector basis or it is weakly
null in X. Indeed, if it is not equivalent to the unit vector basis of `1, and by
symmetry no subsequence, is equivalent to the `1 unit vector basis, it must
by Rosenthal’s `1 Theorem have weakly Cauchy subsequence and thus for
some subsequence (nk) ⊂ N the sequence (rn2k

− rn2k−1
: k ∈ N) is weakly

null. But then also the sequence (rn2k
+ rn2k−1

: k ∈ N) is weakly null, and
thus rn2k

is weakly null and by symmetry (rn) is weakly null.

2.5. Complemented subspaces of L1(X) isomorphic to L1(X). Let
E, F be Banach spaces. The projective tensor product of E and F is the
completion of the algebraic tensor product E ⊗ F under the norm

(28) ‖u‖ = inf
{ N∑
n=1

‖en‖‖fn‖ : u =
N∑
n=1

en ⊗ fn
}
.

It is well known and follows from the definition of Bochner-Lebesque spaces
that for any Banach space X, L1 ⊗π X ≡ L1(X) via the identification
(f ⊗ x)(s) = f(s)x. Then, L∞(X∗) canonically embeds into (L1(X))∗ via

the identification 〈u, v〉 =
∫ 1

0 〈u(s), v(s)〉ds. Recall that by the definition of
tensor norms the projective tensor norm satisfies the following property we
will use.

(•) For any pair of bounded linear operators T : E → E and S : F → F
there exists a unique bounded linear operator T ⊗S : E⊗π F → E⊗π F
with (T ⊗ S)(e⊗ f) = (Te)⊗ (Sf) and ‖T ⊗ S‖ = ‖T‖‖S‖.
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The next standard statement explains one of the main features of the
projective tensor product. For the sake of completeness, and because it is
essential in this paper, we include the proof.

Proposition 2.16. Let Z be a subspace of L1 that is isometrically isomor-
phic to L1 via A : L1 → Z and 1-complemented in L1 via P : L1 → Z. Let
X be a Banach space and let W be a subspace of X that is isometrically
isomorphic to X via B : X →W and 1-complemented in X via Q : X →W .

Then the space Z(W ) = Z ⊗WL1(X)
coincides with Z⊗πW and is isomet-

rically isomorphic to L1(X) via A⊗B : L1(X)→ Z(W ) and 1-complemented
in L1(X) via P ⊗Q : L1(X)→ Z(W ).

Proof. It is immediate that P ⊗Q is a norm-one projection onto Z(W ) and
that A⊗B is a norm-one map with dense image. It also follows that A⊗B
is 1-1 on L1 ⊗ X. One way to see this is to identify L1 ⊗ X and Z ⊗W
with spaces of bilinear forms on (L1)∗ ×X∗ and Z∗ ×W ∗ respectively. To
conclude that A ⊗ B is an isometry and that Z(W ) = Z ⊗π W take u in
L1 ⊗ X. Note that v := (A ⊗ B)(u) is in Z ⊗ W ⊂ L1 ⊗ X and write
v =

∑n
i=1 fi ⊗ xi, where f1, . . . , fn ∈ L1 and x1, . . . , xn ∈ X. We will see

that
∑n

i=1 ‖fi‖‖xi‖ ≥ ‖u‖, which will imply the conclusion, by the definition
of ‖v‖. Indeed, v = (P ⊗Q)(v) =

∑n
i=1(Pfi)⊗ (Qxi) and

‖v‖ ≥
n∑
i=1

‖Pfi‖‖Qxi‖ =
n∑
i=1

‖A−1Pfi‖‖B−1Qxi‖

≥
∥∥ n∑
i=1

(
A−1Pfi

)
⊗
(
B−1Qxi

)
︸ ︷︷ ︸

=:y

∥∥.
It is immediate that (A⊗B)(y) = v and thus y = u. �

The following standard example will be used often to define projectional
factors of an operator T : L1(X)→ L1(X).

Example 2.17. Let (h̃I)I∈D+ , (ĥL)L∈D+ be a faithful Haar systems and let
X be a Haar system space. Take

Z = 〈h̃I : I ∈ D+〉 ⊂ L1 and W = 〈ĥI : I ∈ D+〉 ⊂ X.

Then the map P : L1(X)→ L1(X) given by

Pu =
∑
I∈D+

∑
L∈D+

〈
h̃I ⊗ νLĥL, u

〉
|I|−1h̃I ⊗ µLĥL

(recall that µI = ‖χI‖−1
X and νL = ‖χL‖−1

X∗) is a norm-one projection onto

Z(X) = 〈h̃I ⊗ ĥL : I, L ∈ D+〉 and the map

A : L1(X)→ L1(X) given by A(hI ⊗ hL) = h̃I ⊗ ĥL
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is a linear isometry onto Z(X). Then, any bounded linear operator T :
L1(X) → L1(X) is a 1-projectional factor of S = A−1PTA : L1(X) →
L1(X), so that for all I, J, L,M ∈ D+ we have〈

hI ⊗ hL, S
(
hJ ⊗ hM

)〉
=
〈
h̃I ⊗ ĥL, T

(
h̃J ⊗ ĥM

)〉
.

Proposition 2.18. Let A ⊂ [D+] be a subset that has positive measure.

Denote by A = ∪∞k0=0{Ik0 : (Ik)
∞
k=0 ∈ A } and YA = 〈{hI : I ∈ A}〉. Then,

there exits a subspace Z of YA which is isometrically isomorphic to L1 and
1-complemented in L1.

Proof. By approximating A in measure by closed sets from the inside, we
can assume that A is closed. For k ∈ N let Ak = ∪{I : I ∈ A ∩ Dk}, and
A = {(In) ∈ [D+] : Ik ∈ Dk, Ik ⊂ Ak}. Then it follows that A =

⋂
k Ak and

letting A = ∩kAk, we deduce that

|A| = lim
k→∞

|Ak| = lim
k→∞

|Ak| = |A .

But also, for any J /∈ A, we have J ∩ A = ∅. It follows that for any f ∈ L1

with f |Ac = 0 and J /∈ A we have 〈hJ , f〉 = 0 and thus f ∈ YA . In
particular, the restriction operator RA : L1 → L1 is a 1-projection onto a
subspace that is isometrically isomorphic to L1. �

The above proposition leads to the following example, which will be useful
in the sequel.

Example 2.19. Let A ⊂ [D+] be a subset that has positive measure and
let X be a Banach space. Then, there exists a subspace Z of YA that is
isometrically isomorphic to L1 via A : L1 → Z and 1-complemented in L1

via P : L1 → Z. In particular, for any Banach space X the space

Z(X) = Z ⊗X ⊂ L1(X)

is isometrically isomorphic to L1(X) via A ⊗ I : L1(X) → Z(X) and 1-
complemented in L1(X) via P ⊗ I.

2.6. Decompositions of operators on L1(X). We begin by listing fur-
ther standard facts about projective tensor products. We then use these
facts to associate to each bounded linear operator T : L1(X) → L1(X) a
family of bounded linear operators on L1. In the next section we will study
compactness properties of this family. In later sections we use these prop-
erties to extract information about projectional factors of the operator T .

Let E, F be Banach spaces.

(a) For every e∗0 ∈ E∗ and f∗0 ∈ F ∗ we may define the bounded linear maps

q(e∗0) : E⊗πF → F and q(f∗0 ) : E⊗πF → E given by q(e∗0)(e⊗f) = e∗0(e)f

and q(f∗0 )(e⊗ f) = f∗0 (f)e. Then, ‖q(e∗0)‖ = ‖e∗0‖ and ‖q(f∗0 )‖ = ‖f∗0 ‖.
(b) For every e0 ∈ E and f0 ∈ F we may define the maps j(e0) : F → E⊗πF

and j(f0) : E → E ⊗π F given by j(e0)f = e0 ⊗ f and j(f0)e = e ⊗ f0.

Then, ‖j(e0)‖ = ‖e0‖ and ‖j(f0)‖ = ‖f0‖.
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(c) For every bounded linear operator T : E ⊗π F → E ⊗π F , f∗0 ∈ F ∗, and

f0 ∈ F the map T (f∗0 ,f0) := q(f∗0 )Tj(f0) : E → E is the unique bounded
linear map so that for all e∗ ∈ E∗ and e ∈ E we have 〈e∗, T (f∗0 ,f0)e〉 =
〈e∗ ⊗ f∗0 , T (e⊗ f0)〉.

(d) For every bounded linear operator T : E ⊗π F → E ⊗π F , e∗0 ∈ E∗, and
e0 ∈ E the map T(e∗0,e0) := q(e∗0)Tj(e0) : F → F is the unique bounded

linear map so that for all f∗ ∈ F ∗ and f ∈ F we have 〈f∗, T(e∗0,e0)f〉 =

〈e∗0 ⊗ f∗, T (e0 ⊗ f)〉.

Notation. Let X be a Haar system space. For L ∈ D+ we denote

(i) qL = q(νLhL) : L1(X)→ L1,

(ii) jL = j(µLhL) : L1 → L1(X), and
(iii) PL = jLqL : L1(X)→ L1(X).

Note that, for any k ∈ N, ‖
∑
{L:ι(L)≤k} P

L‖ = 1. This is because this

operator coincides with I ⊗ P [ι≤k], where P [ι≤k] : X → X is the basis
projection onto (µLhL)ι(L)≤k (this is easy to verify on vectors of the form
u = hI ⊗ hL whose linear span is dense in L1(X)). We may therefore state
the following.

Remark 2.20. Let X be a Haar system space.

(i) For each L ∈ D+, PL is a projection with image

Y L = {f ⊗ (µLhL) : f ∈ L1}
that is isometrically isomorphic to L1.

(ii) (Y L)L∈D+ forms a monotone Schauder decomposition of L1(X). In
particular, for every u ∈ L1(X)

u =
∑
L∈D+

PLu =
∑
L∈D+

(qLu)⊗ (µLhL).

Thus, u admits a unique representation u =
∑

L∈D+ fL ⊗ (µLhL).

2.7. Operators on L1 associated to an operator on L1(X). For a Haar
system space X, we represent every bounded linear operator T : L1(X) →
L1(X) as a matrix of operators (T (L,M))(L,M)∈D+ , each of which is defined
on L1.

Notation. Let X be a Haar system space and let T : L1(X)→ L1(X) be a

bounded linear operator. For L,M ∈ D+ we denote T (L,M) = T (νLhL,µMhM )

(recall from Proposition 2.13 that scalars µM and νL positive, and chosen
so that µMhM is normalized in X∗ and νLhL is normalized in X), so that
for every u ∈ L1(X) we have

Tu =
∑
L∈D+

PLT
( ∑
M∈D+

PMu
)

=
∑
L∈D+

∑
M∈D+

jLT (L,M)qMu

=
∑
L∈D+

∑
M∈D+

(
T (L,M)(qMu)

)
⊗ (µLhL).

(29)
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For L ∈ D+ we denote TL = T (L,L).

The following type of operator is essential as it is easier to work with. A
big part of the paper is to show that, within the constraints of the problem
under consideration, every operator T : L1(X)→ L1(X) is a 1-projectional
factor with error ε of an X-diagonal operator.

Definition 2.21. Let X be a Haar system space. A bounded linear operator
T : L1(X)→ L1(X) is called X-diagonal if for all L 6= M ∈ D+, T (L,M) = 0.
We then call (TL)L∈D+ the entries of T .

Note that T is X-diagonal if and only if for all f ∈ L1 and L ∈ D+ we
have T (f ⊗ (µLhL)) = (TLf) ⊗ (µLhL) if and only if for all L ∈ D+ the
space Y L is T -invariant.

Remark 2.22. If X is a Haar system space and T : L1(X) → L1(X) is a

bounded linear operator so that
∑

L6=M ‖T (L,M)‖ = ε <∞, then (29) yields

that there exists an X-diagonal operator T̄ : L1(X) → L1(X) with entries
(TL)L∈D+ so that ‖T − T̄‖ ≤ ε.

3. Compactness properties of families of operators

In this section we extract compactness properties of families of operators
associated to a T : L1(X)→ L1(X). These results will be eventually applied

to families that resemble ones of the form (T (L,M))(L,M)∈D+ . The achieved
compactness will later be used in a regularization process that will allow us
to extract “nicer” operators that projectionally factor through T . We have
chosen to present this section in a more abstract setting that permits more
elegant statements and proofs.

3.1. WOT-sequentially compact families. Taking WOT-limits of cer-
tain sequences of operators of the form T (x∗,x) is an important component
of the proof. This element was already present in the approach of Capon
[8, 9].

This essential Lemma due to Rosenthal is necessary in this subsection
as well as the next one. A proof can be given, e.g., by induction on j for
ε = 2−j supn ‖ξn‖1.

Lemma 3.1. ([27, Lemma 1.1]) Let (ξn)n be a bounded sequence of elements
of `1 and ε > 0. Then, there exits an infinite set N = {nj : j ∈ N} ∈ [N]∞

so that for every j0 ∈ N we have
∑

j 6=j0 |ξnj0 (nj)| ≤ ε.

Here, WOT stands for the weak operator topology in L1(X).

Theorem 3.2. Let X be a Banach space, T : L1(X)→ L1(X) be a bounded
linear operator, and A, B be bounded subsets of X∗ and X, respectively.
Assume that B contains no sequence that is equivalent to the unit vector
basis of `1. Then, for every f ∈ L1 the set{

T (x∗,x)f : (x∗, x) ∈ A×B
}
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is a uniformly integrable (and thus weakly relatively compact) subset of L1.

In particular, every sequence in {T (x∗,x) : (x∗, x) ∈ A × B} has a WOT-
convergent subsequence.

Proof. The “in particular” part follows from the separability of L1 and the
fact that the set in question if bounded by ‖T‖ sup(x∗,x)∈A×B ‖x∗‖‖x‖.

Fix a sequence (x∗n, xn) ∈ A × B. Assume that (T (x∗n,xn)f)n is not uni-
formly integrable. Then, after passing to a subsequence, there exist δ > 0
and a sequence of disjoint measurable subsets (An)n of [0, 1) so that for all
n ∈ N we have

δ ≤
∣∣∣ ∫

An

(
T (x∗n,xn)f

)
(s)ds

∣∣∣ =
∣∣〈χAn , T (x∗n,xn)f〉

∣∣ =
∣∣〈χAn ⊗ x∗n, T (f ⊗ xn)〉

∣∣.
For every n ∈ N define the scalar sequence ξn = (ξn(m))m given by ξn(m) =
〈χAm⊗x∗m, T (f⊗xn)〉. Then for every m0 ∈ N we have that for appropriate
scalars (ζm)Nm=1 of modulus one

m0∑
m=1

|ξn(m)| =
∣∣∣〈 m0∑
m=1

χAm ⊗ ζmx∗m, T (f ⊗ xn)
〉∣∣∣(30)

≤
∥∥∥ m0∑
m=1

χAm ⊗ (ζmx
∗
m)
∥∥∥︸ ︷︷ ︸

=max1≤m≤m0
‖x∗m‖

‖T‖‖f‖‖xn‖

≤ ‖T‖‖f‖ sup
(x∗,x)∈A×B

‖x∗‖‖x‖.

By Rosenthal’s Lemma 3.1, there exists an infinite subset N = {nj : j ∈ N}
of N so that for all i0 ∈ N we have

∑
j 6=i0 |ξni0 (nj)| ≤ δ/2. After relabelling,

for all n0 ∈ N we have ∑
m6=n0

|ξn0(m)| ≤ δ/2.

We now show that (xn)n is equivalent to the unit vector basis of `1. Fix
scalars a1, . . . , aN . For appropriate scalars θ1, . . . , θN of modulus 1 we have

(31)
N∑
n=1

anθn〈χAn ⊗ x∗n, T (f ⊗ xn)〉 ≥ δ
N∑
n=1

|an|.

Put

Λ =
∣∣∣〈 N∑
m=1

χAm ⊗ (θmx
∗
m), T

( N∑
n=1

f ⊗ anxn
)〉∣∣∣

≤
∥∥∥ N∑
m=1

χAm ⊗ (θmx
∗
m)
∥∥∥︸ ︷︷ ︸

=max1≤m≤N ‖x∗m‖

‖T‖‖f‖
∥∥∥ N∑
n=1

anxn

∥∥∥
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≤ ‖T‖‖f‖ sup
x∗∈A

‖x∗‖
∥∥∥ N∑
n=1

anxn

∥∥∥.
Also,

Λ =
∣∣∣ N∑
n=1

anθn〈χAn ⊗ x∗n, T (f ⊗ xn)〉+

N∑
n=1

an
∑
m6=n

θm〈χAm ⊗ x∗m, T (f ⊗ xn)〉
∣∣∣

≥ δ
N∑
n=1

|an| −
N∑
n=1

|an|
∑
m 6=n
|ξn(m)| ≥ δ/2

N∑
n=1

|an|.

Thus, ‖
∑N

n=1 anxn‖ ≥ c
∑N

n=1 |an|, where c = δ/(2‖T‖‖f‖ supx∗∈A ‖x∗‖).
�

3.2. Compactness in operator norm. We discuss families that are uni-
formly eventually close to multipliers and how to obtain compact sets from
them. This is particularly important in the sequel because compactness
will be essential in achieving strong stabilization properties of operators
T : L1(X)→ L1(X).

Notation. For n ∈ N we denote by P(≤n) : L1 → L1 the norm-one canonical
basis projection onto 〈{hI : I ∈ Dn}〉. We also denote P(>n) = I − P(≤n).

Definition 3.3. A set T of bounded linear operators on L1 is called uni-
formly eventually close to Haar multipliers if there exists a collection (DT )T∈T

in LHM (L1) so that

lim
n

sup
T∈T

(
‖(T −DT )P(>n)‖+ ‖P(>n)(T −DT )‖

)
= 0.

The main result of this subsection is the first one in the paper that requires
a certain amount of legwork.

Theorem 3.4 (Fundamental Lemma). Let X be a Banach space, A, B
be bounded subsets of X∗ and X, respectively, and C ⊂ A × B. Let T :
L1(X)→ L1(X) be a bounded linear operator and assume the following.

(i) The set B contains no sequence that is equivalent to the unit vector
basis of `1.

(ii) The set {T (x∗,x) : (x∗, x) ∈ C} is uniformly eventually close to Haar
multipliers.

Then, for every η > 0, there exits a closed subset A of [D+] with |A | > 1−η
so that the set {T (x∗,x)PA : (x∗, x) ∈ C} is relatively compact in the operator
norm topology.

Remark 3.5. It is not hard to see that the unit ball of LHM (L1) is a
compact set in the strong operator topology of L1. In fact, this is the w∗-
topology inherited by a predual of LHM (L1), namely Rosenthal’s Stopping
Time space studied by Bang and Odell in [4, 5], by Dew in [11], and by
Apatsidis in [2]. The Fundamental Lemma (Theorem 3.4) states is that
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under the right conditions, strong operator convergence yields convergence
in operator norm on a big subspace of L1. Therefore, this is a type of Egorov
Theorem. We point out that some restriction to the family of operators is
necessary for the conclusion to hold. If one takes for example Dn = P(≤n)

then this converges to I in the strong operator topology. Yet, for no non-
empty set of branches A the set {DnPA : n ∈ N} is relatively compact in
the operator norm topology.

Lemma 3.6. Let r > 0, (Ik)
∞
k=0 ∈ [D+] associated to (θk)

∞
k=1 ∈ {−1, 1}N,

and (ank)(k,n)∈({0}∪N)×N be a collection of scalars. Assume that there exist
k1 < `1 < k2 < `2 < · · · so that for each n ∈ N we have

`n∑
k=kn+1

|ank − ank−1| ≥ r.

For every `, n ∈ N define f `n =
∑`

k=0 a
n
kθk|Ik|−1hIk . Then, there exists a

strictly increasing sequence of disjoint measurable subsets (An)n of [0, 1) so
that for all n ∈ N and ` ≥ `n we have

f `n(s) = f `nn (s) on An and

∫
An

∣∣f `nn (s)
∣∣ds ≥ r/3.

Proof. Let (Bk) be the partition of [0, 1), defined by Bk = Ik \ Ik+1, k ∈ N.
We conclude from the inequality (22) in Proposition 2.5 that:

(i) for every k ≤ `n ≤ ` ∈ N and s ∈ Bk we have f `n(s) = f `nn (s) and
(ii) for every m ≤ `n ∈ N we have∫

∪`nk=mBk

|f `nn (s)|ds ≥ 1

3

`n∑
k=m+1

|ak − ak−1|.

Put An = ∪`ni=knBi. The conclusion follows directly from (i) and (ii). �

Proof of Theorem 3.4. Put T = {T (x∗,x) : (x∗, x) ∈ A× B}. Take a family
(DT )T that witnesses Definition 3.3. For each T ∈ T we have

‖(T −DT )P(>k)‖ ≤ sup
S∈T

(∥∥(S −DS)P(>k)

∥∥) = εk.(32)

‖P(>k)TP(≤k)‖ ≤
∥∥P(>k)DTP(≤k)

∥∥︸ ︷︷ ︸
=0

+
∥∥P(>k)(T −DT )P(≤k)

∥∥
≤
∥∥P(>k)(T −DT )‖(33)

≤ sup
S∈T

(∥∥P(>k)(S −DS)
∥∥)=δk.

Both (εk)k and (δk)k tend to zero. For each T ∈ T denote by (aTI )I∈D+ the
entries of DT .

Claim: Fix σ = (Ik)
∞
k=1 ∈ [D+] and r > 0. Then, there exists k0 ∈ N so

that for all T ∈ T we have
∑∞

k=k0
|aTIk − a

T
Ik−1
| ≤ r.
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We will assume that the claim is true and proceed with the rest of the
proof. For every N, k0,∈ N let

AN,k0 =
{
σ = (Ik)

∞
k=1 ∈ [D+] : sup

T∈T

∞∑
k=k0

|aTIk − a
T
Ik−1
| ≤ 2−N

}
,

which is a closed subset of [D+] and by the claim we have ∪k0AN,k0 = [D+],
for all N ∈ N. We may therefore pick a strictly increasing sequence of
natural numbers (kN ) so that for each N we have |AN,kN | ≥ 1− η/2N . We
put A = ∩NAN,kN and we demonstrate that this is the desired set.

To show that {TPA : T ∈ T } is relatively compact with respect to
the operator norm we fix ε > 0 and (Tn)n in T . For each n ∈ N denote
Dn = DTn . We will find M ∈ [N]∞ so that for all n,m ∈ M we have
‖TnPA −TmPA ‖ ≤ 11ε. Fix N ∈ N so that 2−N ≤ ε, εkN ≤ ε, and δkN ≤ ε.
For each n ∈ N write

Tn = DnP(>kN ) + (Tn −Dn)P(>kN )︸ ︷︷ ︸
=:An

+P(>kN )TnP(≤kN )︸ ︷︷ ︸
=:Bn

+P(≤kN )TnP(≤kN )︸ ︷︷ ︸
=:Cn

.

Then we have ‖An‖ ≤ εkN ≤ ε and ‖Bn‖ ≤ δkN ≤ ε. By passing to a
subsequence of (Tn) we may assume that for all n,m ∈ N we have (letting

anI = aTnI )

(34)
∑

{
I∈D+

|I|≥1/2kN+1

} |anI − amI | ≤ ε.

Since the Cn are bounded elements of a finite dimensional space, we can also
assume that ‖Cn −Cm‖ ≤ ε, for m,n ∈ N. Therefore, for n,m ∈ N we have

‖TnPA − TmPA ‖ ≤ ‖DnP(>kN )PA −DmP(>kN )PA ‖︸ ︷︷ ︸
=:Λ

+5ε.

Luckily, the remaining quantity Λ is the norm of a Haar multiplier on L1

and we know how to compute this. If for σ = (Ik)
∞
k=0 ∈ A we put

Λσ =

∞∑
k=kN+1

|(anIk − a
m
Ik

)− (anIk−1
− amIk−1

)|+ |anIkN − a
m
IkN
|+ lim

k
|anIk − a

m
Ik
|

≤ 2

∞∑
k=kN+1

|(anIk − a
m
Ik

)− (anIk−1
− amIk−1

)|︸ ︷︷ ︸
≤2/2N≤2ε

+2 |anIkN − a
m
IkN
|︸ ︷︷ ︸

≤ε

≤ 6ε.

Then, by Remark 2.8, Λ = supσ∈A Λσ and thus ‖TnPA − TmPA ‖ ≤ 11ε.
We now provide the owed proof of the claim. We fix σ = (Ik)

∞
k=0, with

associated signs (θk)
∞
k=0. Let us assume that the conclusion fails. Then, we

may find (Tn)n = (T (x∗n,xn))n in T , each Tn is associated with a Dn (each
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Dn has entries (anI )I∈D+), and k1 < `1 < k2 < `2 < · · · so that for all n ∈ N
`n∑

k=kn+1

|anIk − a
n
Ik−1
| ≥ r.

Pick k0 ∈ N so that εk0 ≤ r/12. For k, n ∈ N define bnk = 0 if k ≤ k0 and
bnk = anIk if k > k0. If we additionally assume that k1 > k0 then for all n ∈ N
we have

(35)

`n∑
k=kn+1

|bnk − bnk−1| ≥ r.

For each n, ` ∈ N put

f `n =
∑̀
k=0

bnkθk|Ik|−1hIk = DnP(>k0)(|I`+1|−1χI`+1︸ ︷︷ ︸
=:ψ`

).

By Lemma 3.6 we may find a sequence of (An)n of disjoint measurable sets
so that for each n ∈ N the sequence (f `n(s))`≥`n is constant for all s ∈ An
and ‖f `nn |An‖L1 ≥ r/3. For each n ∈ N fix gn in the unit sphere of L∞ with
support in An so that for all ` ≥ `n
r/3 ≤ ‖f `nn |An‖L1 =

∣∣〈gn, f `n〉∣∣ =
∣∣〈gn, DnP(>k0)(ψ`)〉

∣∣
≤
∣∣〈gn, TnP(>k0)(ψ`)〉

∣∣+ r/12 =
∣∣〈gn ⊗ x∗n, T ( (P(>k0)ψ`)︸ ︷︷ ︸

φ`

⊗xn
)
〉
∣∣+ r/12.

Note that for all ` ∈ N, ‖φ`‖L1 ≤ 2. Then, for all n ∈ N and ` ≥ `n∣∣〈gn ⊗ x∗n, T (φ` ⊗ xn)〉∣∣ ≥ r/4.
Pick an L ∈ [N]∞ so that for each m,n ∈ N the limit

ξn(m) := lim
`∈L
〈gm ⊗ x∗m, T (ψ` ⊗ xn)〉 exists.

Because the sequence (gm)m is disjointly supported, an identical calculation
as in (30) yields that for all n ∈ N we have∑

m

|ξn(m)| ≤ 2‖T‖ sup
(x∗,x)∈C

‖x∗‖‖x‖.

Thus, by Rosenthal’s Lemma 3.1 we may pass to a subsequence and relabel
so that for all n0 ∈ N we have

∑
m 6=n0

|ξn0(m)| ≤ r/8.

We will show that (xn)n must be equivalent to the unit vector basis of `1,
which would contradict our assumption and thus finish the proof. Fix scalars
a1, . . . , aN and for ` ∈ L with ` ≥ `N pick appropriate scalars ζ`1, . . . , ζ

`
N of

modulus one so that we have

r

4

N∑
n=1

|an| ≤
N∑
n=1

〈gn ⊗
(
ζ`nx
∗
n

)
, T
(
φ` ⊗ (anxn)

)
〉
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and put

Λ` =
∣∣〈 N∑
m=1

gn ⊗
(
ζ`mx

∗
m

)
,

N∑
n=1

T
(
φ` ⊗ (

N∑
n=1

anxn)
)〉∣∣

≤
(

2‖T‖ sup
x∗∈A

‖x∗‖
)∥∥ N∑

n=1

anxn
∥∥.

But also,

lim
`∈L

Λ` = lim
`∈L

∣∣∣ N∑
n=1

〈gn ⊗
(
ζ`nx
∗
n

)
, T
(
φ` ⊗ (anxn)

)
〉

+

N∑
n=1

an
∑
m 6=n

ζ`m〈gm ⊗ x∗m, T
(
ψ` ⊗ xn

)
〉
∣∣∣

≥ r

4

N∑
n=1

|an| −
N∑
n=1

|an|
∑
m 6=n
|ξn(m)| ≥ r

8

N∑
n=1

|an|.

Therefore, ‖
∑N

n=1 anxn‖ ≥ r/(16‖T‖ supx∗∈A ‖x∗‖)
∑N

n=1 |an|. �

4. Projectional factors of X-diagonal operators

The main purpose of the section is to prove the following first step towards
the final result. The Fundamental Lemma (Theorem 3.4) is a necessary part
of the proof.

Theorem 4.1. Let X be in H∗ and let T : L1(X)→ L1(X) be a bounded
linear operator. Then, for every ε > 0, T is a 1-projectional factor with
error ε of an X-diagonal operator S : L1(X)→ L1(X).

The strategy is to first pass to an operator S with the family (S(L,M))L6=M
uniformly eventually close to Haar multipliers (in reality, S satisfies some-
thing slightly stronger). We will then use the Fundamental Lemma to elimi-
nate these entries altogether. The following result states how uniform even-
tual proximity to Haar multipliers is achieved in practice.

Lemma 4.2. Let T be a subset of L(L1) and (ε(I,J))(I,J)∈D+×D+ be a

summable collection of positive real numbers. If for every I 6= J ∈ D+ and
T ∈ T we have

∣∣〈hI , T (|J |−1hJ
)
〉
∣∣ ≤ ε(I,J) then T is uniformly eventually

close to Haar multipliers.

Proof. For fixed T ∈ T put aI = 〈hI , T (|I−1|hI)〉. This collection defines
a bounded Haar multiplier DT because for all f in the unit ball of L1,
‖(T − DT )f‖ ≤

∑
I∈D+

∑
{J∈D+:J 6=I} |〈hI , T (|J |−1hJ)〉| < ∞. Also, for all

n ∈ N, ∥∥∥TP(>n) −DTP(>n)

∥∥∥ ≤ ∑
I∈D+

∑
J∈D+\Dn

ε(I,J) =: εn and
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∥∥∥ ≤ ∑
I∈D+\Dn

∑
J∈D+

ε(I,J) =: δn.

Both (εn)n and (δn)n tend to zero. �

The next lemma is the basic tool used to achieve the first step.

Lemma 4.3. Let X be in H∗ and T ⊂ L(X), G ⊂ X∗, and F ⊂ X be
finite sets. Then, for any ε > 0, there exists i0 ∈ N so that for any disjoint
collection ∆ of D+ with min ι(∆) ≥ i0 and any θ ∈ {−1, 1}∆ we have

max
g∈G,T∈T

∣∣〈g, T (hθ∆)
〉∣∣ ≤ ε and max

f∈F,T∈T

∣∣〈hθ∆, T (f)
〉∣∣ ≤ ε

(recall that hθ∆ was introduced before Definition 2.10).

Proof. The result is an immediate consequence of the following fact: let (∆k)
be a sequence of finite disjoint collections of D+ with limk min ι(∆k) = ∞
and for every k ∈ N let θk ∈ {−1, 1}∆k .

(a) The sequence (hθk∆k
)k is weakly null.

(b) The sequence (hθk∆k
)k is a bounded block sequence in X∗ and thus it is

w∗-null.

There is nothing further to say about statement (b). We now explain how
statement (a) is achieved. Note that any sequence of independent {−1, 1}-
valued random variables of mean 0 is distributionally equivalent to (rn)n
and thus weakly null. Any sequence as in statement (a) has a subsequence

which is of the form ( rn+r′n
2 ), where (rn) and (r′n) are both sequences of

independent {−1, 1}-valued random variables of mean 0. Thus, it is weakly
null as well. �

We carry out the first step towards the proof of Theorem 4.1

Proposition 4.4. Let X be in H∗ and denote by C the set of all pairs (g, f)
in BX∗×BX so that g and f have finite and disjoint supports with respect to
the Haar system. Then, every bounded linear operator T : L1(X)→ L1(X)
is a 1-projectional factor of a bounded linear operator S : L1(X) → L1(X)

so that the family {S(f,g) : (f, g) ∈ C} is uniformly eventually close to Haar
multipliers.

Proof. We will inductively construct faithful Haar systems (h̃I)I∈D+ and

(ĥL)L∈D+ . In each step k of the induction we will define h̃I and then ĥL
with k = ι(I) = ι(L) (i.e., I = L but we separate the notation for clarity).

These vectors are of the form h̃I =
∑

J∈∆I
hJ and ĥL =

∑
M∈ΓL

hM . The
inductive assumption is the following.

For every J, J ′,M,M ′ ∈ D+ with ι(J ′) 6= ι(J) ≤ k and ι(M ′) 6= ι(M) ≤ k
we have∣∣〈h̃J ⊗ νM ĥM , T (|J ′|−1h̃J ′ ⊗ µM ′ ĥM ′

)〉∣∣ ≤ 2−(ι(J)+ι(J ′)+ι(M)+ι(M ′)).(36)
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We may start by picking h̃∅ = ĥ∅ = h∅. We now carry out the k’th
inductive step. Let I = L ∈ D+ with ι(I) = ι(L) = k. We will apply
Lemma 4.3 twice, once for L1 and once for X. First, define the following
finite sets.

T1 = {T (νM ĥM ,µM′ ĥM′ ) : ι(M), ι(M ′) < k} ⊂ L(L1)

G1 = {h̃J : ι(J) < k} ⊂ (L1)∗ and F1 = {|J |h̃J : ι(J) < k} ⊂ L1.

Use Lemma 4.3 to pick h̃I so that

max
g∈G1,T∈T1

∣∣〈g, T (h̃I)
〉∣∣ ≤ 2−4k and max

f∈F1,T∈T1

∣∣〈h̃I , T (f)
〉∣∣ ≤ |I|2−4k.

Next, we take the finite sets

T2 = {T
(h̃J ,|J ′|−1h̃J′ )

: ι(J), ι(J ′) ≤ k} ⊂ L(X)

G2 = {νM ĥM : ι(M) < k} ⊂ (L1)∗ and F2 = {µM ĥM : ι(M) < k} ⊂ X.

Use Lemma 4.3 to pick ĥM so that

max
g∈G2,T∈T2

∣∣〈g, T (ĥL)
〉∣∣ ≤ µ−1

L 2−4k and max
f∈F2,T∈T2

∣∣〈ĥL, T (f)
〉∣∣ ≤ |I|ν−1

L 2−4k.

The inductive step is complete and it is straightforward to check that the
inductive hypothesis is preserved.

Take the operator S given in Example 2.17. We will show that it has
the desired property. Fix g ∈ BX∗ , f ∈ BX with g =

∑
M∈E bMνMhM and

f =
∑

M∈F aMµMhM so that F,G are finite and disjoint. Then,

S(g,f) =
∑
M∈E

∑
M ′∈F

bMaM ′S
(M,M ′)

and for I 6= J ∈ D+ we have∣∣〈hI , S(g,f)(|J |−1hJ)
〉∣∣ ≤ ∑

M∈E

∑
M ′∈F

∣∣〈hI , S(M,M ′)(|J |−1hJ)
〉∣∣

=
∑
M∈E

∑
M ′∈F

∣∣〈hI ⊗ (νMhM ), S
(
(|J |−1hJ)⊗ (µM ′hM ′)

)〉∣∣
=
∑
M∈E

∑
M ′∈F

∣∣〈h̃I ⊗ (νM ĥM ), T
(
(|J |−1h̃J)⊗ (µM ′ ĥM ′)

)〉∣∣
≤
∑
M∈E

∑
M ′∈F

2−(ι(J)+ι(J ′)+ι(M)+ι(M ′)) ≤ 2−(ι(I)+ι(J)) =: ε(I,J).

By Lemma 4.2, the family under consideration is uniformly eventually close
to Haar multipliers. �

Remark 4.5. Proposition 4.4 can be achieved if we merely assume that X
is a Haar system space as condition (?) of Definition 2.14 can be replaced
with a probabilistic argument. We presented the slightly simpler proof that
assumes (?).
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We now eliminate the off-diagonal entries to obtain an X-diagonal oper-
ator that projectionally factors through T .

Proof of Theorem 4.1. By Proposition 4.4, T is a 1-projectional factor of an
S : L1(X)→ L1(X) that satisfies condition (ii) of Theorem 3.4.

For a finite pairwise disjoint collection Γ ⊂ D+ we define Γ(n) = {D ∈
Dn : D ⊂ Γ∗}. Note that Γ(n) is a partition of Γ∗ for large enough n. Also
note that from our condition (∗) it follows that for two finite subsets Γ,Γ′

of D, with Γ∗ ∩ (Γ′)∗ = ∅, the set

C(Γ,Γ′) = {(ν(Γ′)∗hΓ′(n), µΓ∗hΓ) : n ∈ N} ∪ {(νΓ∗hΓ, µ(Γ′)∗hΓ′(n)) : n ∈ N
}

satisfies condition (i) of Theorem 3.4. The following claim will be the main

step towards recursively defining an appropriate faithful Haar system (h̃L).
Claim. There are A ⊂ [D], with |A | > 1− η, and U ∈ [N]∞, so that

lim
n∈U

S(ν(Γ′)∗hΓ′(n),µΓ∗hΓ)PA = 0 and lim
n∈U

S(νΓ∗hΓ,µ(Γ′)∗hΓ′(n))PA = 0

with respect to the operator norm, for all Γ,Γ′ ⊂ D, with Γ∗ ∩ (Γ′)∗ = ∅.
In order to show the claim we choose for each pair (Γ,Γ′), with Γ,Γ′ ⊂ D

being finite, η(Γ,Γ′) > 0. with
∑
η(Γ,Γ′) < η. Then, using Theorem 3.4,

we choose a closed set A(Γ,Γ′) in [D+] with |A(Γ,Γ′)| > 1 − η(Γ,Γ′), so that

{S(g,f)PA(Γ,Γ′)
: (g, f) ∈ C(Γ,Γ′)} is relatively compact in the operator norm

topology. Put A = ∩A(Γ,Γ′) and note that |A | > 1 − η and that for each

(Γ,Γ′) we still have that {S(g,f)PA : (g, f) ∈ C(Γ,Γ′)} is relatively compact.
Via a Cantor diagonalization find U ∈ [N]∞ so that for every pair (Γ,Γ′)

both limits

S
(Γ,Γ′)
1 := lim

n∈U
S(ν(Γ′)∗hΓ′(n),µΓ∗hΓ)PA and S

(Γ,Γ′)
2 := lim

n∈U
S(νΓ∗hΓ,µ(Γ′)∗hΓ′(n))PA

exist with respect to the operator norm. As we will now see right away,

S
(Γ,Γ′)
1 = S

(Γ,Γ′)
2 = 0. Indeed, for any g ∈ L∞ and f ∈ L1 we have

〈g, S(Γ,Γ′)
2 f〉 = lim

n∈U

〈
g, S(νΓ∗hΓ,µ(Γ′)∗hΓ′(n))

(
PA f)

)〉
= lim

n∈U

〈
g ⊗ (νΓ∗hΓ), S

(
(PA f)⊗ (µ(Γ′)∗hΓ′(n))

)〉
= 0

because (hΓ′(n))n is weakly null in X, by Lemma 4.3. With the same com-

putation, S
(Γ,Γ′)
2 = 0 because (hΓ′(n))n is w∗-null in X∗. This finishes the

proof of the claim.

We now choose inductively a faithful Haar system (h̃L)L∈D+ so that for
every L 6= M ∈ D+ we have

(37) ‖S(νLh̃L,µM h̃M )PA ‖ ≤ ε2−(ι(L)+ι(M)).

Assume M ∈ D and h̃L = hΓL , has been chosen for all L ∈ D+ with

ι(L) < ι(M), (h̃∅ = h∅ and h̃(0,1) = h[0,1) by definition). Without loss of

generality we can assume that M = K+ for some K ∈ D with ι(K) < ι(M).
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Thus we will choose ΓM so that Γ∗M = [h̃K = 1]. For large enough n0 ∈ N
it follows that [h̃K = 1] = (Γ′)∗ for some Γ′ ⊂ Dn0 . Then we can use our
claim that for large enough n > 0, we let ΓM = Γ′(n) we deduce (37) for all
L ∈ D, with ι(L) < ι(M)

Apply Proposition 2.18 to find a subspace Z of YA (i.e., in the image
of PA ) that is 1-complemented in L1 via P : L1 → Z and isometrically
isomorphic to L1 via A : L1 → Z. Let also W be the closed linear span

of (h̃L)L∈D+ in X, let Q : X → W be the canonical 1-projection, and
B : X →W be the canonical onto isometry.

By Proposition 2.16 the operator R = ((A−1P )⊗ (B−1Q))S(A⊗B) is a
1-projectional factor of S, and thus also of T . It remains to see that R is
ε-close to an X-diagonal operator. Fix L 6= M . To compute the norm of
R(L,M) we also fix g ∈ BL∞ and f ∈ BL1 .∣∣〈g,R(L,M)f

〉∣∣ =
∣∣〈g ⊗ (νLhL), R(f ⊗ µMhM )

〉∣∣
=
∣∣〈P ∗A−1∗g︸ ︷︷ ︸

:=v∈BL∞

⊗ (Q∗B−1∗νLhL)︸ ︷︷ ︸
=νLh̃L

, S( Af︸︷︷︸
=:u∈BYA

⊗BµMhM︸ ︷︷ ︸
=µM h̃M

)
〉∣∣

=
∣∣〈v, S(νLh̃L,µM h̃M )(PA u)

〉∣∣ ≤ ε2−(ι(L)+ι(M)).

By Remark 2.22, R is ε-close to an X-diagonal operator. �

5. Stabilizing entries of X-diagonal operators

Once we have an X-diagonal operator at hand we can pass to another
X-diagonal operator whose entries are stable in an extremely strong sense.

Theorem 5.1. Let X be in H∗∗ and let T : L1(X)→ L1(X) be a bounded
X-diagonal operator. Then, for any collection of positive real numbers
(εL)L∈D+ , T is a 1-projectional factor of an operator S : L1(X) → L1(X)
with the following properties:

(a) S is X-diagonal with entries (SL)L∈D+ and
(b) for every L,M ∈ D+ with L ⊂M we have ‖SL − SM‖ ≤ εM .

Th above theorem is proved in two steps. The first one is to pass, from an
arbitrary X-diagonal operator, to another one whose entries are uniformly
eventually close to Haar multipliers. This is perhaps the most challeng-
ing part of the entire process. For presentation purposes we momentarily
skip this. Instead, we describe the step that follows it, which is the strong
stabilization of the entries, given the uniform eventual proximity to Haar
multipliers. This is based on the Fundamental Lemma (Theorem 3.4) and a
simple concentration inequality. This proof also serves as an icebreaker for
the proof of the first step which is presented afterwards in this section.

Proposition 5.2. Let X be in H∗∗ and let T : L1(X) → L1(X) be a
bounded X-diagonal operator. Assume that the set of entries {TL : L ∈
D+} of T is uniformly eventually close to Haar multipliers. Then, for any
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collection of positive real numbers (εL)L∈D+ , T is a 1-projectional factor of
an X-diagonal operator S : L1(X) → L1(X) so that for every L,M ∈ D+

with L ⊂M we have ‖SL − SM‖ ≤ εM .

We start with the probabilistic component required in the proof.

Lemma 5.3. Let N ∈ N, M ≥ 0, Ω be a uniform probability space with 2N
elements, and let Ω = tNn=1{ω−1

n , ω1
n} be a partition of Ω into doubletons.

For a function G : Ω→ [−M,M ] define Φ : {−1, 1}N → [−M,M ] given by

(38) Φ(ε) =
1

N

N∑
n=1

G(ωεnn ).

Then, E(Φ) = E(G) and Var(Φ) ≤ M2/N , where on {−1, 1}N we also
consider the uniform probability measure. In particular, for any η > 0,

(39) P
(∣∣∣Φ− E(G)

∣∣∣ ≥ η) ≤ M2

Nη2
.

Proof. For 1 ≤ n ≤ N let Φn : {−1, 1}N → [−M,M ] given by Φn(ε) =
G(ωεnn ). This is an independent sequence of random variables and for each
n ∈ N we have

E(Φn) =
1

2

(
G(ω−1

n ) +G(ω1
n)
)

and Var(Φn) =
1

4

(
G(ω−1

n )−G(ω1
n)
)2
.

Then, E(Φ) = (1/N)
∑N

n=1 E(Φn) = E(G). By independence we obtain

Var(Φ) =
1

N2

N∑
n=1

Var(Φn) ≤ 1

N2
N

4M2

4
=

M2

Nη2
.

�

Lemma 5.4. Let K be a relatively compact subset of a Banach space.
Then, for every ε > 0 and η > 0 there exists N(K, ε, η) ∈ N so that for every
N ≥ N(K, ε, η) the following holds. For every uniform probability space Ω
with 2N elements and partition Ω = tNn=1{ω−1

n , ω1
n} into doubletons, for

any function G : Ω→ K, if we define Φ : {−1, 1}N → conv(K) given by

Φ(ε) =
1

N

N∑
n=1

G(ωεnn )

then E(Φ) = E(G) and

(40) P
(∥∥∥Φ− E(G)

∥∥∥ ≥ η) ≤ ε.
Proof. The statement E(Φ) = E(G) is proved exactly as in the scalar val-
ued scenario and it is in fact independent of the choice of N(K, ε, η). For

the second part fix ε, η > 0, and take a finite η/3-net (ki)
d(K,η)
i=1 of the

set conv(K ∪ (−K)). Fix norm-one functionals (fi)
d(k,η)
i=1 so that for each

1 ≤ i ≤ d(K, η) we have fi(ki) = ‖ki‖. In particular, for any k1, k2 ∈ co(K)
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with ‖k1−k2‖ ≥ η there exists 1 ≤ i ≤ d(K, η) so that |fi(k1)−fi(k2)| ≥ η/3.
Also set M = supk∈K ‖k‖.

If we now fix N , X, G, and Φ as in the statement. For 1 ≤ i ≤ d(K, η)
put Gi = fi ◦G and Φi = fi ◦ Φ then{

ω : ‖Φ(ω)− E(G)‖ > η
}
⊂

⋃
1≤i≤d(K,η)

{
ω : |Φi(ω)− E(Gi)| ≥ η/3

}
and thus by Lemma 5.3 we have

P
(
‖Φ− E(G)‖ > η

)
≤ d(K, η)

9M2

Nη2
.

Picking any N(K, ε, η) ≥ 9d(K, η)M2/(εη2) completes the proof. �

Remark 5.5. Let X be and Haar system space, T : L1(X)→ L1(X) be an
X-diagonal operator, and Γ be a disjoint collection of D+. Then, for every
g ∈ L∞, f ∈ L1, and θ in {−1, 1}Γ we have

〈g, T (νΓ∗h
θ
Γ,µΓ∗h

θ
Γ)f〉 = 〈g ⊗ νΓ∗h

θ
Γ, T (f ⊗ µΓ∗h

θ
Γ)〉

= |Γ∗|−1
∑
M∈Γ

∑
L∈Γ

θMθL〈g ⊗ hM , T (f ⊗ hL)〉

= |Γ∗|−1
∑
M∈Γ

∑
L∈Γ

θMθL〈g ⊗ hM , (TLf)⊗ hL〉

= |Γ∗|−1
∑
M∈Γ

∑
L∈Γ

θMθL〈g, TLf〉〈hM , hL〉

=
∑
L∈Γ

(
|L|/|Γ∗|

)
〈g, TLf〉.

In particular, the above expression does not depend on the choice of signs
θ, i.e., we may write

TΓ := T (νΓ∗h
θ
Γ,µΓ∗h

θ
Γ) =

∑
L∈Γ

(
|L|/|Γ∗|

)
TL.

Proof of Proposition 5.2. SinceX is inH∗∗, the conditions of the Fundamen-
tal Lemma (Theorem 3.4) are satisfied for B = {µLhL : L ∈ D+}. Fix some
η ∈ (0, 1). We apply the Fundamental Lemma to find a closed subset A of
[D+] with |A | > 1− η and so that {TLPA : L ∈ D+} is relatively compact.
By Proposition 2.18 there exists a subspace Z of PA (L1) that is isometrically
isomorphic to L1 via A : L1 → Z and 1-complemented in L1 via P : L1 → Z.
The operator T is a 1-projectional factor of S = ((A−1P )⊗ I)T (A⊗ I). and
in fact for every L ∈ D+ we have SL = A−1PTLA = A−1PTLPAA. In
particular, for every set {SL : L ∈ D+} is relatively compact. Let K be the
closed convex hull of {SL : L ∈ D+}, with respect to the operator norm.

As in the proof of Theorem 4.1, for every finite disjoint collection Γ of D+

and n∈N define Γ(n) = {L ∈ Dn : L ⊂ Γ∗}. For finitely many n ∈ N, Γ(n)
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may be empty however eventually Γ∗ = Γ(n)∗. Note that for n sufficiently
large so that Γ∗ = Γ(n)∗ we have

(41) SΓ
n := SΓ(n) =

1

#Γ(n)

∑
L∈Γ(n)

SL ∈ K.

By the relative compactness of K pass to an infinite subset U of N so that
for each disjoint collection Γ the limit SΓ

∞ = limn∈U SΓ
n exists. We point

out for later that for any partition Γ = Γ1 t · · · t Γk we have

(42) SΓ
∞ =

(
|Γ∗1|/|Γ∗|

)
SΓ1
∞ + · · ·+

(
|Γ∗k|/|Γ∗|

)
SΓk
∞ .

Pick (δL)L∈D+ so that for all M ∈ D+ we have
∑

L⊂M δL ≤ εM/3. We

will recursively define a faithful Haar system (ĥL)L∈D+ so that each ĥL =∑
M∈ΓL

ζMhM with ΓL ⊂ DnL , with nL ∈ U . We will require that addi-
tional conditions are satisfied.

For each L put Γ+
L = {M ∈ DnL+1 : M ⊂ [ĥ∅ĥL = 1]} and Γ−I = {M ∈

DnL+1 : M ⊂ [ĥ∅ĥL = −1]}. In the case L = ∅ the set Γ−∅ is empty and
we don’t consider it, which is consistent with the fact that there is only one
immediate successor of ∅ in D+. For each L we define a disjoint collection
EL of D+ with E∗L = Γ∗L. This auxiliary collection EL will be chosen in the
inductive step before Γ∗L and in fact it will be used to choose the latter. If
L = ∅ put EL = {[0, 1)}, if L = [0, 1) put EL = Γ∅, if L = L+

0 put EL = Γ+
L0

,

and if L = L−0 put EL = Γ−L0
. Below are the additional requirements for

each L ∈ D+.

(i) The set ΓL is of the form EL(nL).
(ii) ‖SELnL − S

EL∞ ‖ ≤ δL.

(iii) ‖SEL∞ − S
Γ+
L∞ ‖ ≤ δL and ‖SEL∞ − S

Γ−L∞ ‖ ≤ δL.

If we have achieved this construction we define

Q : L1(X)→ L1(X), by Q(f) =
∑

J,M∈D+

〈hJ ⊗ νM ĥM , f〉|J |−1hJ⊗µM ĥM ,

B : L1(X)→ L1(X), by B(hI ⊗ hL) = hI ⊗ ĥL.

Put R = B−1QSB. It follows that R is X-diagonal and, by Remark 5.5,
for each L ∈ D+ we have RL = SELnL . Then, for each L we have

‖RL −RL+‖ = ‖SELnL − S
EL+
nL+ ‖ ≤ ‖S

Γ+
L∞ − S

EL+
nL+ ‖+ ‖SELnL − S

Γ+
L∞ ‖

≤ ‖SΓ+
L∞ − S

EL+
nL+ ‖+ 2δL (by (ii) & (iii))

≤ ‖SΓ+
L∞ − S

EL+
∞ ‖+ ‖SEL+

∞ − SEL+
nL+ ‖+ 2δL

(ii)

≤ ‖SΓ+
L∞ − S

EL+
∞ ‖+ δL+ + 2δL = 2δL + δL+ ,

(43)

because, by definition, Γ+
L = EL+ . Similarly, we deduce ‖RL − RL

−‖ ≤
2δL + δL− . Also, using SΓ∅ = SΓ[0,1) we deduce ‖R∅ − R[0,1)‖ ≤ 2δ∅. By
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iterating this process, we may deduce that for every L ⊂ M we have that
‖RL −RM‖ ≤ 3

∑
N⊂M δN ≤ εM .

It remains to explain how we ensure that conditions (i), (ii), and (iii) are
upheld. We start by putting E∅ = {[0, 1)}, by picking n∅ sufficiently large

so that ‖SE∅n∅ − S
E∅
∞ ‖ ≤ δ∅, and by taking ζM = 1 for M ∈ E∅(n∅) = Γ∅.

Assume that we have carried out the construction up to a certain point and
the time has come to pick ĥL. Let L0 be the immediate predecessor of L.
We will assume L = L+

0 . Similar arguments work if L = L−0 or if L = [0, 1).
Put EL = Γ+

L0
and pick nL ∈ U so that

(44) ‖SELnL − S
EL
∞ ‖ ≤ δL and #EL(nL) ≥ N(K, 1/2, δL),

where N(K, 1/2, δL) is given by Lemma 5.4 to the compact set K, defined in
beginning of this proof. We now apply that Lemma to G : EL(nL + 1)→ K

with G(M) = S
{M}
∞ . If we endow G with the uniform probability measure,

by (42), E(G) = S
EL(nL+1)
∞ . Because EL(nL + 1)∗ = E∗L, we may instead

write E(G) = SEL∞ . We partition EL(nL + 1) into doubletons by writing
EL(nL+1) = tM∈EL(nL){M+,M−}. For M ∈ EL(nL) = ΓL define M1 and

M−1 as follows.

M1 =

{
M+ if M ⊂ [ĥ∅ = 1]

M− if M ⊂ [ĥ∅ = −1]
and M−1 =

{
M− if M ⊂ [ĥ∅ = 1]

M+ if M ⊂ [ĥ∅ = −1]
.

Take Φ : {−1, 1}ΓL → conv(K) given by

Φ(ζ) =
1

#ΓL

∑
M∈ΓL

G(M ζ(M)) =
1

#ΓL

∑
M∈ΓL

S{M
ζ(M)}

∞ .

By the choice of nL so that #EL(nL) ≥ N(K, 1/2, δ:), there exists a choice
ζ ∈ {−1, 1}ΓL so that

‖Φ(ζ)− E(G)‖ = ‖Φ(ζ)− SEL∞ ‖ ≤ δL.
By (42) and the definition of Φ we deduce that (1/2)(Φ(ζ) + Φ(−ζ)) = SEL∞
and therefore we also have that

‖G(ζ)− SEL∞ ‖ ≤ δL.

To finish the proof, it remains to observe that if we take ĥL =
∑

M∈ΓL
ζ(M)hM

we have that SΓ+
L = Φ(ζ) and SΓ−L = Φ(−ζ). Indeed, taking a long and hard

look at the definition of M1 and M−1 we eventually observe that for each
M ∈ ΓL we have (h∅ζ(M)hM )|Mζ(M) = 1 and (h∅ζ(M)hM )|M−ζ(M) = −1.
This can be seen, e.g., by examining all four possible combinations of values
of h∅|M and ζ(M). Therefore, it is now evident that

Γ+
L = {M ∈ EL(nL + 1) : M ⊂ [h∅hL = 1]} = ∪{M ζ(M) : M ∈ ΓL}

and therefore S
Γ+
L∞ = (#ΓL)−1

∑
M∈ΓL

S
{Mζ(M)}
∞ = Φ(ζ). Finally, by using

1

2

(
S

Γ+
L∞ + S

Γ−L∞
)

= SΓL
∞ = SEL∞ =

1

2

(
Φ(ζ) + Φ(−ζ)

)



THE SPACE L1(Lp) IS PRIMARY 35

we see that S
Γ−L∞ = Φ(−ζ).

�

Now that we are warmed up by the proof of Proposition 5.2 we are ready to
proceed to the slightly more challenging proof of the following. We point out
at this point that Theorem 5.1 is an immediate consequence of Proposition
5.2 and the following Proposition 5.6

Proposition 5.6. Let X be in H∗∗ and T : L1(X) → L1(X) be an X-
diagonal operator and let (ε(I,J))(I,J)∈(D+)2 be a collection of positive real
numbers. Then, T is a 1-projectional factor of an X-diagonal operator S
with entries (SL)L∈D+ and the property that for every L ∈ D+ and I 6= J ∈
D+ we have

(45)
∣∣〈hI , SL(|J |−1hJ

)〉∣∣ ≤ ε(I,J).

In particular, the entries of S are uniformly eventually close to Haar multi-
pliers.

Proof. The “in particular” part follows from Lemma 4.2 we therefore focus
on achieving (45).

For each finite disjoint collection Γ of ∆+ we define Γ(n), TΓ, and TΓ
n as

in the proof of Proposition 5.2. Because X ∈ H∗∗, by Theorem 3.2, applied
to the set B = {µLhL : L ∈ D+}, for every f ∈ L1 the set {TLf : L ∈ D+}
is relatively compact and thus so is its convex hull. In particular, for every
finite disjoint collection Γ, {TΓ

n f : n ∈ N} is relatively compact by (41). By a
Cantor diagonalization, we may find U ∈ [N]∞ so that WOT-limn∈U TΓ

n =
TΓ
∞ exists for every finite disjoint collection Γ.

We will define inductively two faithful Haar systems (h̃I)I∈D+ , (ĥL)L∈D+ .

In each step of the induction we will build a single vector h̃I but we will

build an entire level of vectors ĥL. For example, in each of the first four
steps of the inductive process we will define respectively the collections of
vectors

{h̃∅; ĥ∅}, {h̃[0,1); ĥ[0,1)}, {h̃[0,1/2); ĥ[0,1/2), ĥ[1/2,1)}, and

{h̃[1/2,1); ĥ[0,1/4), ĥ[1/4,1/2), ĥ[1/2,3/4), ĥ[3/4,1)}.

This asymmetric choice is necessary because whenever we pick a new vector

h̃I we have to stabilize its interaction with all ĥL that will be defined in
the future. For each I, L ∈ D+ we will have h̃I =

∑
J∈∆I

hJ and ĥL =∑
M∈ΓL

ζMhM , for some family (ζM : M ∈ ΓL) ⊂ {±1}.
Let us set up the stage that will allow us to state the somewhat lengthy

inductive hypothesis. For each I ∈ D+ let

ε′I = min{
J,J ′∈D+:

ι(J),ι(J ′)≤ι(I)
} ε(J,J ′)
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and fix (δL)L∈D+ so that for all M ∈ D+ we have∑
L⊂M

δL ≤ ε′M/6.

Here, D−1 = {∅} and D0 = {[0, 1)}. For each k ∈ N and for every L ∈ Dk−2

we have for some nL ∈ U , ΓL is a finite disjoint collection of DnL and
|Γ∗L| = |L|. Additionally, if ι(I) = k the following hold.

(a) For some αk ∈ N, ∆I is a disjoint collection ofDαk\Dαk−1 and |∆I | = |I|.
If k > 1, then αk > ak−1 and we put Dα0 = ∅.

(b) For every J ∈ D+ with ι(J) < k and every M ∈ Dk−2 we have∣∣〈h̃I , TΓM
(
|J |−1h̃J

)〉∣∣ ≤ ε′I/2 and
∣∣〈h̃J , TΓM

(
|I|−1h̃I

)〉∣∣ ≤ ε′I/2.
We will impose additional conditions. As in the proof of Proposition 5.2

we put Γ+
L = {M ∈ DnL+1 : M ⊂ [h̃∅h̃L = 1]} and Γ−L = {M ∈ DnL+1 : M ⊂

[h̃∅h̃L = −1]}, for each L. If L = ∅ put EL = {[0, 1)}, if L = [0, 1) put EL =
Γ∅, if L = L+

0 put EL = Γ+
L0

, and if L = L−0 put EL = Γ−L0
. Furthermore,

for each α ∈ N let Pα : L1 → L1 denote the canonical projection onto
〈{hI : I ∈ Dα}〉. We require the following for each L ∈ Dk−2.

(i) The set ΓL is of the form EL(nL).
(ii) ‖Pαk(TELnL − T

EL∞ )Pαk‖ ≤ δL.

(iii) ‖Pαk(TEL∞ − TΓ+
L∞ )Pαk‖ ≤ δL and ‖Pαk(TEL∞ − TΓ−L∞ )Pαk‖ ≤ δL.

One might jump to the conclusion that the weaker property that, for each
k ∈ N, limn∈U PkT

Γ
n Pk exists is sufficient to yield the same result. This is

in fact false. We would not know that TΓ
∞ : L1 → L1 is well defined as the

Haar system is not boundedly complete. In the inductive step, the operators

TEL∞ , L ∈ Dk−2 are used in the choice of h̃I , ι(I) = k. Therefore the fact
that for each Γ, WOT-limn∈U TΓ

n = TΓ
∞ is necessary.

We assume that we have completed the construction to finish the proof.

Take the isometry A given by A(hI ⊗ hL) = h̃I ⊗ ĥL and the norm-one
projection P onto the image of A given by

P (u) =
∑

I,L∈D+

〈
h̃I ⊗ |L|−1/qĥL, u

〉
|I|−1h̃I ⊗ |L|−1/pĥL.

The operator T is a 1-projectional factor of S = A−1PTA and S is X-
diagonal with entries (SL)L∈D+ so that for each L, I, J ∈ D+ we have

〈hI , SL(hJ)〉 = 〈h̃I , TΓL h̃J〉.

We fix I 6= J ∈ D+ with ι(J) < ι(I) = k and L ∈ D+. If L ∈ Dk−2 then by
(b) we have ∣∣〈hI , SL(|J |−1hJ

)〉∣∣ ≤ ε′I/2 ≤ ε(I,J) and∣∣〈hJ , SL(|I|−1hI
)〉∣∣ ≤ ε′I/2 ≤ ε(J,I).

(46)
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Assume then that L ∈ Dk′−2 with k′ > k. Let Lk, . . . , Lk′−1, Lk′ = L be
a sequence with Lj ∈ D+

j−2 and each term is a direct successor of the one

before it. Repeat the argument from (43) to deduce that for k ≤ j < k′∥∥Pαk(T
ΓLj − TΓLj+1 )Pαk

∥∥ ≤ ∥∥Pαj (TΓLj − TΓLj+1 )Pαj
∥∥ ≤ 2δLj + δLj+1 , i.e.,∥∥Pαk(TΓL − TΓLk )Pαk

∥∥ ≤ 3
∑
M⊂Lk

δM ≤ ε′Lk/2 ≤ ε
′
I/2 (because ι(I) ≤ ι(Lk)).

Therefore,∣∣〈hI , SL(|J |−1hJ
)〉∣∣ =

∣∣〈h̃I , TΓL
(
|J |−1h̃J

)〉∣∣ =
∣∣〈h̃I , PαkTΓLPαk

(
|J |−1h̃J

)〉∣∣
≤
∣∣〈h̃I , PαkTΓLkPαk

(
|J |−1h̃J

)〉∣∣+ ε′I/2

=
∣∣〈h̃I , TΓLk

(
|J |−1h̃J

)〉∣∣+ ε′I/2

=
∣∣〈hI , SLk(|J |−1hJ

)〉∣∣+ ε′I/2
(46)

≤ ε′I/2 + ε′I/2 ≤ ε(I,J).

Repeating the argument yields |〈hJ , SL(|I|−1hI)〉| ≤ ε(J,I). To complete the
proof we still need to cary out the inductive construction. In the first step

we may take h̃∅ = h∅ (i.e., ∆∅ = {∅}) and thus we may take, e.g., α1 = 1.

Next, we pick n∅ ∈ U sufficiently large so that we have ‖P1(T
{[0,1)}
n∅ −

T
{[0,1)}
∞ )P1‖ ≤ δ∅. We put ĥ∅ =

∑
M∈E∅(n∅) hL (i.e., Γ∅ = E∅(n∅) with

E∅ = {[0, 1)} and ζM = 1 for M ∈ Γ∅). The only non-trivial condition
to check is (iii), which follows from the fact that E∗∅ = (Γ+

∅ )∗ and thus

T
E∅
∞ = T

Γ+
∅
∞ . We do not consider the set Γ−∅ .

We now present the k’th step for k ≥ 2. Let I ∈ D+ with ι(I) = k and
denote by I0 its immediate predecessor. We will assume that I = I+

0 . For
each L ∈ Dk−2 we denote its immediate predecessor by L0. Recall that
for each such L the set EL has been defined based on whether L = L+

0 or
L = L−0 . Consider the following finite sets.

T =
{
TΓL : L ∈ Dk−3

}
∪
{
TEL∞ : L ∈ Dk−2

}
⊂ L(L1),

G =
{
h̃J : ι(K) < k

}
⊂ L∞ and F =

{
|J |−1h̃J : ι(J) < k

}
.

By Lemma 4.3, there exists i0 ∈ N so that for any finite disjoint collection
∆ ⊂ D+ with min ι(∆) ≥ i0 and any θ ∈ {−1, 1}∆ we have that for all
T ∈ T , g ∈ G, and f ∈ F
(47)

∣∣〈g, T (hθ∆)
〉∣∣ ≤ |I|ε′I/3 and

∣∣〈hθ∆, T (f)
〉∣∣ ≤ ε′I/3.

We pick ∆I with min ι(∆I) ≥ i0 and so that (a) is satisfied. The integer

αk is simply chosen so that Pαk h̃I = h̃I . It is immediate that condition (b)
is satisfied for all M ∈ Dk−3. Later we will show that (b) also holds for
M ∈ Dk−2.

In the next step, for each L ∈ Dk−2 we need to pick nL that defined ΓL
and ζL ∈ {−1, 1}ΓL . The choice of nL so that (i) and (ii) are satisfied is
easy. However, we wish to ensure that we can additionally achieve condition
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(iii) and for this we need Lemma 5.4. Consider the relatively compact set
K = {PαkTΓ

∞Pαk : Γ is a finite disjoint collection of D+} ⊂ L(L1) and take
N(K, 2−k, ε′I/6) given by Lemma 5.4. For each L ∈ Dk−2 pick nL ∈ U so

that (ii) is satisfied as well as #EL(nL) ≥ N(K, 2−k, ε′I/6). The objective
is to pick, for each L ∈ Dk−2, signs ζL ∈ {−1, 1}ΓL so that (iii) is satisfied.
Repeating, word for word, the argument from the last few paragraphs of the
proof of Proposition 5.2 we can do exactly that.

The final touch that is required to complete the proof is to observe that
(b) is now also satisfied for all L ∈ Dk−2. Indeed, for J ∈ D+ with ι(J) < k
we have ∣∣〈h̃I , TΓL

(
|J |−1h̃J

)〉∣∣ =
∣∣〈P ∗αk h̃I , TELnL Pαk(|J |−1h̃J

)〉∣∣
=
∣∣〈h̃I , PαkTELnL Pαk(|J |−1h̃J

)〉∣∣
(ii)

≤
∣∣〈h̃I , PαkTEL∞ Pαk

(
|J |−1h̃J

)〉∣∣+ δL

(47)

≤ ε′I/3 + δL ≤ ε′I/3 + ε′I/6 = ε′I/2.

The same argument yields |〈h̃J , TΓL(|I|−1h̃I)〉| ≤ ε′I/2. �

6. Projectional factors of scalar operators

In this section we put the finishing touches to prove our main result.

Theorem 6.1. Let X be in H∗ and H∗∗ and let T : L1(X) → L1(X) be a
bounded linear operator. Then, for every ε > 0, T is a 1-projectional factor
with error ε of a scalar operator. In particular, L1(X) is primary.

We first need to prove a perturbation result that will allow us to pass
from Theorem 5.1 to the conclusion.

Proposition 6.2. Let X be a Haar system space and T : L1(X)→ L1(X)
be an X-diagonal operator with entries (TL)L∈D+ and let ε > 0. Assume
that for all L,M ∈ D+ with L ⊂ M we have ‖TL − TM‖ ≤ ε|M |2. Then,

‖T − T ∅ ⊗ I‖ ≤ 7ε.

Remark 6.3. Let n0 ∈ N and for each L ∈ Dn0 let (θLk )n0
k=0 be the signs

given by (20). Then, for scalars (aL)L∈Dn0
we may write∑

L∈Dn0

aL|L|−1χL =
(∑
L∈Dn0

aL
)
h∅ +

n0∑
k=1

∑
M∈Dk−1

( ∑{
L∈Dn0 :
L⊂M

}θLk aL
)
|M |−1hM .

We now take an RI space X and translate this into the X setting. For
k = 0, . . . , n0 put µk = µL and νk = νL for L ∈ Dk. Multiply both sides by
ν−1
n0

so that for L ∈ Dn0 we have |L|−1ν−1
n0

= µL.∑
L∈Dn0

aLµLχL =(48)
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ν−1
n0

(∑
L∈Dn0

aL
)
h∅ + ν−1

n0

n0∑
k=1

νk−1

∑
M∈Dk−1

( ∑{
L∈Dn0 :
L⊂M

}θLk aL
)
µMhM .

Scalar multiplication may be replaced with tensor multiplication to obtain
the same formula (i.e., consider aL ⊗ χL where aL is, e.g., in L1).

Let us additionally observe that for any 1 ≤ k ≤ n0 and M ∈ Dk−1 we
have ∑{

L∈Dn0
L⊂M

} |aL| = 〈 ∑{
L∈Dn0
L⊂M

} |aL|µLχL, ∑{
L∈Dn0
L⊂M

} νLχL〉(49)

≤
∥∥ ∑{

L∈Dn0
L⊂M

} |aL|µLχL∥∥∥∥ ∑{
L∈Dn0
L⊂M

} νLχL∥∥X∗
≤
∥∥ ∑
L∈Dn0

aLµLχL
∥∥νn0

∥∥χM∥∥X∗
= νn0ν

−1
k−1

∥∥ ∑
L∈Dn0

aLµLχL
∥∥.

Proof of Proposition 6.2. For n = 0, 1, . . . consider the auxiliary operator
Sn =

∑
L∈Dn T

L ⊗ RL, where RL : X → X denotes the restriction onto L,

i.e., RLf = χLf . We observe that

‖Sn − Sn+1‖ =
∥∥ ∑
L∈Dn

TL ⊗
(
RL

+
+RL

−)− ∑
L∈Dn

(
TL

+ ⊗RL+
+ TL

− ⊗RL−
)∥∥

≤
∑
L∈Dn

(
‖TL − TL+‖‖RL+‖+ ‖TL − TL−‖‖RL−‖

)
≤ 2ε

∑
L∈Dn

|L|2 = ε2−n+1.

In particular, for all n ∈ N we have

(50) ‖T ∅ ⊗ I − Sn‖ = ‖S0 − Sn‖ ≤ 4ε.

By (28), to estimate ‖T−T ∅⊗I‖ it is sufficient to consider vectors of the form
f ⊗ g, with f ∈ BL1 , g =

∑
L∈Dn0

aLµLχL, and ‖
∑

L∈Dn0
aLµLχL‖ = 1. By

(48)

f ⊗ g = ν−1
n0

(∑
L∈Dn0

aL
)
f ⊗ h∅(51)

+ ν−1
n0

n0∑
k=1

νk−1

∑
M∈Dk−1

( ∑{
L∈Dn0 :
L⊂M

}θLk aL
)
f ⊗ µMhM .

From (50) it follows that

‖(T − T∅ ⊗ I)(f ⊗ g)‖ ≤ 4ε+ ‖(T − Sn0)(f ⊗ g)‖.



40 R. LECHNER, P. MOTAKIS, P.F.X. MÜLLER, AND TH. SCHLUMPRECHT

We next evaluate T and Sn0 on f ⊗ g. Since T is X-diagonal we have

T (f ⊗ g)
(51)
= ν−1

n0

(∑
L∈Dn0

aL
)(
T ∅f

)
⊗ h∅

+ ν−1
n0

n0∑
k=1

νk−1

∑
M∈Dk−1

( ∑{
L∈Dn0 :
L⊂M

}θLk aL
)(
TMf

)
⊗ µMhM .

For the other valuation note that for L ∈ Dn0 we have Sn0(f ⊗ µLχL) =(
TLf

)
⊗ µLχL. Therefore,

Sn0(f ⊗ g)
(48)
= ν−1

n0

(∑
L∈Dn0

aL
(
TLf

))
⊗ h∅

+ ν−1
n0

n0∑
k=1

νk−1

∑
M∈Dk−1

( ∑{
L∈Dn0 :
L⊂M

}θLk aL(TLf)
)
⊗ µMhM .

Therefore, ∥∥(T − Sn0)(f ⊗ g)
∥∥

≤ ν−1
n0

∑
L∈Dn0

|aL| ‖T ∅ − TL‖︸ ︷︷ ︸
≤ε

+ν−1
n0

n0∑
k=1

νk−1

∑
M∈Dk−1

∑{
L∈Dn0 :
L⊂M

}|aL| ‖TM − TL‖︸ ︷︷ ︸
≤ε|M |2

(49)

≤ ν−1
n0
ε
∥∥∑
L∈Dn0

aLµLχL
∥∥

︸ ︷︷ ︸
=1

νn0 ν
−1
0︸︷︷︸
=1

+ εν−1
n0

n0∑
k=1

νk−1

∑
M∈Dk−1

|M |2
∥∥∑
L∈Dn0

aLµLχL
∥∥νn0ν

−1
k−1

= ε+ ε

n0∑
k=1

∑
M∈Dk−1

|M |2 = ε+ ε

n0∑
k=1

2k−1

22k−2
≤ 3ε.

In conclusion, ‖(T − T ∅ ⊗ I)(f ⊗ g)‖ ≤ 4ε+ 3ε. �

We give the proof of the main result.

Proof of Theorem 6.1. Recall that, by virtue of Proposition 2.3, being an
approximate 1-projectional factor is a transitive property, during which the
compounded errors are under control. We successively apply Theorem 4.1,
Theorem 5.1 and Proposition 6.2 to find a bounded linear operator S : L1 →
L1 so that T is a 1-projectional factor with error ε of S⊗I : L1(X)→ L1(X).
By Theorem 2.9, S is a 1-projectional factor with error ε of a scalar operator
λI : L1 → L1 and therefore S ⊗ I : L1(X) → L1(X) is a 1-projectional
factor with error ε of λI : L1(X) → L1(X). Finally, T is a 1-projectional
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factor with error 2ε of λI : L1(X) → L1(X). Thus, our claim follows from
Proposition 2.4. �

7. Final discussion

Characterizing the complemented subspaces of L1 and those of C(K)
remain the most prominent problems in the study of decompositions of clas-
sical Banach spaces. This motivates in particular the study of biparameter
spaces, especially those with an L1 or C(K) component. The proof, e.g.,
of primariness for each such type of space presents a different challenge and
therefore an opportunity to extract new information on the structure of L1

or C(K) and their operators. Here is a list of classical biparameter spaces,
for which primariness remains unresolved.

(a) Lp(L1) for 1 < p ≤ ∞.
(b) Lp(L∞) ' Lp(`∞) for 1 ≤ p <∞.
(c) `p(C(K)) for a compact metric space K and 1 ≤ p ≤ ∞.
(d) Lp(C(K)) for a compact metric space K and 1 ≤ p ≤ ∞.
(e) C(K, `p) for a compact metric space K and 1 ≤ p ≤ ∞.
(f) C(K,Lp) for a compact metric space K and 1 ≤ p <∞.

Noteworthily, all the other biparameter Lebesgue spaces `p(`q)[10], `p(Lq)[7],
Lp(Lq) [8], Lp(`q)[9], and `∞(Lq)[31] (1 < p, q < ∞) are known to be pri-
mary. The space L1(C[0, 1]) resists the approach of this paper but perhaps
some of the tools developed here could be of some use. If this were to
be resolved, it is conceivable, that techniques from [17] may be useful in
transcending the separability barrier to show that L1(L∞) is primary. Such
methods may also be useful in the investigation of whether for non-separable
RI space X 6= L∞, L1(X) is primary. In more generality, one may ask for
what types of Banach spaces X, the spaces L1(X), Lp(X), H1(X) and
Hp(X) are primary.

For any two rearrangement invariant Banach function spaces X and Y
on [0, 1] one can define the biparameter space X(Y ) as the space of all
functions f : [0, 1]2 → C, for which, f(s, ·) ∈ Y for all s ∈ [0, 1], and
g = gf : [0, 1] → R, s 7→ ‖f(s, ·)‖Y is in X. The norm of f in X(Y ) would
then be ‖f‖X(Y ) = ‖gf‖X . It would be interesting to formulate general
conditions on X and Y , which imply that X(Y ) is primary, or has the
factorization property (formulated below) with respect to some basis.

The above list may be expanded to the tri-parameter spaces, in which
setting there has been little progress.

It is natural to study general conditions under which an operator T on a
Banach space is a factor of the identity. A bounded linear operator T on a
Banach space X with a Schauder basis (en)n is said to have large diagonal if
infn |e∗n(Ten)| > 0. If every operator on X with large diagonal is a factor of
the identity then we say that X has the factorization property. The study of
the factorization property and that of primariness are closely related. Our
proof does not directly show that the spaces under investigation have the
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factorization property. We may therefore ask: for what Haar system spaces
X and Y does the biparameter Haar system (hI ⊗ hL)(I,L)∈D+×D+ have the
factorization property in X(Y )?
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