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Abstract

Real-time control of a fleet of Connected and Automated Vehicles (CAV) for Cooperative Adaptive Cruise Control (CACC)
is a challenging problem concerning time delays (from sensing, communication, and computation) and actuator lag. This paper
proposes a real-time predictive distributed CACC control framework that addresses time delays and actuator lag issues in
the real-time networked control systems. We first formulate a Kalman Filter-based real-time current driving state prediction
model to provide more accurate initial conditions for the distributed CACC controller by compensating time delays using
sensing data from multi-rate onboard sensors (e.g., Radar, GPS, wheel speed, and accelerometer), and status-sharing and
intent-sharing data in BSM via V2V communication. We solve the prediction model using a sequential Kalman Filter update
process for multi-rate sensing data to improve computational efficiency. We propose a real-time distributed MPC-based
CACC controller with actuator lag and intent-sharing information for each CAV with the delay-compensated predicted cur-
rent driving states as initial conditions. We implement the real-time predictive distributed CACC control algorithms and con-
duct numerical analyses to demonstrate the benefits of intent-sharing-based distributed computing, delay compensation, and
actuator lag consideration on string stability under various traffic dynamics.
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Real-time control of a fleet of Connected and Automated
Vehicles (CAV) for Cooperative Adaptive Cruise
Control (CACC) is a challenging problem concerning
time delays (from sensing, communication, and computa-
tion) and actuator lag. These time delays and actuator
lag deteriorate the control performance, especially for the
time-critical control problem in the real-time networked
control systems (NCS). Delayed sensing data and control
commands may produce unstable traffic to incur more
traffic oscillations that lead to collisions. This paper aims
to model and compensate for the time delays and actua-
tor lag in a real-time predictive distributed CACC con-
trolling framework for Cooperative Driving Automation
(CDA) of a fleet of CAVs.

In the real-time control system of CACC, the sensing
delay is caused by the time needed for sensor measuring
and processing. Ignoring the sensing delay results in an
inaccurate estimation of the initial condition for the

controller (/), which leads to a model mismatch issue
that can degrade the control performance to unstable
traffic (2). Wang compensates for the sensing delay by
predicting the state evolution in a previous time instant
(3). Xu et al. use an augmented model to compensate for
the sensing delay (2).

Communication delay in Vehicle-to-Vehicle (V2V)
communication, which is the network delay in the real-
time NCS of CACC, is also a problem that affects the
control performance. In the real-time networked CACC
controller, where the control relies on sharing informa-
tion among vehicles frequently, communication delay
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significantly compromises the string stability. This issue
commonly exists in NCS. Pin and Parisini present a pre-
dictive NCS scheme to compensate for the communication
delay (4). However, this scheme cannot compensate for
the delays smaller than a control time interval, so it is not
suitable for the real-time networked CACC, where vehicles
must respond to the frequently changing traffic condition.
Other methods, including Long Short-Term Memory
(LSTM) neural network (5) and the Smith predictor (6),
are also used to deal with communication delay.

Computation delay, also known as control delay in a
real-time control system, is caused by the time needed to
solve the control problem. Most existing studies assume
there is no computation delay, that is, the computation
can finish instantaneously. However, the computation
time for non-closed form controllers such as Model
Predictive Control (MPC) can be significant. If the com-
putation delay is ignored, the actual execution time
instant of the control command is not consistent with the
designed execution time instant. This may cause signifi-
cant performance deterioration. To address this problem,
Wang et al. propose to reserve sufficient computation
time for each control interval (7). Zavala and Biegler
reduce computation time using nonlinear programming
sensitivity (8).

Actuator lag is caused by the limitation of the vehicle
response to a control command. This is a first-order lag
for vehicles to track the desired acceleration (9). Ignoring
it leads to a mismatch between the controller and the
actual vehicle states and over-optimistic evaluations of
the controller performance (3). Existing studies formu-
late the actuator lag explicitly in the vehicle dynamics
model (3, 10, 11) to address the lag issue in the real-time
control systems.

Most existing MPC-based CACC controllers are cen-
tralized, requiring two-way communication between the
central computer and all other CAVs in the real-time
NCS (12-14). The computation time of a centralized
MPC-based CACC controller will increase monotoni-
cally as the platoon size becomes larger. Distributed
MPC (DMPC), which is not limited by the platoon size,
has attracted increasing research interest (/5—17). Zhou
et al. propose a serial DMPC where the controller of the
ego vehicle is time-dependent to the solution of the pre-
ceding vehicle for the same control interval (75).
However, this serial scheme is not practical in real-time
control because the communication delays accumulate
along the string. Dunbar and Caveney design a DMPC
scheme where every vehicle in the platoon shares its opti-
mal predicted state trajectory to its follower, which is
intent-sharing (/8). It does not have the communication
delay propagation issue but requires a precise state pre-
diction model. This paper also adopts the distributed
MPC-based CACC using intent-sharing data, which is

reserved as an optional field in the Basic Safety Message
(BSM) data for the intent-sharing level in CDA.

This paper proposes a real-time predictive distributed
CACC control framework that addresses time delays
(resulting from sensing, communication, and computation)
and actuator lag issues in the real-time NCS. We first for-
mulate a Kalman Filter-based real-time current driving
state prediction model to provide more accurate initial
conditions for the distributed CACC controller by com-
pensating time delays using sensing data from multi-rate
onboard sensors (e.g., Radar, GPS, wheel speed, and
accelerometer), and status-sharing and intent-sharing data
in BSM via V2V communication. We solve the prediction
model using a sequential Kalman Filter update process for
multi-rate sensing data to improve computational effi-
ciency. We propose a real-time distributed MPC-based
CACC controller with actuator lag and intent-sharing
information for each CAV with the delay-compensated
predicted current driving states as initial conditions. We
implement the real-time predictive distributed CACC con-
trol algorithms and conduct numerical analyses to demon-
strate the benefits of intent-sharing-based distributed
computing, delay compensation, and actuator lag consid-
eration on string stability under various traffic dynamics.

This paper makes two contributions to the literature.
First, we formulate a real-time predictive distributed
CACC model that explicitly considers time delay (result-
ing from sensing, communication, and computation) and
actuator lag. To the best of our knowledge, this is the first
model to address all the four critical issues in one model.
Second, we integrate the intent-sharing data in the distrib-
uted MPC-based CACC model for better control perfor-
mance. Experimental results show that intent-sharing can
improve string stability under challenging traffic condi-
tions. String stability is observed under traffic that is slow
but moving smoothly (i.e., without shocks). The maxi-
mum tolerable delays and actuator lag are also provided
under traffic oscillations (i.e., traffic shocks).

This paper is structured as follows. First, it describes
the real-time CACC problem. Assumptions and nota-
tions are defined. Second, it introduces the real-time
CACC control framework. Third, it presents a real-time
solution algorithm for the proposed framework. Next, it
evaluates the proposed real-time distributed MPC-based
CACC control framework using real-world vehicle tra-
jectories. Stability analysis is conducted. Finally, the con-
clusion of this paper is given.

Problem Statement and Assumptions

The Real-Time Cooperative Adaptive Cruise Control
Problem

The problem of interest addressed in this paper is to pro-
pose a real-time distributed CACC controller with time
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delays and actuator lag. We use an intent-sharing-based
communication topology for the real-time distributed
CACC model to automatically control a platoon of
CAVs (19). This distributed CACC communication
topology in Figure 1 shows that each CAV only uses
BSM with status-sharing (i.e., its observed current driv-
ing states) and intent-sharing information (i.e., its pre-
dicted driving states) via V2V communication from its
immediately preceding vehicles. Each CAYV i is equipped
with multi-rate onboard sensors, including a Radar (e.g.,
20-50Hz), a GPS (e.g., 10-20 Hz), a wheel-speed sensor
(e.g., 100-1k Hz), and an accelerometer (e.g., 1001k Hz),
and an Onboard Unit (OBU) for V2V communication to
receive BSM messages (e.g., 10 Hz) from its immediately
preceding vehicle i — 1. The vehicle systems for the lead-
ing CAV (i.e., vehicle 1) and each following CAV (i.c.,
vehicle i, Vi>1) are shown in Figures 2 and 3. Based on
the onboard sensing data and BSM messages from its
immediately preceding vehicle, each CAV solves a local
distributed predictive control model with a constant time
headway CACC policy using its onboard sensing data
and BSM messages (with both status-sharing and intent-
sharing). Each vehicle system includes a real-time current
driving state prediction model to compensate for time
delays from sensing, communication, and computation, a
real-time MPC-based control model to address the actua-
tor lag, and an actuator to execute the optimal control
command at the current time. For the leading CAYV,
there is no intent-sharing data from its immediately pre-
ceding connected vehicle (IPCV), that is the vehicle 0.
Thus, the distributed CACC control framework of the
leading CAV is different from that of the following
CAVs. Figures 4 and 5 illustrate the real-time predictive
control framework for the leading and following CAVs,
respectively.

Assumptions and Notation

We make the following assumptions for the real-time dis-
tributed CACC controller with time delays and actuator
lag:

Assumption 1: The IPCV of the CACC platoon is
assumed to be a Connected Vehicle (CV). The IPCV
can broadcast its observed current driving states in its
BSM data via V2V communication, which is the
status-sharing level in a CDA system.

Assumption 2: Every vehicle in the platoon is assumed
to be a CAV. It can broadcast its observed current
driving states and predicted driving states during a
prediction horizon in its BSM data via V2V commu-
nication, which is the intent-sharing level in a CDA
system.

Assumption 3: Every onboard sensing data in each CAV
carries a timestamp representing its measuring time.
Assumption 4: Onboard sensors have zero-mean
Gaussian noises, and the noises are independent of
each other.

We list the notation as follows:

Indices:

i, vehicle index, i = 0, 1,2, ... where i = 0 represents the
IPCV, i = 1 stands for the leading CAV, and i =2, ...
stand for following CAVs.

J, state update time step index, j = 1,2, ...

k, control time interval index, k = 1,2, ...

h, current control time interval index, 2 = 1,2, ...

s, sensor index, s = 1,2, ...

Parameters:

At, state update time interval, which is determined by the
highest frequency sensor

At,., control time interval

N, = AA—’;‘, number of state update time intervals in a con-
trol time interval

71, actuator lag of vehicle

T, maximum computation time delay (number of state
update time intervals Ar)

L;, the length of vehicle i

N;, the total number of sensors

T,, MPC prediction horizon (number of control time
intervals Az,)

BSM

BSM BSM

BSM

Vehicle 0
apcy)

Vehicle 1
(Leading CAY)

Figure 1. The communication topology for the distributed cooperative adaptive cruise control model.
Note: BSM = basic safety message; CAV = connected and automated vehicle; IPCV = immediately preceding connected vehicle.
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BSM from the IPCV (Vehicle 0)

Wheel speed sensor data —p|
Accelerometer data —|

Actuator

Vehicle 1
(Leading CAY)

Figure 2. The leading CAV system—Vehicle |.

Note: BSM = basic safety message; CAV = connected and automated
vehicle; IPCV = immediately preceding connected vehicle; GPS = global
positioning system.

BSM from its

BSM datal lGPS data

Wheel speed sensor data —p
Accelerometer data —|

Controller

Figure 3. The following CAV system—Vehicle i (i>1).
Note: BSM = basic safety message; CAV = connected and automated
vehicle; GPS = global positioning system.

tme, constant time headway

" minimum safe time headway

s™n minimum safe spacing for stopped vehicles consider-
ing vehicle length for vehicle i

vimit speed limit

", minimum acceleration for vehicle i

u", maximum acceleration for vehicle i

A;, state transition matrix for vehicle i

B;, control input matrix for vehicle i

C?, observation matrix of sensor s for vehicle i

D3, the constant vector in the observation equation of
sensor s for vehicle i

R, observation noise covariance matrix of sensor s for
vehicle i

0;, system noise covariance matrix for vehicle i

Ty, the time window size of sensing data collecting (num-
ber of state update time intervals Af)

Variables for real-time current driving state prediction
model:

1;(j), the predicted location of vehicle i at state update
time step j

vi(J), the predicted velocity of vehicle i at state update
time step j

a;(j), the predicted acceleration of vehicle i at state
update time step j

liy (j), the predicted location of the immediately preced-
ing vehicle of vehicle i at state update time step j

vi—1(j), the predicted velocity of the immediately preced-
ing vehicle of vehicle i at state update time step j

a;-1(j), the predicted acceleration of the immediately pre-
ceding vehicle of vehicle i at state update time step j
X:(j), state vector of vehicle i at state update time step j
U;(j), control input vector of vehicle i at state update
time step j

Y7(j), output vector of sensor s for vehicle i at state
update time step j

V3(j), observation noise vector of sensor s for vehicle 7 at
state update time step j

Wi(j), system noise vector for vehicle i at state update
time step j

X;(jlj). the posteriori estimated state vector of vehicle i at
state update time step j

Xi(jlj — 1), the priori estimated state vector of vehicle 7 at
state update time step j

K;(j), Kalman gain of vehicle i for state update time step

J

P;i(jlj), the posteriori estimate covariance matrix of vehi-
cle i for state update time step j

P;i(jlj — 1), the priori estimate covariance matrix of vehi-
cle i for state update time step j

Si(g.Jj), the set of sensing data measured at state update
time step j that are collected before current control inter-
valh,g = N.xh

H;(g.)), the set of sensor indexes corresponding to S;(g, /)
X(jj), the posteriori state vector of vehicle i using the
m™ piece of sensing data measured at state update time
Stepjs Vm € [19 |Sl(g>])H

P*(j|j), the posteriori estimate covariance matrix of vehi-
cle i using the m"” piece of sensing data measured at state
update time step j, Vm € [1,]S:(g,/)|]

K(j), the Kalman gain matrix of vehicle i using the m"
piece of sensing data measured at state update time step

J» Ym e [1,18i(g.J)l]

State variables for the real-time MPC-based control model:
I;(k), location of vehicle i at control time interval k,
Vkelh, h+T,—1]
vi(k), velocity of vehicle i at control time interval k,
Vk € lh, h+T,—1]
a;(k), acceleration of vehicle i at control time interval k,
Vkelh, h+T,—1]
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BSM from the
IPCV (Vehicle 0)
OBU Sensors ‘
Observed current| Accelerometer Wheel speed|  Radar data GPS data
driving states data sensor data|  (20-50Hz)|  (10-20Hz)
(Status-sharing) (100-1kHz) |  (100-1KHz)
Controller

(The leading CAV)
Real-time Current Driving State Prediction Model
(C sensor delay, ion delay, and ion delay)

Predicted current driving states

Real-time Distributed MPC-based Control Model
(Compensate actuator lag)

Optimal control command
for current control interval

Actuator
(With actuator lag)

Figure 4. The real-time distributed predictive control
framework for the leading CAV.

Note: BSM = basic safety message; CAV = connected and automated
vehicle; IPCV = immediately preceding connected vehicle; OBU = onboard
unit; MPC = model predictive control; GPS = global positioning system.

BSM from the J

Sensors

OBU ‘

Accelerometer | Wheelspeed| Radardata| — GPS data
sensor data|  (20-50Hz)|  (10-20Hz)
(100-1kHz)

Observed current
driving states data
(Status-sharing) (100-1kHz)

Predicted driving states
for the prediction horizon
(Intent-sharing)

[Controller

Real-time Current Driving State Prediction Model
(Compensate sensing delay, delay, and delay)

Predicted current driving states,

Real-time Distributed MPC-based Control Model
(Compensate actuator lag)

Optimal control command
for current control interval

Actuator
(With actuator lag)

Figure 5. The real-time distributed predictive control
framework for each following CAV.

Note: BSM = basic safety message; CAV = connected and automated
vehicle; GPS = global positioning system; MPC = model predictive control.

Control variable for the real-time MPC-based control
model:

u;(k), control command of vehicle i for control time
interval k, Vk € [h, h + T, — 1]

Other variables for the real-time MPC-based control
model:

l;i_1(k), location of the preceding vehicle of vehicle i at
control time interval k, Vk € [h, h + T, — 1]
vi_1(k), velocity of the preceding vehicle of vehicle i at
control time interval k, Vk € [h, h + T, — 1]

Intent-sharing variables:

u? (k), predicted control command of vehicle i at control
interval k, Vk € [h, h + T, — 1]

I(k), predicted location of vehicle i at control interval
Vkelh, h+ T,—1]

vi (k), predicted velocity of vehicle i at control interval
Vkelh, h+ T,—1]

Model Formulations

This section introduces the real-time distributed CAV con-
trol framework. We first present a Kalman Filter-based
real-time current driving state prediction model to com-
pensate time delays. Then, we formulate a real-time MPC-
based control model with actuator lag for each CAV.

The Real-Time Current Driving State Prediction Model

The real-time current driving state prediction aims to
provide more accurate current driving states at the initial
conditions in the real-time MPC-based controller to com-
pensate for time delays from sensing, communication,
and computation. The prediction period covers the time
delays for multi-rate sensing and communication to the
start of computing, as well as the time delay from the
start of computing to the start of actuating. This delay
compensation predicts the initial conditions at the time
to start actuating the control command, which avoids
using delayed initial conditions in the MPC controller.
Figure 6 shows the time delays compensated in the
state prediction model. The state prediction model uses
At (i.e., state update interval) as the time interval,
whereas the MPC model uses Az, (i.e., control interval)
as the time interval. We set At to be the sensing period of
the highest frequency sensors—the wheel-speed sensor
and the accelerometer (e.g., 100-1k Hz). We do not con-
sider delays smaller than A¢, as the wheel-speed sensor
and the accelerometer generally have high sensing rates
and very small sensing delay. Instead of using only the
latest sensing data, this model would synthesize all multi-
rate sensing data from all onboard sensors. This model
collects streaming sensing data and BSM data 77 steps
before each control interval. 7% is the maximum com-
putation time reserved for all computations needed by
the state prediction model and the MPC model. We use
the timestamp of the sensor data and the BSM data to
identify the actual measuring time of the data. After that,
a Kalman Filter-based prediction model is applied to
predict the current vehicle driving states. In Xu et al. an
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A\ Sensing and BSM data
@ Predicted driving states
@ Predicted driving states for the current control interval

Real-time current

______________ |
| I 1 1
I ! Comr ion delay 1 I !
r oBU ] | | oo ) | [ . | | S
0H _ I 7
| 1 : I :
L | ! Sensing delay | | 1
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GPS )
frequency — 5 ‘, ! | - - | | i T | l >
(20 Hz) I y
data | 1 U
I Sensing delay 1
Radar | A | °°e | | A i | | I -
(50 Hz) - - T L 1 -
| o !
Wheel speed sensor __ | | \ oo A ) | il | | R
High (100 Hz) | - o E o e - ~:4 T | >
frequency —§ | | !
data Accelerometer + L L \ hhd ) ) l I | | l S
(100 Hz) l# s e i A A e ; >
|

_________________________ —EI -1 Computation delay

|

driving state

prediction model Jmin(@)  Jmin(g) +1

Real-time MPC-based l

g-1 g1

g™

control model

\ 4

b

Start of computing Start of actuating

Figure 6. The real-time current driving state prediction to compensate for time delays.
Note: BSM = basic safety message; OBU = onboard unit; MPC = model predictive control; GPS = global positioning system.

augmented strategy is used, which is computationally
costly in calculating the inverse of the augmented matrix
with large dimensions (2). Unlike that, we sequentially
use the data in a timely order based on the timestamps
to update the estimation of the vehicle states based on
the idea of Sequential Measurement Fusion to reduce
the computation cost (/3).

This paper uses multi-rate sensing data from Radar,
GPS, wheel-speed sensor, accelerometer, and measure-
ments in the BSM data. For each vehicle, six states,
including the location, velocity, and acceleration of the
ego vehicle, and the location, velocity, and acceleration
of its immediately preceding vehicle, are predicted in this
model. The Kalman Filter-based real-time current driv-
ing state prediction problem for each vehicle is formu-
lated in Problem 1.

Problem 1: The Kalman Filter-based real-time current
driving state prediction model for vehicle

The system update equation of vehicle i is

Xi(j) = 4:X:(G — 1) + BU(j — 1) + Wi(j) (1)

The measurement S€nsor

s € [1, Ny of vehicle i is

update equation for

Y (j) = GXi(j) + D] + V7 () 2)
System Dynamics of the Prediction Model. In the system
update equation in Equation 1, because every vehicle
needs to estimate the state of itself and its immediately
preceding vehicle, X;(j) includes the state of itself and its
immediately preceding vehicle. The first element w;(j) of
U;(j) comes from the controller of vehicle i. The second
element u’ (/) of U;(j) comes from the intent-sharing
data. The IPCV, denoted as vehicle 0, is not controlled
by the MPC framework. We do not assume the IPCV
performs intent-sharing, so the value of the 4; and B; for
the leading vehicle is different from those for the follow-
ing vehicles.

L) = [0G) w() @) aG) wa() aaG)]
(3)
UG—1)=[wG—-1) uG—D]" (4)
1 Ar A2 0 0 0
0 1 At 0 0 0
0 0 1-4
4 = m 000 i (5
00 0 1 At %Atz
0 0 0 0 1 At
0 0 O 0 O 1
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1 At A7 00 0
0o 1 A 00 0
o 0 14 00 0 |
A= 0 0 0 1 At IA2 Vi€ 2,N,)
0 0 O 0 1 At
0 0 0 0 1_%?;]%
(6)
0 0
0 0
At 0
Bi= | " Vi=1 (7)
0 0
0 0
0 0
[0 07
0 0
¥ 0
Bi=1l¢"o [ViERM] (8)
0 0
At
Ty /Ne

Measurement Updates Using Multiple Sensors. This model
uses multiple onboard sensors, including Radar, GPS,
wheel-speed sensor, and accelerometer, as well as BSM
status-sharing and intent-sharing data via V2V commu-
nication, in the sensor fusion process.

For Radar, observations of the distance gap and rela-
tive velocity measured at step j can be obtained by
Equations 9 and 10.

Y (j) = C/X:(j) + D} + V() 9)
i _[-1 00 100
€ [o 10 0 -1 0}’

D! = [‘LO‘} V! (/)~(0.R}) (10)

For GPS, observations of location, velocity, and accel-
eration measured at step j can be obtained by Equations
11 and 12.

Y2()) = CX(j) + V() (11)

1

C? =

1

L VE()~(0.R7)  (12)

1

For wheel-speed sensor, observations of velocity mea-
sured at step j can be obtained by Equations 13 and 14.

Y2 (j) = CXi(j) + V() (13)
C3=[0 1 0

1

0 0 0LV~ R)  (14)

For the accelerometer, observations of acceleration
measured at step j can be obtained by Equations 15 and
16.

i) = CXi() + V0) (15)

1

C/=[0 0 1 0 0 0], }()~O,R)H  (16)
The observations of location, velocity, and accelera-

tion of the immediately preceding vehicle measured at

step j in BSM status-sharing and intent-sharing data can

be obtained by Equations 17 and 18.

Y2 () = CXi(j) + V70 (17)

1

00 01 0
=100 00 1 0[,7()~0.F) (18)
00 00 0

—_ o O

A Solution Procedure for the Real-Time Current Driving State
Prediction Model. To predict the current driving state for
control interval A of vehicle i = 1,2, ...N,, the predic-
tion model first collects all sensing data received from
state update step g — ™' — T, + 1 to g — 7. T is the
size of the time window for data collecting. g = 2 X N, is
the state update time step corresponding to the current
control time interval 2. Among the collected data, the
oldest piece of sensor data has the largest delay, and we
denote its corresponding measuring time step as ju(g).
Then sensing data measured at time step j are organized
into sets Si(g,/),Vj € [jmin(g),g]. By the time this proce-
dure starts, no measurement for j € [g — ' + 1,g] is
collected, and thus S;(g,j) and H;(g,j) are empty for
j€elg -+ 1,g]

After organizing S;(g,j) and H;(g,j) for control inter-
val A, this model restores its states to the historical states
of step jmin(g), and then conducts sequential Kalman
Filter-based prediction for each state update step. Figure
7 shows the procedure of the state update. For each
J € limin(g),g], the model applies Equations 19 and 20 to
make a priori state estimation based on the system
dynamic. If S;(g,j) is not empty, then the model applies
Equations 21 to 23 to make a posteriori state estimation
based on the sensing data. The index m in variables
K”(j), X"(jlj), and P”(j|j) means they are correspon-
dent to the m™ piece of sensing data measured at j.
This is the idea of sequential processing, which is
more computationally efficient than simultaneous pro-
cessing (20).

X(li—1)=A4X(G—1[j - 1)+ BUG - 1) (19)

Pi(jlj — 1) = 4:P;(j — 1[j — AT + O, (20)
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Sensing data
@ Predicted driving states

Update to the next step
using the state equation

Caleulate X3(j — 11j -
using K7 (j — 1)

XG-1-1 Xl

Figure 7. The sequential Kalman Filter-based state prediction
process with multi-sensor multi-rate sensing data.

k()= P () [epr o) + &)
v € [1,15(2.))] 61}

XGl) = XN + KO G) = GG - Dl
vm € [, 1Si(g./)l] 22)
€]

(
PG = [1 = KPG)C)P ) v € (1,182,
(

23)

The Real-Time Distributed MPC-Based Control Model

This section presents a real-time distributed MPC-based
control model for CACC. The real-time controller expli-
citly considers the actuator lag in its constraints, pre-
dicted current driving states at its initial conditions, and
predicted driving states of its immediately preceding
vehicle via intent-sharing in its safety constraints and
objective function. The real-time distributed MPC-based
CACC controller problem for vehicle i = 1,2, ... N, at
control interval 4 is formulated in Problem 2.

Problem 2: The Real-time Distributed MPC Model
for vehicle i

(k) = Li(k) = vi(k) X th — s;’””)z

h+ Ty—1 [~
mm
Zk—h (

+ (vilk) — Vi1 (k) + (ui(k))? (24)

S.t.
li(k) = 1:(g),Vk = h, g = h XN, (25)
vi(k) = vi(g),Vk =h, g=hXN, (26)

a;i(k) = a;(g),Vk =h, g =hXN, (27)
Liy(k) =1 1(2),Y k=h, g =hXN, (28)

Vi1(k) = vi_1(g), Yk = h, g =h XN, (29)

L (k= 1) + iy (k — 1) X At,, when i =1

vi(k[h) X 1, % (k) + (1 — v, (k|h)) X (ii,](k— 1)+ 9y (k—1) ><Atc>,
when i>1,
Vkeh+1,h+T,—1] (30)
o () = Vioi(k—1), wheni=1
i h) = {«/i(k|h)><vl._1>< (k) + (1 = ,(k|h)) X %_1 (k — 1), when i>1,
Vkeh+1,h+T,—1] (31)
L) = Lk — 1) + vk — 1) X At, + % X ai(k — 1) X
AP NkEh+ 1, h+ T, — 1]
(32)
Vi(k) = Vi(k— 1) + ai(k— 1) XAtc,Vk € [h + 1, h+ TP — 1]
(33)
Cli(k) = ai(k — 1) + ui(k_ 1) — ai(k_ 1) X Atca
T (34)

Vkelh+1, h+T,—1]
L1 (k) = (k) = vi(k) X £ + sk e [h, h+ T, — 1]
(35)

0<vi(k) V™' Vk & [h, h+ T, —1] (36)
u' < (k) <u" Yk € h, h+ T,— 1.  (37)

u;(k) is the control variable. /;(k), v;(k), and a;(k) the
state variables. Equations 25 to 29 represent the initial
conditions, where ?i(g), vi(g), ai(g), 7i_1(g), and v;_1(g)
are the output of the Kalman Filter-based real-time cur-
rent driving state prediction model compensating for sen-
sing, communication, and computation delays for
control interval 4. g = h X N, represents the state update
time step corresponding to the current control time inter-
val 4. In Equations 30 and 31, f,»,l(k), and v;_(k) are the
driving states of the immediately preceding vehicle,
which are constrained by the intent-sharing data
I, ;X (k)and v, ;X (k) from the BSM data. ;(k|A) is an
indicator of the availability of the intent-sharing data. If
the intent-sharing data are not available, vy;(k|%) is 0, in
which case, /;_; (k) and ¥,_, (k) are determined by assum-
ing the immediately preceding vehicle to drive at the
same velocity as its previous time step. Equations 32 to
34 are the vehicle dynamic constraints. Equation 35 is
the safety constraint. Equation 36 is the speed limit con-
straint. Equation 37 reflects the vehicle acceleration and
deceleration capability.
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Solution Algorithm I: Solving the real-time predictive distributed CACC model (for time h)

Step |: Start computing
I: Set state update stepj = g — 10 = N.xh — 1"
2: Trigger the computing at time stepj = g — T’"""

Step 2: Compute the Kalman Filter-based real-time current driving state prediction model
3: Collect all sensing data received during [g — 77 — T; + |, g — 7®]. Sensing data comes from onboard
sensors and received BSM.
: Find out the sensing data with the largest delay. Denote its measuring time step as jumi(g)-
5: Based on the measuring time step derived from the timestamp of the sensing data, organize the collected

sensing data into sets Si(g.j),V j € [jmin(g). g]-

6: Generate the sets of sensor indexes H;(g, ),V j € [jmin(g), g] according to the elements in Si(g, j).

7: Assign a value to u;(}), Vj € [jmin(g), g] according to the control command that this vehicle had applied.

8: If vehicle i is the leading CAV

9: Assign 0 to u; | (j), ) € [jmin(g), gl

10: Else if vehicle i is a following CAV

I1: Assign the predicted control command from intent-sharing to u; | (), Vj € [jmin(g), gl-

12: Restore the system states to the historical states of step juin(g)-

13: For each j € [jmin(g), gl

14: Apply Equation 19 and Equation 20 to make a priori state estimation based on the system dynamic.

I5: If Si(g,j) is not empty

16: For every m € [I,Si(g.j)|]

17: . Apply Equation 21, Equation 22, and Equation 23 to make a posterior estimation using sensing data m.

18: Output Xi(g) = Xi(glg) to the real-time MPC model.

Step 3: Compute real-time MPC-based control model

19: Use the predicted driving states in X;(g) as the state variable initial condition of the MPC model for time h.

20: If vehicle i is the leading CAV

21: Determine the preceding vehicle states used in the MPC constraints by assuming the IPCV drives
in the same velocity as its previous time over the prediction horizon.

22: Else if vehicle i is a following CAV

23: Determine the preceding vehicle states used in the MPC constraints by using the predicted driving states
in intent-sharing data.

24: Solve the MPC problem described in Equation 24 to Equation 37 and get a feasible solution u (h) before the

start of the control interval h.
25: Output the control command u; (h) to the actuator.

Step 4: Execute the current optimal control command in the actuator

26: The actuator applies u} (h) at the start of control interval h.

Step 5: Broadcast intent-sharing and status-sharing messages via the OBU

27: Intent-sharing: update the predicted driving states over the prediction horizon, including u;(k), I (k),
and v/ (k),Vk = [h, h + T, — 1] derived from the feasible MPC solution in BSM.

28: Status-sharing: update the current onboard sensor data in BSM.

29: Broadcast the BSM data via the OBU.

After solving the MPC for each control interval, vehi-  Solution Algorithm
cle i will execute the current optimal control command in
the actuator and share the predicted variables in
Equations 38 to 40 in BSM data for intent-sharing to its
immediately following vehicle i + 1, in the communica-
tion topology in Figure 1.

This section presents the procedure of the proposed real-
time predictive distributed CACC controlling frame-
work. It consists of 5 steps. Step 1 starts at the state
update step j = g — 77* because the proposed frame-
work reserves 77" state update steps for the computa-

X (k),Vk € [h, h+ T, — 1] (38) tion. This framework makes sure Step 1 to Step 3 are
’ ’ ’ finished before the start of the control interval 4, that is,
X (k) = li(k),Vk € [h, h + T, — 1] (39) in a true real-time manner. Step 2 is to compute the real-

time current driving prediction. It should be noted that
v;X (k) = vi(k),Vk € [h, h + T, — 1] (40) Line 3 uses data from BSM status-sharing, and Line 10
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to Line 11 use data from BSM intent-sharing. Step 3
solves the real-time MPC-based control problem.
Notably, Line 22 to Line 23 use the BSM intent-sharing
data. Step 4 applies the current optimal control com-
mand to the actuator. Step 5 is to perform intent-sharing
and status-sharing.

Numerical Analyses

This section evaluates the proposed real-time predictive
distributed CACC control framework using real-world
vehicle trajectories from the NGSIM dataset.

Experimental Setup

The proposed method is implemented in C++ on a com-
puter with Intel Xeon E5-2680 v2 2.8 GHz CPU (22
cores). We simulate a platoon of seven vehicles. Two
vehicle trajectories from the NGSIM [-80 dataset are
used as the trajectory of the IPCV to generate traffic
conditions in our simulation. The values of the average
velocity of both trajectories are much lower than the
actual speed limit, which is 65 mph (29.06 m/s), meaning
that the vehicles are under congestion. Trajectory 2 con-
sists of an obvious traffic shock. We denote the traffic
scenario using trajectory 1 and trajectory 2 as the “no-
shock” traffic (i.e., traffic is slow but smoothly moving)
and “one-shock™ traffic (i.e., traffic is slow and uncer-
tain), respectively.

In our simulation, V™ 3" and 4" are set to 15m/s

(33.55mph), 3m/s* and —5m/s>. Besides, tj,,, £, 57,

1

and 7T, are set to 1.6s, 0.2, 4.7m, and 10 steps. Af. and

At are 0.1s and 0.01s. The sensing rate of Radar, GPS,
wheel-speed sensor, and accelerometer are 50 Hz, 20 Hz,
100 Hz, and 100 Hz, respectively. The distance gap and
relative velocity measurement errors (i.e., standard devia-
tion) of Radar are 0.3 m and 0.25m/s. The location, velo-
city, and acceleration measurement errors of GPS are
0.2m, 0.1 m/s, and 0.08 m/s>. The velocity measurement
error of the wheel-speed sensor is 0.3 m/s. The accelera-
tion measurement error of the accelerometer is 0.1 m/s>.
The location, velocity, and acceleration measurement in
the BSM data has the same error as the GPS sensing
data.

The string stability is analyzed in both the time
domain and frequency domain. In relation to frequency
domain analysis, this section uses the magnitude of spac-
ing error string stability transfer function (Equation 42)
as an indicator of the stability performance (21). E;(jw) is
the Fourier transform of the spacing error ¢;(k) calcu-
lated by Equation 41.

ei(k) = Li_1(k) — Li(k) — v;(k) X tj, — s™™ (41)

o)) = |20 @)

Benefits of Intent-Sharing

This experiment compares the performance without and
with intent-sharing on different traffic conditions. In no
intent-sharing case, we simply assume the preceding vehi-
cle to drive at constant velocity. Figure 8 shows the time-
domain profile and frequency-domain plots of the
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Figure 8. Performance without and with intent-sharing under no-shock traffic condition.
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Figure 10. Maximum absolute relative velocity without and with intent-sharing under various traffic conditions: (a) no-shock traffic

condition and (b) one-shock traffic condition.

vehicles under no-shock traffic. The purple line repre-
sents IPCV, the red line represents the leading CAV, and
the pink lines represent the following CAVs. From
Figure 8, the platoon is unstable without intent-sharing.
The perturbation of the downstream traffic is amplified
along the string. The amplitude of the transfer function
increases along the string significantly, meaning that the
spacing error is amplified. On the other hand, when we
adopt intent-sharing, the platoon is stable. The

perturbation from the downstream traffic is attenuated
along the string. From Figure 9, when there is no intent-
sharing, the platoon is unstable. The transfer function
amplitude of vehicle 3 is very large, meaning that the
spacing error is greatly amplified. In contrast, when there
is intent-sharing, the platoon remains stable. The pertur-
bations from the downstream traffic are attenuated.
Figure 10 shows the maximum absolute relative velocity
of every following CAV. In both traffic condition
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(a) no-shock and (b) one-shock.

scenarios, the maximum absolute relative velocities
increase dramatically along the string when there is no
intent-sharing. On the contrary, the maximum absolute
relative velocity of every following CAV is smaller than
that of its preceding CAV when intent-sharing is applied.

Benefits of the Real-Time Current Driving State
Prediction for Delay Compensation

This experiment compares the performance without and
with driving state prediction for delay compensation of
sensing, communication, and computation. In the no-
prediction case, we directly use the latest observed sen-
sing data as the initial conditions in the MPC algorithm.
We set GPS delay as 0.06s, Radar delay as 0.01s, and
communication delay as 0.06s. We calculate Root Mean
Square Error (RMSE) for the six states in Equation 43.
X; can be any of the six states from the MPC model. x; is
the ground truth value of any of the six states.

2
\/,1 Dm0

RMSEs of the vehicle states without and with predic-
tion are shown in Figure 11. The RMSEs of all predicted
states are smaller than those of the no-prediction states.
This validates the capability of the real-time driving state
prediction model in providing more accurate vehicle states.

Figures 12 and 13 show the stability performance
without and with prediction under no-shock traffic and
one-shock traffic. We can see a lot of ripples in the accel-
eration plot and spacing error plot of vehicles without

RMSE (x

Root mean square error (RMSE) of the vehicle states without and with prediction under various traffic conditions:

prediction. In contrast, there are no ripples in the accel-
eration and spacing plot of the vehicles when prediction
is used. This shows that the predicted current driving
state leads to a smoother control. From the perspective
of the frequency domain, sensing error would increase
the magnitude at some frequencies (22). The amplitude
without prediction is much larger than 1. This indicates
that vehicles without the prediction model would signifi-
cantly amplify the spacing error in some frequency bands.
In contrast, the proposed prediction model is effective in
attenuating the spacing error from the preceding vehicle.
Therefore, the prediction model can not only smooth the
control but also improve the string stability.

String Stability by Varying Sensing Delays

We evaluate the string stability of the proposed model
given different sensing delays. The values of sensing
delay in different scenarios are given in Figure 14.
Communication delay, actuator lag, and computation
delay are 0.06s, 0.5s, and 0.01s, respectively. From
Figure 14, the proposed framework can ensure good sta-
bility performance for GPS delay no larger than 0.22s
and Radar delay no larger than 0.03s under no-shock
traffic. When there is one shock, the platoon is still stable
in small and medium delay. However, in the large delay
scenario, the amplitude of vehicle 5 is much larger than
its preceding vehicle in some frequencies. This indicates
that the stability performance declines when the sensing
delay is large. Based on our findings, the proposed
framework can ensure good stability performance for
GPS delay no larger than 0.16s and Radar delay no
larger than 0.02s under one-shock traffic. According to



Tan and Zhang

300 Distance ) Acceleration Spacing Error Frequency Response
‘ Vehicle 0 - s
700 ‘ Vehicle 1 Vehicle 1
chicle 1
5 600‘> Vehide s Vchiclczl 6 4
g chicle
Es00 ) Vehicle 3 )
Without 2 0! Ve Vehicl 4| £ :
Tthou E 400" Vehicle 4 ehicte l N
s 2300 Vehicle 5 - Vehicle 3 < 2
rediction ; )
p 200 Vehicle 6 Vehicle 6 { 0 I
100 Vehicle 7 Vehicle 7 | 0
0 10 20 30 40 50 60 0 10 20 30 40 50 60 0 20 40 60
Time (s) Time (s) Time (s) Frequency (hz) Vehicle Index
(a-1) (a-2) (a-3) (a-4)
300 Distance Acceleration Spacing Error Frequency Response
Vehicle 0 45
7o Vehicle 1 - - Vehicle 1 1 4
B 600 icle 3.5
g Vehicle 2 Vehicle 2 4 5
E5500 Vehicle 3 Vehicle 3 | ER :
With 8 ) 27 25
1 g§400 Vehicle 4 Vehicle 4 =53
Z £ 2
i A 300 Vehicle 5 Vehicle § <
rediction 15
P 200 Vehicle 6 Vehicle 6 f ol f ]
[
100! Vehicle 7 - Vehicle 7 ¢ — i 03
0 10 20 30 40 50 60 0 10 20 30 40 50 60 0 20 40 60 5 . -
Time (s) Time (s) Time (s) Frequency (hz) Vehicle Index

Figure 12. Stability analysis without and with prediction under no-shock traffic condition.
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Figure 13. Stability analysis without and with prediction under one-shock traffic condition.

Figure 15, for all scenarios, the maximum absolute rela-
tive velocities decrease along the string. The results of all
scenarios seem string stable in the time domain, whereas
it is not the case in the frequency domain.

String Stability by Varying the Communication Delay

This section evaluates the stability of the proposed
framework given different communication delays, which

are 0.06s, 0.14s, and 0.22s. According to Figure 16, the
proposed framework can ensure stability for communi-
cation delay no larger than 0.22 s under no-shock traffic.
In the one-shock traffic case, when the communication
goes up to 0.22s, the amplitude of the last following
CAYV becomes very large. Thus, the proposed framework
can ensure stability for communication no larger than
1.4s under the one-shock traffic condition. The results in
the time domain shown in Figure 17 are very similar.
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Figure 15. Maximum absolute relative velocity with different sensing delays under various traffic conditions: (a) no-shock traffic

condition and (b) one-shock traffic condition.
Note: GPS = global positioning system.

However, in the frequency domain, we can see noticeable
differences in different scenarios.

String Stability by Varying the Actuator Lag

This section evaluates the string stability of the proposed
framework given different vehicle actuator lags, which

are 0.5s, 0.6s, and 0.7s. By Figure 18, in the no-shock
traffic case, as the actuator lag increase, the amplitude of
vehicle 3 becomes extensive. However, the amplitudes of
the rest of the following CAVs are still close to 1. This
means the perturbation from vehicle 3 does not propa-
gate along the string. Thus, the proposed framework
can remain stable for actuator lag no larger than 0.7s in
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Figure 16. Stability analysis with different communication delays under various traffic conditions.
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Figure 17. Maximum absolute relative velocity with different communication delays under various traffic conditions: (a) no-shock traffic
condition and (b) one-shock traffic condition.

no-shock traffic. Likewise, it can ensure stability for
actuator lag no larger than 0.6s in the one-shock traffic
condition. The results in the time domain shown in Figure
19 are again very similar, but we can see a noticeable dif-

ference in the frequency domain figures in Figure 18.

String Stability by Varying the Computation Delay

We measure the string stability under different computa-
tion delays, which are 0.02s, 0.06s, and 0.14s. From
Figure 20, in the no-shock traffic case, the amplitudes of

vehicle 3 reduce to around 1 for frequency larger than
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Figure 18. Stability analysis with different actuator lags under various traffic conditions.
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Figure 19. Maximum absolute relative velocity with different actuator lags under various traffic conditions: (a) no-shock traffic condition
and (b) one-shock traffic condition.

close to 1 for frequency larger than 1 Hz, which means
the platoons work well in attenuating high-frequency
perturbations. When computation delay is 0.14s, the

2 Hz, which means it can ensure stability for computa-
tion delay no larger than 0.14s under no-shock traffic.
In the one-shock case, the amplitudes of all vehicles are
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Figure 20. Stability analysis with different computation delays under various traffic conditions.
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Figure 21. Maximum absolute relative velocity with different computation delays under various traffic conditions: (a) no-shock traffic
condition and (b) one-shock traffic condition.

spacing error from vehicle 6 propagates to vehicle 7. the maximum absolute relative velocities decrease
So, the proposed framework can ensure stability for along the string. The results are very similar in the time
computation delay no larger than 0.06 s under the one- domain whereas they are different in the frequency

shock traffic condition. By Figure 21, for all scenarios, domain.
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Conclusions

In this paper, we propose a real-time predictive distribu-
ted CACC control framework for CDA of a fleet of
CAVs to address the time delays and actuator lag issues.
The framework uses a Kalman Filter-based real-time
current driving state prediction model to compensate for
the delays of sensing, communication, and computation.
It provides a more accurate initial condition to the real-
time MPC model with actuator lag. Intent-sharing via
V2V communication is used in this framework with the
distributed CACC communication topology. Numerical
experiments shows that intent-sharing can improve string
stability. Experiments on delay compensation by the
real-time current driving state prediction model validate
the capability of the proposed real-time driving state pre-
diction model in providing more accurate driving states
as the initial conditions in the MPC-based CACC con-
troller. String stability is observed under the slow but
smoothly moving traffic (i.e., without shocks). The maxi-
mum tolerable delays and actuator lag are also provided
under traffic oscillations (i.e., traffic shocks).
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