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usually require specifying several values of input parameters obtained from experimen-
tal data, characterized by high uncertainty levels due to biological variation. This situa-
tion is evident for models that simulate the transmission of vector-borne diseases such as
dengue, our case study. Therefore, treating and modeling this uncertainty is essential to

Keywords:

Uncertainty ensure the robustness of designed models. For this, we propose to model the uncertainty
Interval analysis through interval analysis by representing the input parameters and initial conditions by
Dengue transmission model real closed intervals in the forward problem. This approach has the advantage of making a

minimal number of assumptions concerning uncertainties, unlike the traditional methods
(probabilistic and fuzzy). To illustrate the performance of this methodology, we consider a
coupled ODE system of seven state variables and nine parameters, representing the trans-
mission of Dengue between host-vector populations. Additionally, to enhance the use of
the numerical method utilized for solving the system, the uncertain quantities (parame-
ters and initial conditions) are determined based on the results of (i) the sensitivity anal-
ysis of Ry, (ii) the structural identifiability analysis of the model, (iii) the characteristics
of the available information about mosquito population, and (iv) dengue incidence data in
two municipalities in Colombia, Itagiii and Neiva, during the outbreaks in 2016. We believe
that the methodology proposed here to select and incorporate uncertainty in epidemiolog-
ical models through interval analysis is widely applicable to other phenomena and models
in science and engineering.
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1. Introduction

Uncertainty is present in any process of measuring and obtaining information that is required to explain a real phe-
nomenon. One source of uncertainty may be the lack of knowledge about the phenomenon studied, to determine which
characteristics will be considered and which to ignore within the modeling. Other sources include the impossibility of ob-
taining measurements of some relevant factors, collecting information over long time periods, etc. [1].

In the case of vector-borne diseases such as west nile virus, malaria, zika, and dengue, there is uncertainty due to the
inability to accurately and reliably measure transmission rates, vector populations, and the recovery rate in humans. Usually,
these characteristics are included in the modeling process as parameters or initial conditions. This information is necessary
to build more reliable models that allow us to understand the dynamics of this type of disease and thus be able to propose
appropriate control strategies. However, in contrast to some sciences where it is possible to carry out several experiments
to obtain information and test hypotheses, such experiments are often impossible, unethical or expensive when modeling
the spread of infectious diseases in human populations [2]. For instance, even when we perform experimental assays with
vector populations, these experiments involve imprecision, some degree of approximation, or uncertainty to various degrees,
since it is not possible to include in the laboratory all external aspects involved in the development process. As an example,
consider an experiment where three replicas with vector population are carried out. Suppose that each experiment starts
with 100 eggs, and we want to measure the percentage of eggs hatching for this vector population. This measure may be
stated in different ways as follows: (a) between 86 and 92 percent, (b) about 89 percent, or (c) has a mean value of 89 and
a standard deviation of 2 percent and follows a normal distribution. Depending on the nature of imprecision, the analysis
of the system can be conducted using interval analysis, fuzzy theory, or a probabilistic approach [3,4].

According to the type of information obtained from these experimental assays, we consider that, for transmission of
vector-borne diseases, an efficient and reliable way to account for uncertainty is through interval analysis. Unlike appli-
cations based on probability and fuzzy theory, interval analysis does not attempt to infer an uncertainty structure of the
model-output based on an uncertainty structure assumed for model-input.

Here, we determined dengue transmission as our case study based on the availability of information on new dengue
cases, reported weekly, and the results of experimental assays with the local population of mosquitoes, allowing us to es-
tablish the initial ranges for human initial conditions and parameters of development stages of the vector. Because of the
high epidemiological, social, and economic impact of dengue transmission throughout diverse tropical countries [5,6], it is
relevant to evaluate different levels of uncertainty in the parameters and the initial conditions that have the primary role in
the production of new outbreaks.

To solve the ODEs that handle interval-valued uncertainties in the parameters and initial conditions, we use VSPODE
(Validating Solver for Parametric ODEs), although other software is available, such as AWA, COSY INFINITY, and VNODE.
However, to our best knowledge, VSPODE is the only one capable of explicitly handling the uncertainty in the parameters
without increasing the dimensionality of the ODEs [7-9]. Nevertheless, in this work, we observe some computational lim-
itations to obtain verified solutions when considering all the parameters and initial conditions for the proposed model to
be uncertain. For this reason, it is necessary to perform additional analyses of the model to reduce the dimensionality of
the number of uncertain quantities to be included. Specifically, in this study, the uncertain quantities (parameters and ini-
tial conditions) are selected based on the sensitivity analysis results on Ry, the local structural identifiability analysis on
the model, and the characteristics of the available information. Finally, to illustrate the execution of this methodology, we
consider a dengue transmission model of seven states.

2. Background

This section presents the definitions and concepts necessary to establish the notation used in the document so that the
paper is self-contained.

2.1. Interval analysis

Interval-arithmetic is largely attributed to Ramon Moore in the 1960s; he developed it to rigorously account for rounding
errors linked to mathematical calculations: The object on which this theory is constructed is the set of closed intervals in
R.

I={X=[xX][x<XAXxXeR}

This definition can be extended in a natural way to n-dimensional real interval vectors, Z" as X = [ X, ..., X, |7, where X; =
[x;,%;] and n > 1. An n-dimensional interval vector can be interpreted geometrically as an n-dimensional rectangle or box.
For X and Y € 7 is possible to define the basic arithmetic operations according to X oY = {xoy|xe X,y €Y}, o € {+, —, %, =},
where we require 0 ¢ Y for division' Additionally, addition and multiplication in Z are associative and commutative, but only
subdistributive: (X * (Y +Z) € (X*Y) + (X xZ)). The interval [0,0] plays the role of neutral element in addition, while the

1 Division is extended in various ways to remove this restriction; see, for example [10].
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interval [1,1] has the same role for multiplication. In general, for an arbitrary interval X, there exists neither an additive nor
multiplicative inverse, that is, X —X =0 and X = 1/X = 1 are not satisfied. Furthermore, the result of evaluating an interval
expression always contains the set of all values of the expression generated by allowing the arguments of the expression to
range over all values in the specified intervals. Ways of rewriting the expression that are equivalent in real arithmetic are
not equivalent in interval arithmetic; for example, matrix multiplication is not associative.

An interval-valued function F can be defined as an extension of a real valued function f, if for degenerate intervals,
that is, intervals of the form [a, a], F([x,x]) = f(x). Moreover, for a real function f: R" — R we can use interval arithmetic
to bound the range of f over an interval X, replacing all the occurrences of x by X, to obtain f(x) ={f(x)|xe X} < f(X).
A challenge in particular applications is to choose the form of the expressions or computation order for f to obtain the
narrowest possible interval extension f(X). For details, consult introductions to interval computations, such as Moore et al.
[11] or Ackleh et al. [12, Section 1.3].

Finally, if we consider the metric

duy(X.Y) = max{[x-y|.

x-y1}.
where X = [x,X] and Y = [y, y] €Z, it is possible to define all the elements of local analysis, such as limits, sequences, conti-
nuity, convergence, weak differentiablility, and integrability over Z. With this we have all the tools to formulate differential
equations in Z [11].

The main drawbacks when using interval analysis are the dependency problem and the wrapping effect. The dependency
problem occurs when there is more than one occurrence of the same variable in the expression for a function. The wrapping
effect appears when, in intermediate computation steps, the result is not an interval or box, and it is necessary to enclose
the result in an interval or box [13].

2.2. Taylor models

One way to handle the overestimation caused by the dependency problem and the wrapping effect is through the appli-
cation of the Taylor model methods developed by Berz et al. [14-16], combining interval arithmetic with symbolic compu-
tations. To apply these methods, we have to consider Taylor expansions and an enclosure for the remainder.

Formally, consider a function f:D c R® — R that is (n+ 1) times continuously partially differentiable. A Taylor model
for a function f that is (n+ 1) times continuously partially differentiable is given by T = (P,e) = P + e where P denotes the
n-th order Taylor polynomial of f around the expansion point x5 € D and e is a small bounding set for the remainder of this
approximation:

f(x) — P(x — xp) € e, ¥x € D where xq € D.

In this paper, P and e are obtained by a truncated Taylor series.
3. Materials and methods

This section introduces the tools that we use to address the objective of this paper. To avoid making assumptions about
the probability distribution that the parameters and initial conditions follow, we included uncertainty in the parameters and
initial conditions through interval analysis since it is consistent with the type of available information for the phenomenon
that we consider here (see Tables 3 and 4). In this manner, the modeler can calculate model solutions for parameter ranges
instead of a single parameter value.

To compute mathematically and computationally guaranteed enclosures on the possible trajectories solutions of the sys-
tems given by (1) when the uncertain quantities (parameters and initial conditions) are given by real closed intervals, we
use the VSPODE software (see Section 3.1). However, because of the wrapping effect, we catch excessive points in the solu-
tion enclosure at each integration step. Thus, this enclosure may eventually explode [17]. Some possible causes of this effect
are the number of uncertain quantities considered as intervals, the width of these intervals, and the integration interval.
Therefore, we design a strategy to reduce the number of uncertain quantities based on sensitivity and identifiability analy-
sis results to address these difficulties. In particular, to reduce the number of uncertain parameters included in model (4),
we performed a local sensitivity analysis on Ry and a locally structural identifiability analysis of model (4). These analyses
allow us to determine which parameters had more influence in the occurrence of new dengue cases, and by fixing the less
important parameters, we reduced the parameter dimension space.

3.1. Solution procedure

In this work, as in Lin and Stadtherr [8], Enszer and Stadtherr [18], we consider systems of ordinary differential equa-
tions given by the following formulation:
x(t) = f(x.0), X(to) = Xo. (1)
where t € [tg, t;], t; > tg, and 6 € © is the m-dimensional vector of parameters. The variables x and xo are n-dimensional
vectors of state variables and initial conditions, respectively. In addition, ® and X; are interval vectors that represent the
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Table 1
Elasticity expressions for Ry. In the third column, we find how we rewrite these expressions to avoid the depen-
dency problem in computation with intervals.

Elasticity ~ Expressions with the dependency problem  Expressions for avoiding the dependency problem

e 0.5 0.5
R
&g 0.5 0.5
gho Mm 1
O 2(Om + fm) 2(1+%>
m
gho M 1
Oh 20, +
O + n) 2(1 . %)
h
Ro Hm ( 9,") 1 1
Elim 5 \2tt - -
2(9m+Mm) Mm <]+0l> 2(1;7:+1)
m
o I ¢ N _;
Vh 2 +
(Vn + ten) 2(] N %>
h

enclosures of the uncertainties in the parameters and initial conditions, respectively. Also, we assume that f : R" x RP — R"
is k—1 times continuously differentiable with respect to x and g+ 1 times continuously differentiable with respect to 6,
where ¢ is the Taylor model order.

To solve (1), we applied the method proposed in Lin and Stadtherr [8] which was implemented by the authors in the
VSPODE software (Validated solutions of initial value problems for parametric ODEs). We briefly describe the method here;
for more detailed information, we refer to Lin and Stadtherr [8].

First, consider a sequence of values ty < t; < ... < tm with step size hj =t;,; —t; at the (j+ 1)th integration step, j =
0,1,...,m— 1. A solution to the IVP

X(t) = f(x.0), X(tj) = x;
is given by
X(t; tj,Xj, @) = {X(t; tj,Xj,e) |Xj EXj, 0 e @}

In algorithms to solve (1), each integration step is divided into two stages. The first stage consists of validating the existence
and uniqueness of the solution, while the second stage consists of computing a tighter enclosure.

3.1.1. First stage

The goal in the first stage is to find a step size h; =t;,; —t; > 0 and an a priori enclosure )?]- of the solution such that
a unique solution x(t;t;, x;,0) is guaranteed to exist for all t € [t,t;,], all x; € X; and all 6 € ®. For this purpose, the
algorithm uses Interval Taylor Series (ITS) with respect to time. The uniqueness of the solution x(t; t;, x;,6) is proved by
using the Picard-Lindeldf operator and the Banach fixed-point theorem [9].

To compute the enclosure )?j, VSPODE uses high-order enclosure methods based on using many terms in the Taylor series.
In this way, it is possible to determine h; =t;,; —t; and )?j such that

k-1
X; =10 ] Fll(x;, ©) + [0, by FFH (X0, ©) < XD, (2)

i=0
where (X;); = Flil (Xj, ©®) are the interval extensions of the Taylor coefficients? for xj € Xj and 6 € ©. One of the advantages

of considering more terms in the Taylor series is that it is possible to consider larger step sizes, unlike first-order enclosure
methods (constant enclosure methods).

3.1.2. Second stage
The goal in the second stage is to compute a tighter enclosure X;, 4 such that X; ; € X;. In VSPODE this is done by using
ITS to compute a Taylor model Tfm = flil (ij, Ty) which depends on the initial conditions (xo) and parameters (8). For the

2 The jth Taylor coefficient evaluated at t; is denoted by (x;); = %
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Fig. 1. Diagram of the dengue transmission model. Subscript s, e, i, and r indicate susceptible, exposed, infected, and recovered, respectively. H represents
human and M represent female mosquitoes.

Taylor model computations, the interval initial states and parameters are represented by the Taylor models

XOiETin =m(Xo,) + (xo —m(Xp,)) +[0,0], i=1,...,n
GiETQi =m(®;) + (6; —m(©;))+[0,0], i=1,...,p.

Then, it is possible to determine Taylor models Tfm of the ITS coefficients f[i](xj, 6) by using remainder differential alge-
bra (RDA) [19] to compute Tf[,-] = f[i](ij, Ty). To reduce the overestimation produced due to interval dependency and the
continuous growth of the remainder in each integration step, we use Taylor models Tf[,»] and the mean value theorem to

compute the enclosure for each coefficient fIi] (x;,0) for the ITS of x;, ;. Thus, we obtain the Taylor model Tijn for xj,4 in
terms of the uncertain quantities 6 and x;. Finally, to control the wrapping effect, the state enclosures are propagated using
a new type of Taylor model. This new Taylor model consists of a polynomial and a remainder bound represented by an
n-dimensional parallelepiped.

3.2. Mathematical model: dengue transmission

The model developed here is based on the one given in Lizarralde-Bejarano et al. [20], which can be interpreted as a
reduction of the model introduced in Lizarralde-Bejarano et al. [21]. Here, the female mosquito population M is divided
into three compartments: susceptible (M), exposed (M,), and infected (M;). Moreover, we allowed the size of the mosquito
population to change over time. Also, we captured the behavior of the aquatic phase of the vector population (A) in one
parameter, A, which is interpreted as the recruitment rate. To establish an appropriate biological range for this parameter,
we define

A = fymA® (3)

with A* =C(1 —1/Rm) and Rm = o fVm/(tm(Ym + La)), Where C represents the carrying capacity of the environment, ym
represents the transition rate from the aquatic phase to the adult phase, p represents the effective per capita oviposition
rate, f represents the fraction of female mosquitoes hatched from all eggs, and wu, and wn, represent the mortality rates
of the aquatic and adult phases, respectively. Moreover, Ry, is interpreted as the number of secondary females produced by
only one female (the offspring), and A* is the equilibrium value of the aquatic phase in which mosquitoes are present. By
this definition of A, we take into account parameters that describe the development stages of the vector.

The size of human population H is considered constant with respect to the per capita mortality rate (uy), and is divided
into four compartments: susceptible (Hs), exposed (H.), infected (H;), and recovered (H;).

In both populations, the flow from the susceptible to exposed compartment depends on the proportion of infected in
each population (H;/H and M;/M) and the transmission coefficients (8, and Bn). Here, we assumed the transmission co-
efficients to be the product of the mosquito’s biting rate and the transmission probabilities. Once extrinsic and intrinsic
incubation periods are completed, the exposed mosquitoes and humans become infected at a rate of 6, and 6, respec-
tively. Finally, infected humans recover at a rate of )}, while mosquitoes remain infected for the rest of their lives [22].
Fig. 1 shows all transitions described above.
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Based on the above assumptions, the flow of individuals from one compartment to another is described by the following
system of differential equations:

dé‘fs —A- ﬁm%Ms ~ mMs
e B, — O+ M,
dcll\fi = OmMe — mM;

% - ‘Bh%Hs — (O + ) He
% = OpHe — (i + tn)H;

% = ynH; — ppHr

3.3. Basic reproductive number

The Basic Reproductive Number (Rj), is defined as the expected number of new cases of an infection produced by a
typical infected individual in a wholly susceptible population over the full course of the infectious period [23]. In mathe-
matical epidemiology, this number is one of the most important concepts, since it is a threshold parameter that helps us to
determine if the disease dies out (Ry < 1) or if the disease persists (Rg > 1).

Our outcome of interest is to evaluate the most relevant parameters in the production of new dengue cases. To do
so, we derived an expression for Ry applying the Next Generation Matrix (NGM) [24] to model (4) around the disease-free
equilibrium point, Ms = M,Hs = H, and M, = M; = H. = H; = H, = 0.

_ ﬂmem ﬂheh
Ry _\/Mm(9m+ﬂm) On + tn) (Vi + Hn) )

This expression gives us the geometric mean between the number of secondary infections of all sub-populations considered
in each model, where the two components represent the number of infected mosquitoes and humans in the next generation,
respectively.

To determine which parameters have more influence in the occurrence of new dengue cases, we calculate the elasticity
of Ry with respect to each parameter « € {Bm, By, Om, O, im, ¥y} The elasticity is given by

ERO _ %ﬁ ~ %ARO
“« oo Ro %At

(6)

The elasticities give the percentage change in Ry in response to 1% increase in the parameter «. When sfﬂ > 0, that means
that Ry increases with o/; when eff’ < 0 that means that Ry decreases when « increases [25]. For instance, in Table 1, the fact
that 8R?n = 0.5 means that 1% increase in B, will produce 0.5% increase in Ry. We summarize all the elasticity expressions
for Ry in Table 1:

3.4. Structural identifiability analysis

Structural identifiability analysis of a model can be interpreted as a way to determine if it is possible to uniquely recover
the best model parameters if the data is assumed to be noise-free [26]. This analysis is only based on the model structure,
and is independent of the accuracy of experimental data.

Formally, we say that a system (1) is globally identifiable if for any two parameter vectors #; and 6, in the parameter
space,

fx(©).01) = f(x(t).62) (7)

holds only if 6; = 05, where f(x(t),0;) and f(x(t),8,) are the solution trajectories for 6; and 0,, respectively. If the Eq. (7) is
only satisfied for any 6; and 6, within an open neighborhood of some point 8* in the parameter space, we say the sys-
tem (1) is locally identifiable (definitions taken from Miao et al. [27]).

Different approaches have been proposed to test if a model is structurally identifiable; among these are the direct test,
differential algebra, Laplace transform, implicit function theorem, the application of Taylor series, profile likelihood, and output
sensitivities. These approaches are reviewed in more detail in Miao et al. [27], Chis et al. [28].
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Fig. 2. (a) shows the reported dengue cases from epidemiological week 51 of 2015 to epidemiological week 6 of 2017 for Itagiii. (b) shows the reported
dengue cases from epidemiological week 38 of 2016 to epidemiological week 9 of 2017 for Neiva.

Table 2
Parameters used to define the ranges of the recruitment rate (A) in (3) for Itagiii and Neiva, their biological description, their range of values
per day and their range of values per week.

Param. Meaning Itagiii ranges per Neiva ranges per
day week day week
] Effective per capita oviposition rate [12,60] [12,240] [14,29] [14,128]
C Carrying capacity of the environment [6400,95,000] [6400,95,000] [6400,95,000] [6400,95,000]
Vm Transition rate from the aquatic to the adult phase [0.11,0.13] [0.77,0.88] [0.11,0.13] [0.77,0.88]
Ia Mortality rate in the aquatic phase [0.001,0.027] [0.008,0.19] [0.015, 0.028] [0.11,0.19]
f Fraction of female mosquitoes hatched from all eggs  [0.39,0.51] [0.39,0.51] [0.32,0.45] [0.32,0.45]
Um Mortality rate in the adult phase [0.011,0.016] [0.008,0.25] [0.02, 0.027] [0.14, 0.45]
A Recruitment rate [273, 6297] [1779, 42, 612] [223, 5550] [1454, 37, 529]

3.5. Data and parameter values

We consider data from the 2016 dengue outbreaks in the municipalities of Itagiii (Antioquia, Colombia) and Neiva (Huila-
Colombia). The outbreak in Itagiii lasted 60 epidemiological weeks,> beginning in epidemiological week 51 of 2015 (with 10
reported cases) and ending in epidemiological week 6 of 2017 (with 4 reported cases). The total number of dengue cases
reported during this period was 2915 (see Fig. 2(a)). The outbreak in Neiva lasted 27 epidemiological weeks, beginning in
the epidemiological week 38 of 2016 (with 16 reported cases) and ending in the epidemiological week 12 of 2017 (with 5
reported cases). The total number of dengue cases reported during this period was 687 (see Fig. 2(b)). The information on
the reported dengue cases was obtained from the National Public Health Surveillance System (SIVIGILA by its Spanish initials)
(http://portalsivigila.ins.gov.co/sivigila/documentos/Docs_1.php).

To define the biological ranges for the transition rate from the aquatic phase to the adult phase (yy,), the mortality rates
of the aquatic and adult phases (u, and um, respectively), the effective per capita oviposition rate (p), and the fraction of
female mosquitoes hatched from all eggs (f), we consider the maximum and minimum values from the results of life tables
created from experiments performed in the BCEI laboratory (Grupo de Biologia y Control de Enfermedades infecciosas de
la Universidad de Antioquia) between 2017 and 2019, with mosquito populations of Aedes aegypti of Itagiii and Neiva. For
a deeper description of the experimental protocol, we refer the reader to Lizarralde-Bejarano et al. [21]. Then, we applied
interval arithmetic [11] to compute the range of the recruitment rate (A) in (3) for each municipality. However, we extend
intervals for mortality rate (un,) since these ranges were calculated under experimental conditions and did not consider
external factors (as fumigation) that can increase it. The biological interpretations of these parameters and their ranges for
each municipality are summarized in Table 2.

Ranges of values for intrinsic incubation period (6}), extrinsic incubation period (6;;), and recovery rate (y}) were calcu-
lated considering the average duration of each period (1/6,, 1/6i), and (1/y;,) according to Organization et al. [30]. Ranges
for parameters are summarized in Table 3.

3 An epidemiological week is simply a standardized method of counting weeks to allow for the comparison of data year after year. The first epidemio-
logical week of the year ends, by definition, on the first Saturday of January, as long as it falls at least four days into the month. The epidemiological weeks
change year by year [29].
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Table 3
Parameters used in the simulations of model (4) for Itagiii and Neiva, their biological descriptions, their range of values per day and
their range of values per week.

Param. Meaning Itagiii ranges per Neiva ranges per

day week day week
A Recruitment rate [273, 6297] [1779,42612]  [223,5550] [1454,37529]
H Size of human population 248,036 248,036 324,466 324, 466
Mm Mortality rate in the adult phase [0.011,0.016] [0.008,0.25] [0.02,0.027]  [0.14, 0.45]
L Birth and death rate for human population 0.000032 0.00023 0.000015 0.00011
Bm Transmission rate from human to mosquito [0,4] [0,4] [0,4] [0,4]
B Transmission rate from mosquito to human [0,4] [0,4] [0,4] [0,4]
Om Transition rate from exposed to infected mosquito [0.08,0.13] [0.58,0.88] [0.08,0.13] [0.58,0.88]
6 Transition rate from exposed to infected human [0.1,0.25] [0.7,1.75] [0.1,0.25] [0.7,1.75]
Vh Recovery rate [0.07,0.25] [0.5,1.75] [0.07,0.25] [0.5,1.75]

Table 4

Initial conditions used in the simulations of model (4) for Neiva and Itagiii, their biological de-
scriptions, and their range of values.

Initial condition =~ Meaning Itagiil Neiva

M;(0) For susceptible mosquitoes [0, 5,000, 000] [0, 5,000, 000]

M. (0) For exposed mosquitoes [0,200] [0,200]

M;(0) For infectious mosquitoes [0,200] [0,200]

H;(0) For susceptible humans [198,429,247,912]  [259, 573, 324, 294]
H.(0) For exposed humans [21,84] [27,108]

H;(0) For infectious humans [10,40] [16, 64]

H:(0) For recovered humans [0, 49, 576] [0, 64, 850]

The information about the size of human population for each municipality was taken from the National Administrative
Department of Statistics (DANE by its Spanish initials). We establish the following initial conditions for the model defined
in (4) for the total human population; we used sizes of 248, 036 and 324, 466 as recorded for the urban area of Itagiii and
Neiva in 2016, respectively. The range for the susceptible human population at the epidemic’s beginning was between 80%
and 100% of the total population. The initial condition for infected human populations was defined as the number of cases
reported at the epidemic’s beginning. At the same time, the lower bound for the initial condition for the exposed human
population was defined as the totality of reported cases in the second and third epidemiological weeks by taking into
account the time between the onset of symptoms of dengue disease and the infected mosquito bite. The upper bound for
these initial conditions was established by considering the under-reporting, which can affect up to 75% of the total number
of cases occurring anywhere dengue transmission occurs [31].

For the mosquitoes population, we assumed up to 20 susceptible mosquitoes per person for Itagiii and 15 susceptible
mosquitoes per person for Neiva based on entomological findings for these municipalities [32]. The ranges for exposed
and infected mosquitoes were considered higher than the total number of exposed and infected humans at the epidemic’s
beginning because of the unavailability of more specific information. Ranges for the initial conditions of Itagiii and Neiva
are summarized in Table 4.

4. Results

Dengue transmission modeling is subject to multiple sources of uncertainty. Here we focus on: (i) including uncertain
parameters and uncertain initial conditions to obtain robust solutions that consider the possible errors in the information
measurement and digitization processes, and (ii) managing the numerical errors (truncation errors and rounding errors)
associated with computing the numerical solutions of system (4).

4.1. Local sensitivity analysis of Ry

The elasticity ranges for each municipality are summarized in Table 5. These ranges were computed using interval arith-
metic, as explained in Moore et al. [11]. Note that sg‘r’n and 522 always are equal to 0.5, while the other elasticities depend on
parameter values. It is worth mentioning that these ranges enclose all the values produced by any combination of parameter
values. For example, the ranges obtained for both expressions of sﬁ‘,’n for Itagiii contain the values of any combination of
Om €0.58,0.88] and um, € [0.008,0.25].

To illustrate how the dependency problem can affect the width of the function range we are computing, we use both
expressions presented in Table 1. For instance, the difference between the ranges calculated for aﬁ?ﬂ and 852 using both
expressions are rather noticeable and show the necessity of rewriting these to reduce the number of occurrences of the
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Table 5

Elasticity ranges per week of R, for Itagiii and Neiva.

Applied Mathematical Modelling 111 (2022) 739-752

Itagiil ranges

Neiva ranges

with dependency

avoiding dependency

with dependency

avoiding dependency

Ro

e 05 0.5 0.5 0.5
gp 05 0.5 0.5 0.5
'h
% [0.0035,0.2211] [0.0045,0.151] [0.0526, 0.3125] [0.0686,0.2184]
eg; [65x1073,1.7x10%] [65x1075,1.7x10%] [3.1x107°,79x10°%]  [3.1x107°,7.9 x 1077]
e [-24.762,-0.015] [-0.79, —0.36] [-2.589, —0.173] [-0.86, —0.42]
& [-1.75,-0.143] [-0.5, -0.49] [-1.75,-0.143] [-0.5,-0.49]

parameters [, and Yy, respectively. However, for 82’?, we obtain the same range. This is because the parameter u is

constant, and 6, only occurs once.
Finally, from the ranges shown in Table 5, we conclude that parameters Bm, B, im, and y;, are the most influential in
the occurrence of secondary dengue cases.

4.2. Structural identifiability analysis

To carry out the local identifiability analysis, we use the Identifiability Analysis package in the Mathematica software pro-
vided by the authors of Karlsson et al. [33]. This implementation is based on a probabilistic numerical method of computing
the rank of the identifiability (Jacobian) matrix, where the matrix parameters and initial state variables are assigned random
integers.

For model (4) we found that the parameter A and the initial conditions for susceptible, exposed and infected mosquitoes
are not locally identifiable from the weekly number of reported dengue cases when we fix: (i) the values of human mortality
rate (up,), (ii) the size of human population (H), (iii) the initial condition of infected humans (H;(0) as the lower bound),
and (4) the initial condition of recovered humans as H;(0) = H — Hs(0) — He(0) — H;(0). However, for model (4) to be locally
structurally identifiable, we need to assume or obtain information about at least one of the unidentifiable parameters. This
information corresponds to the minimum necessary for the identifiability matrix to be of full rank.

4.3. Numerical simulations

Henceforth we say that the enclosures obtained in this study are 100% reliable up to the correctness of the input inter-
vals. The simulations aimed to assess the uncertainty levels that can be considered in the parameters and initial conditions
of model (4) to obtain verified solutions for Itagiii and Neiva. To do so, we applied VSPODE, with its default ITS (Interval
Taylor Series) order k = 17 and a default Taylor model order q = 5. We defined the interval of integration for each municipal-
ity according to the duration of the outbreak. For Itagiii the interval of integration was from t = 0 to t = 60 epidemiological
weeks, while the interval for Neiva was from t =0 to t = 27 epidemiological weeks. For simulations, we chose some pa-
rameter values within the biological ranges defined in Tables 3 and 4. These parameter ranges were not estimated, but we
selected them such that the infected human trajectories could be contrasted with the reported dengue cases.

According to Table 5, for model (4), the occurrence of new dengue cases was more sensitive to the transmission rate
from human to mosquito (Br), the transmission rate from mosquito to human (8;), the recovery rate in humans (y;), and
the mortality rate in mosquitoes (/). Fig. 3 shows the enclosures computed using VSPODE to solve the system (4) for the
infected humans considering uncertainty in these parameters. The trajectory associated with any combination of parameter
values Bm, By, Um, and y, in their respective intervals always stays within the found enclosure. Moreover, it does not
require additional computations unlike Monte Carlo simulations, where multiple trials are necessary to define upper and
lower bounds, and the solutions are not 100% reliable, as was shown by the authors in Enszer and Stadtherr [18] for other
epidemiological models. The Ry range for the parameters values of Fig. 3 was between 0.75 and 0.79 for Itagiii, and between
0.58 and 0.68 for Neiva.

Fig. 4 shows the guaranteed enclosures for the possible trajectories for susceptible and infected humans per week consid-
ering uncertainty in the non-identifiable parameter, A, while, Fig. 5 shows the guaranteed enclosures for the possible trajec-
tories for infected humans per week considering uncertainty in the non-identifiable initial conditions (Ms(0), M.(0), M;(0)).
Note that in these figures, both the recruitment rate values and the mosquito initial condition values were bigger for Neiva
than for Itagiii. These values were consistent with each municipality’s climatic characteristics since, in Neiva, there is a more
significant presence of the Aedes aegypti population [32]. In Fig. 4, we observe that at the end of each municipality’s inte-
gration steps, the enclosures become significantly wider. This occurs when the solution blows up (i.e. that at some point of
the integration process the solution is not bounded due to the wrapping effect). For Itagiii VSPODE breaks down at t = 56,
and for Neiva at t = 25. To avoid that the solution blows up, we can divide the parameter intervals into equal-sized sub-
boxes and then use VSPODE to determine the solution for each sub-box. The final solution enclosure is then the union of all
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Fig. 3. The figure shows in purple the enclosure obtained with VSPODE for the infected humans for Itagiii and Neiva when B, By, 4m, and y;, are given by
intervals. These enclosures contain all the trajectories produced by any parameter combination in the given ranges for each municipality. The black points
represent the number of reported dengue cases per epidemiological week. We overlaid the data on the enclosures to show the possibility of simulating
them when the parameters are intervals. The parameter and initial condition values used for: (a) B, = [0.12,0.125], B, = [2.5, 2.55], um = [0.217,0.22],
v = [1.74,1.75], Ms(0) = 1, 800, 000, M, (0) = 50, M;(0) = 40, H;(0) = 223,000, H.(0) = 21, H;(0) = 10, H,(0) = 25,005, H = 248, 036, 1, = 0.00023, 0, =
0.6, 6, = 1.3, and A =2000. (b) Bn =[0.14,0.16], By =[2.5,2.7], pm =[0.39,0.4], y, = [1.6,1.7], Ms(0) = 3,000, 000, M,(0) = 100, M;(0) = 50, H;(0) =
315,952, H.(0) = 27, H;(0) = 16, H,(0) = 8471, H = 324, 466, u, = 0.00011, 6,, = 0.8, 6, = 1.3, A = 15, 000. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

the enclosures resulting from each parameter sub-box. We illustrate this strategy in more detail in Appendix A where we
consider uncertainty in one parameter and two initial conditions.

Lastly, Fig. 6 shows mathematically and computationally guaranteed upper and lower bounds on the possible trajectories
of infected humans for Itagiii and Neiva when we consider human initial conditions as intervals. This simulation makes
sense since the Colombian surveillance system (SIVIGILA) collects incidence data based on the notification of patients treated
medically. For this reason, the official information does not include asymptomatic cases and other cases of infection that did
not require a visit to health care facilities. Thus, it is impossible to determine the number of susceptible, exposed, and
infected humans in a specific region accurately.

In general, for all the simulations carried out, broader intervals were considered for the parameters and initial conditions
of Neiva since the integration time was shorter than for Itagiii. To consider wider intervals for Itagiii, we can proceed in the
same way that we have mentioned before, to prevent that the solution explodes (see Appendix A).

5. Discussion

This study presents a strategy to include uncertainty in modeling based on ODEs, through the application of interval
arithmetic, structural identifiability analysis, and local sensitivity analysis. To illustrate the performance of these analyses
jointly, we considered as an example a model of seven state variables and nine model parameters that simulates the trans-
mission of dengue diseases (see Eq. (4)).

To define initial intervals for parameters and initial conditions for model (4) with biological meaning, we have: (i) results
from experimental assays with local mosquito populations for each municipality; (ii) the average time for transition from
exposed to infected (mosquitoes and humans); (iii) the average time of recovery rate in humans; (iv) the official information
of new dengue cases per week; and (v) the size of human population for each municipality (see Tables 3 and 4).

For model (4), it was possible to obtain the trajectories with VSPODE since its vector field is sufficiently continuously
differentiable with respect to the state variables and the parameters. Nevertheless, we can just say that the enclosures
obtained with VSPODE are 100% reliable up to the correctness of the input intervals since these were constructed from
measurements. A possible way to address this limitation is by considering wider intervals that do not require so much
precision in the initial assessment. Additionally, it was not possible to consider uncertainty in a larger set of parameters and
initial conditions simultaneously due to overestimation caused by the dependency problem, the wrapping effect, and the
curse of dimensionality [9].

Other methodologies such as Monte Carlo could offer advantages with respect to the number of parameters that can
be considered uncertain. However, they do not guarantee the solutions, as in the case of interval analysis, since there may
be regions of the parameter space not being evaluated in the sampling process. A more detailed comparison was made
in Enszer and Stadtherr [18], where those authors found that the enclosures obtained by using VSPODE are just as narrow
as those obtained by the Monte Carlo analysis. In addition, it was shown that the computational time was significantly
lower in the case of interval analysis than in the case of Monte Carlo simulations for the cases considered in that work.
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Fig. 4. The figure shows the enclosures obtained with VSPODE for susceptible and infected humans for Itagiii and Neiva when the recruitment rate (A) is
given by an interval. These enclosures contain all the trajectories for any value of A in the given ranges. The parameter and initial condition values used
are: For Itagii, figures (a) and (b) M;(0) = 1,800,000, M,(0) = 50, M;(0) = 40, Hs(0) = 223,000, H,(0) = 21, H;(0) = 10, H,(0) = 25,005, H = 248, 036,
Wy = 0.00023, 6, = 0.6, 6, =1.3, wm =022, B =0.12, B, = 2.5, ¥, = 1.75, M(0) = 3,000, 000, M, (0) = 100, M;(0) = 50, Hs(0) = 315,952, H.(0) = 27,
H;(0) = 16, and H;(0) = 8471. For Neiva, figures (c) and (d) M;(0) = 3, 000, 000, M, (0) = 100, M;(0) = 50, Hs(0) = 315, 952, H.(0) = 27, H;(0) = 16, H:(0) =
8471, H = 324, 466, u, = 0.00011, 6, = 0.8, 6, = 1.3, um =04, By, = 2.5, fm =0.14, and y, = 1.7.

Additionally, it was shown that the enclosure of the state variables obtained with the VSPODE at the equilibrium point
contains all the values obtained analytically. At the same time, some solutions are lost with the Montecarlo simulations.

Here, it was necessary to examine alternative strategies to select the uncertain quantities that should be considered. In
this way, we can reduce the problem’s dimension and successfully apply interval methods to find guaranteed bounds for
model solutions. In particular, for our case study, we performed a local sensitivity analysis on Ry and a locally structural
identifiability analysis on the model to select the uncertain parameters and uncertain initial conditions to include. From the
biological point of view, it is relevant to consider uncertainty in parameters measured under laboratory conditions, since
these results do not always correspond to the vector’s life in the wild. Additionally, the local structurally identifiability
analysis results suggest that it is necessary to obtain more information about the mosquito population for model (4) to be
structurally identifiable. However, collecting this information for long periods can be expensive and unreliable. This suggests
that considering uncertainty in the initial conditions of mosquito population through the definition of lower and upper
bounds is an excellent way to determine how an outbreak would be in the presence of larger populations (see Fig. 5).
Under this assumption, it is possible to define the frequency, intensity, and duration of more efficient and robust control
strategies. This result is significant since, at present, the only way to mitigate dengue outbreaks efficiently is by controlling
the vector population [34].

These findings highlight the potential usefulness of verified methods in mathematical epidemiology as an alternative to
manage uncertainty in actual phenomenon modeling. However, it is worth noting that although VSPODE attempts to handle
overestimation at each integration step, further research could explore to create verified solvers for specific model character-
istics. Thus, it is possible to exploit those characteristics to design better strategies to reduce the dependency problem and
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Fig. 5. The figure shows in purplethe enclosure obtained with VSPODE for the infected humans for Itagiii and Neiva when the mosquito initial conditions
(M;(0), M, (0), M;(0)) are given by intervals. These enclosures contain all the trajectories produced by any combination of these initial conditions in the
given ranges for each municipality. The black points represent the number of reported dengue cases per epidemiological week. We overlaid the data on
the enclosures to show the possibility of simulating them when the mosquito initial conditions are intervals. Parameter and initial condition values used
for: (a) Ms(0) =[1, 800, 000, 2,000, 000], M.(0) =[50, 70], M;(0) = [40, 60], H = 248, 036, w, = 0.00023, O, = 0.6, 6, = 1.3, A = 2000, y, = 1.75, m =
0.22, B = 0.12, B, = 2.5, Hy(0) = 223,000, H.(0) = 21, H;(0) = 10, and H,(0) = 25, 005. (b) M;(0) = [3, 000, 000, 3, 500, 000], M, (0) = [100, 150], M;(0) =
[50,100], H = 324,466, u, = 0.00011, 6, =0.8, 6, =1.3, A =15,000, y, = 1.7, tm = 0.4, B, = 2.5, Bm = 0.14, H;(0) = 315,952, H.(0) = 27, H;(0) = 16,
and H,(0) = 8471. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. The figure shows in purple the enclosure obtained with VSPODE for the infected humans for Itagiii and Neiva when the human initial conditions
are given by intervals. These enclosures contain all the trajectories produced by any combination of these initial conditions in the given ranges for each
municipality. The black points represent the number of reported dengue cases per epidemiological week. We overlaid the data on the enclosures to show
the possibility of simulating them when the parameters are intervals. Parameter and initial condition values used for: (a) H;(0) = [223, 000, 235, 634],
H.(0) = [21, 84], H;(0) = [10, 40], H;(0) = [12, 340, 25, 005], M;(0) = 1,800, 000, M,(0) = 50, M;(0) = 40, H = 248, 036, i, = 0.00023, 6, = 0.6, 6, = 1.3,
A =2000, y, =1.75, um =0.22, B =0.12, and B, = 2.5. (b) Hs(0) = [315, 952, 324, 294], H.(0) = [27, 108], H;(0) = [16, 64], H-(0) = [0, 8471], M;(0) =
3,000, 000, M. (0) = 100, M;(0) = 50, H = 324,466, j;, = 0.00011, 6, = 0.8, 6, = 1.3, A = 15,000, y;, = 1.7, um = 0.4, B, = 2.5, and By = 0.14. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

the wrapping effect. In this way, it may be possible to include more uncertain quantities (parameters and initial conditions)
at the same time for more long integration periods.

A final aspect that should be mentioned is that the strategy presented here to select and subsequently incorporate un-
certainty can be extrapolated to models that simulate other phenomena of different application areas, and models that can
incorporate uncertainty in other ways.

Summarizing, this paper focuses on solving the forward problem by including uncertain quantities (parameters and initial
conditions) via interval analysis. The reported dengue cases were included in Figs. 3, 5, and 6 to motivate the parameter
estimation problem and show the potential of interval analysis for solving it. We consider this work a necessary step before
addressing the parameter estimation problem since we observed limitations in the number of uncertain quantities that can
be included in the model and the width of these intervals to obtain verified solutions.
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Fig. 7. (a) Shows how the trajectory for infected humans (H;) starts blowing up at t = 15 when H,(0) = [21, 37], H;(0) = [10, 20], and 6, =[0.58, 0.88].
(b) Shows in purple the enclosures obtained when we split H.(0) = [21, 61], and H;(0) = [10, 30] into 10 sub-boxes. In red, it is shown the union of all the
enclosures resulting from each sub-box. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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Appendix A. Considering uncertainty in one parameter and two initial conditions at the same time

To illustrate how we can proceed when the model solution blows up, we consider as uncertain quantities 6,;,, He(0),
and H;(0) (transition rate from an exposed to an infected mosquito, the initial conditions of exposed human and infected
human, respectively). Here, we applied VSPODE, with ITS (Interval Taylor Series) order k = 12 and a Taylor model order
q=9. For Fig 7(a) and (b) the other parameters and initial conditions are M;(0) = 1,800,000, M.(0) = 50, M;(0) = 40,
H;(0) = 223,000, H;(0) = 25,005, H = 248,036, i, =0.00023, B =0.12, B, =2.5, um = 0.22, y, = 1.75, A = 2000, and
0y, = 1.3. Fig. 7(a) shows that VSPODE breaks down at t = 15, due to the rapid growth of the enclosure. On the other hand, to
obtain guaranteed enclosures, when 6, = [0.58, 0.88], H.(0) = [21, 61], and H;(0) = [10, 30], we split the intervals of H,.(0)
and H;(0) into 10 equal-sized sub-boxes. Then, we use VSPODE to determine the solution for each sub-box. The final solution
enclosure is the union of all the enclosures resulting from each sub-box. Fig. 7(b) shows these enclosures.
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