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1 Introduction

The study of perturbative scattering amplitudes in string theory dates back to the founding
of the subject and continues to provide deep insights into the dynamics of string theory
today. String amplitudes enjoy a rich mathematical structure and have proven fundamental
in establishing and verifying predictions from string dualities and space-time supersymmetry.
Furthermore, the appearance of super-Yang-Mills and supergravity amplitudes in their
low-energy limit has become increasingly significant to expose the intimate connections
between gauge theory and gravity.

Early investigations of superstring amplitudes, including calculations of tree-level and
genus-one amplitudes with a small number of external string states, were carried out
in a variety of formulations (see for example [1] and references therein). More recent
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result have been obtained primarily using the Ramond-Neveu-Schwarz (RNS) formulation
with the Gliozzi-Scherk-Olive (GSO) projection [2–5] as well as the manifestly spacetime
supersymmetric pure-spinor formulation [6–8].

In particular, for higher loop amplitudes, the genus-two measure for even spin structures
was obtained in the RNS formulation by direct calculation using the super period matrix in [9–
12], and by purely algebraic-geometry methods in [13]. The corresponding amplitudes in both
Type II and Heterotic strings with up to four external massless NS bosons were constructed
in the RNS formulation in [14, 15] and generalized to include external fermions in the pure-
spinor formulation in [16, 17]. For tree-level and genus-one amplitudes with larger numbers
of external states, much progress has been made towards the construction of amplitudes
with an arbitrary number of external states (see for example [18–20] and references therein).

Applications to the predictions of S-duality and space-time supersymmetry were an-
alyzed for successively higher orders in the low energy or α′ expansion and in the genus
expansion, starting with [21–24] at tree level and genus one, [15, 25–27] at genus two,
and [28] at genus three.

In recent work, the genus-two amplitude for five external massless string states was
obtained for both the Type II and Heterotic strings in [29]. The construction produces a
consistent expression for the chiral amplitude by an amalgam of results from chiral splitting
in terms of loop momenta and homology shift invariance of the RNS formulation [3, 30] (see
also [31]) and results from zero-mode counting and the BRST cohomology in the pure-spinor
formalism [8]. The physical string amplitudes are given in terms of convergent integrals over
the genus-two moduli space of compact Riemann surfaces. The moduli-space integrands in
turn are themselves integrals over the vertex points of combinations of Green functions and
Abelian differentials [29]. The overall normalization of the Type II amplitude was fixed using
methods analogous to those used in [25, 32] for the four-point amplitude. The low-energy
expansion of the amplitude was obtained in [33] using the methods of higher-genus modular
graph functions [26, 34–36]. As a result, a variety of S-duality predictions for Type IIB
components with different R-symmetry charges were substantiated, while a detailed study
of the tropical limit [37] to the corresponding supergravity amplitude, obtained in [38, 39],
provides further validation of the chiral amplitude [33].

In the present work, we present a first-principles derivation of the even parity part of
the chiral genus-two amplitude for five massless NS states. The methods adopted here are
those used for the construction of the genus-two four-point massless NS amplitude in [14, 15].
The driving forces are chiral splitting in terms of internal loop momenta combined with
the holomorphic projection from supermoduli space onto the moduli space of compact
Riemann surfaces using the super period matrix [3, 30] (see also [40]). The full physical
amplitudes for both the Type II and Heterotic strings are obtained by pairing left and right
chiral amplitudes of the respective theories at fixed loop momenta and then integrating
over the loop momenta. Our results are derived for flat Minkowski space-time R1,9 but can
be readily generalized to a d-dimensional toroidal compactification [41] by replacing the
continuous loop momenta of Rd by the discrete momenta of the torus T d.

As will be explained in the sequel, the five-point computation in this work successfully
overcomes several technical challenges that go considerably beyond those encountered in
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the four-point case [15]. Among other things, we present a variety of new simplified spin
structure sums of multiple products of Szegö kernels and streamline the manipulations of
the Beltrami differentials in the moduli-space integrand. These new techniques will be, no
doubt, crucial for subsequent investigations of multiparticle and higher-genus amplitudes.
Our results may also be of use in relating the correlators of the ambi-twistor string [42, 43]
to those of the conventional superstring [44, 45]. This relation was already used in the
proposal of [46] for the genus-three four-point amplitude as an uplift of the low-energy limit
of the amplitude derived in [28] to higher orders in α′.

This is a long paper in which many conceptual and technical developments are discussed
and used. The final expression for the amplitude is, however, remarkably simple and we
shall begin by a summary in the sequel of this introduction.

1.1 Summary of results

The main result of this work is the construction, from first principles in the RNS formulation,
of the even spin-structure contribution to the genus-two five-point amplitude of massless
NS-NS-states in Type II and massless NS states in Heterotic superstrings.

Using chiral splitting [3, 30] these physical closed-string amplitudes Aeven
(5) may be

obtained by pairing left and right chiral amplitudes F and F̃ at fixed loop momenta pI
with I = 1, 2. For the Type II strings, the physical amplitude takes the form,1

Aeven
(5)

∣∣∣
TypeII

=NII δ(k)
∫
M2
|d3Ω|2

∫
Σ5

∫
R20
dpF(zi,εi,ki,pI |Ω) F̃(zi, ε̃i,−k∗i ,−pI |Ω) (1.1)

while for the Heterotic strings, the amplitude is given by,

Aeven
(5)

∣∣∣
Heterotic

= NH δ(k)
∫
M2
|d3Ω|2

∫
Σ5

∫
R20
dpF(zi, εi, ki, pI |Ω) F̃bos(zi, ẽi,−k∗i ,−pI |Ω)

(1.2)
The construction of the physical amplitudes is thus reduced to the determination of the
chiral amplitudes, F , F̃ and F̃bos. We begin by explaining the ingredients in (1.1) and (1.2).

The external string states are labelled by i = 1, · · · , 5 and have lightlike momenta ki;
the total momentum k = ∑5

i=1 ki vanishes by the momentum conserving δ-function; the
periods Ω are integrated over the moduli spaceM2 of genus-two compact Riemann surfaces
Σ; and the chiral amplitudes F , F̃ and F̃bos are (1, 0)-forms in each vertex point zi ∈ Σ
which is integrated over Σ.

For both the Type II and Heterotic strings, εi are the polarization vectors for the left
chiral amplitude F of the superstring. For Type II, ε̃i are the polarization vectors for right
chirality and F̃ is again the chiral amplitude of the superstring, and the polarization tensors
εi ⊗ ε̃i parametrize all the NS-NS states in the N = 2 supergravity multiplet of Type II.
The sign of the parity odd terms in F̃ is the same as for those in F in case of Type IIB
amplitudes and opposite in case of Type IIA. For the NS states of the Heterotic string, the
assignment ẽi may correspond either to a polarization vector ε̃i to form the polarization
tensor εi ⊗ ε̃i of the N = 1 supergravity multiplet, or to the E8 ×E8 or Spin(32)/Z2 gauge

1The external momenta kj are taken to be complexified in (1.1), (1.2) and below, and the integration
domain R20 for the loop momenta pIµ results from the standard Wick-rotation of their timelike components pI0.
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algebra data t̃ai for the polarizations εi ⊗ t̃ai in the N = 1 super-Yang-Mills multiplet. In
both cases F̃bos stands for the chiral amplitude of the (compactified) bosonic string. Its
construction for the five-point function was outlined in [29], and the corresponding result
may be carried over the present work without modification.

The normalization factorsNII andNH are proportional to e2φ, where φ is the expectation
value of the dilaton field and, by dimensional analysis, to powers of the 10-dimensional
Newton’s constant κ10. The overall normalization for the Type II case was obtained
in [27, 33] following the pure-spinor calculations of [28, 32]. In the RNS formulation used
here, the calculation of the normalization factors NII and NH proceeds via the methods
of physical factorization of the amplitude used in [25]. One may factorize the genus-two
five-point function in either one of two ways. A first way to factorize is onto a massive
intermediate NS-NS state into a genus-one three-point function (already normalized in [25])
and a genus-one four-point function (which may be obtained by factorizing the genus-one
five-point function of [18] onto a massive pole). A second way to factorize is onto a massless
NS-NS state into a massless tree-level three-point function (which does not vanish for
complex momenta) and a massless genus-two four-point function normalized in [25]. A
detailed implementation of these factorization methods is left for the future and in fact not
needed here for the Type II case in view of the normalization factors known from [27, 33]
and the matching between RNS and pure-spinor computations to be detailed below.

We note that our result for F can be readily exported to determine the integrand
of Type I superstrings with respect to the real moduli of an open-string worldsheet with
boundaries.

The final result for the even spin-structure contribution to the chiral amplitudes F
and F̃ is remarkably simple and compact, especially so in view of the complexity of its
derivation obtained in this paper, and is given by,2

F(zi, εi, ki, pI |Ω) = iN5
8π2

{
−t1 ε1 ·PI(z1)

(
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

)
+ 1

2k1 ·PI(z1)
[
(t12 − 2t1 ε1 · k2)ωI(4)∆(1, 3)∆(2, 5)

+ (t13 − 2t1 ε1 · k3)ωI(4)∆(1, 2)∆(3, 5) (1.3)

+ (t14 − 2t1 ε1 · k4)ωI(3)∆(1, 2)∆(4, 5)
]

+ k1 · k2 ωI(4)∆(5, 1)∆(2, 3)
5∑

1≤i<j
tij g

I
i,j + cycl(1, 2, 3, 4, 5)

}
The prefactor N5 denotes the ubiquitous chiral Koba-Nielsen factor, which is common to
both Type II and Heterotic strings, and is given by,

N5 = exp

iπΩIJ p
I · pJ + 2πi

5∑
j=1

kj · pI
∫ zj

z0
ωI +

5∑
1≤i<j

ki · kj lnE(zi, zj)

 (1.4)

2Throughout the body of the paper we shall adopt the Einstein summation convention for the indices
I, J = 1, 2 that label the homology cycles so that a pair of an upper and a lower identical indices is summed
over without exhibiting the summation sign. In the appendices, however, all summation signs are being kept
explicitly to ensure maximal clarity.
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The holomorphic Abelian differentials ωI and the prime form E(zi, zj) are reviewed in
appendices A.1 and A.5, respectively, while the bi-holomorphic form ∆ is reviewed in
appendix B.1 and given in terms of ωI(i) = ωI(zi) by,3

∆(i, j) = ω1(i)ω2(j)− ω2(i)ω1(j) (1.5)

Momentum conservation guarantees that N5 is independent of the arbitrary point z0. The
first two lines of (1.3) feature the following combinations,

PI(zi) = 2πipI +
5∑
j 6=i

kj g
I
i,j gIi,j = ∂

∂ζI
lnϑ[ν](ζ|Ω)

∣∣∣
ζI=
∫ zi
zj
ωI

(1.6)

of the loop momentum and theta functions reviewed in appendix A.3. Here ν is a common,
but otherwise arbitrary, odd spin structure whose dependence drops out from the chiral
amplitude F . The dependence of the chiral amplitude (1.3) on the polarization vectors εµj
is governed in part by the permutation-invariant t8-tensor, which may be defined in terms
of the linearized field strengths fµνi = εµi k

ν
i − ενi k

µ
i by,4

t8(fi, fj , fk, f`) = tr(fifjfkf`)−
1
4tr(fifj)tr(fkf`) + cycl(j, k, `) (1.7)

More specifically, the kinematic factors ti and tij that enter (1.3) are defined by,

t1 = t8(f2, f3, f4, f5)
t12 = t8([f1, f2], f3, f4, f5) (1.8)

and permutations thereof. The cyclic permutations in the last line of (1.3) apply to the
external-state labels of both the differential forms and kinematic factors in all the five lines
of the expression. An alternative representation for the chiral amplitude with manifest
permutation symmetry is,

F(zi,εi,ki,pI |Ω) = iN5
16π2

DI
5∑
i=1

tiεi ·PI(zi)−DI
5∑

1≤i<j
tijg

I
i,j+

5∑
i=1

ki ·PI(zi)TiI

 (1.9)

where we have made use of the following combinations,

DI = −2k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5) (1.10)

T1I = 1
4(t12 − 2t1ε1 · k2)

(
ωI(3)∆(1, 5)∆(2, 4) + cycl(3, 4, 5)

)
+ cycl(2, 3, 4, 5)

and cyclic permutations of T1I to produce TiI . The expression for F in (1.9) differs from
the one given in (1.3) by exact holomorphic differentials in the vertex points, and therefore

3Following the conventions in [29, 33], we will only display the coefficient functions ωI(z) of the differentials
dz in (1, 0) forms ωI(z)dz, with local complex coordinates (z, z̄) on the surface Σ, that is why (1.3), (1.5)
and later equations do not involve any antisymmetric wedge products.

4Throughout, products, traces, and commutators of f are to be understood in the sense of matrix
multiplication, so that we have (fifj)µν = (fi)µρ(fj)ρν , tr(fi · · · fj) = (fi · · · fj)µµ, and [fi, fj ] = fifj − fjfi.
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yields the same physical amplitude. Full permutation symmetry is the result of the facts
that the combination DI is invariant under all permutations of 1, 2, 3, 4, 5 (even though
only cyclic permutations are manifestly a symmetry)5 and that T1I is invariant under all
permutations of 2, 3, 4, 5.

The expression for the chiral amplitude F in (1.3) leads to convergent integrals in
the full-fledged Type II amplitude of (1.1) and its Heterotic counterpart, in the sense of
analytic continuation, as was the case for the genus-one four-string amplitude [47, 48].
Specifically, at fixed moduli Ω, the integral over the vertex points zi may be analytically
continued in the kinematic variables sij = −α′(ki + kj)2/4 to produce poles corresponding
to physical intermediate one-particle states. These poles are governed by the operator
product expansion of pairs of colliding vertex operators. The combined integrations over Ω
and the loop momenta pI are convergent only for purely imaginary values of the sij , but
may be analytically continued to produce branch cuts in the sij corresponding to physical
multi-particle states.

The contribution from even spin structures produces the even parity part of the chiral
amplitude with external NS states. This even parity part will be shown to agree with the
bosonic supermultiplet components of the chiral amplitude in pure-spinor superspace derived
in [29]. The chiral genus-two five-point amplitude additionally has an odd parity part,

Fodd = N5
16π DI ε10(pI , ε1, f2, f3, f4, f5) (1.11)

with ε10 denoting the ten-dimensional Levi-Civita symbol and the permutation invariant
five-form DI is defined in (1.10). The odd parity part was obtained using chiral splitting
and the pure-spinor formalism in [29, 33]. In the RNS formulation, the odd parity part
derives from the contributions of the odd spin structures. A bootstrap approach to its
construction is described in section 8.3. The construction of the odd spin structure part
is complicated by the zero modes of the RNS worldsheet fermion fields, which in turn
complicate the structure of the super-Riemann surfaces and their supermoduli space. Its
derivation from first principles in the RNS formulation is relegated to future work.

1.2 Comparison with lower genus

The new representation (1.3) of the chiral genus-two five-point amplitude may be compared
with its counterparts at lower genus. The genus-one amplitude Fg=1 was obtained in [18],

Fg=1(zi,εi,ki,p|τ) =N5


5∑
i=1

ti εi ·P(zi)−
5∑

1≤i<j
tij gi,j−πiε10(p,ε1,f2,f3,f4,f5)

 (1.12)

The kinematic factors ti and tij are those that occurred in the genus-two amplitude and were
defined in (1.8); the unique modulus for genus one is denoted by Ω11 = τ ; there is a single
loop momentum p; the single Abelian differential is constant; the prime form simplifies to

5Permutation invariance of DI follows from the relations among five-forms reviewed in appendix B.1,
and the relations among five-point bilinears ki · kj due to momentum conservation and k2

j = 0 for all
j = 1, 2, 3, 4, 5. The five-dimensional cyclic basis of bilinears ki · kj in (1.10) can be obtained from cyclic
permutations of k1 · k3 = k4 · k5 − k1 · k2 − k2 · k3.
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E(zi, zj |τ) = ϑ1(zi − zj |τ)/ϑ′1(0|τ); the chiral Koba-Nielsen factor is obtained from (1.4) by
these restrictions; and the combinations P(zi) and gi,j are given by,

P(zi) = 2πip+
5∑
j 6=i

kj gi,j , gi,j = ∂zi lnϑ1(zi−zj |τ) (1.13)

The similarities and differences in the structures of the genus-one and genus-two expressions
for the chiral amplitudes are striking. The contributions proportional to ki ·PI(zi) to the
genus-two amplitude in the second to fourth line of (1.3) become exact differentials in zi
upon restriction to a single loop, and are absent from the genus-one formula in (1.12).
All other terms in the genus-two chiral amplitude sport additional kinematic factors of
ki · kj and the bi-holomorphic form ∆ which are absent from the genus-one amplitude.
More specifically, they enter through the permutation invariant DI defined in (1.10) which
occurs in the first two parity-even terms in (1.9) and multiplies the entire parity-odd
contribution (1.11).

As a result, the genus-two contribution is generally softer-behaved at low energies,
consistently with predictions from S-duality and space-time supersymmetry. Finally, we note
that the supersymmetrization of (1.12) is known from both the non-minimal pure-spinor
formalism [49] and the minimal one [20].

For completeness, we quote the tree-level contribution to the chiral five-point amplitudes
in Type II superstrings, which can be brought into the following compact form [19],

Fg=0(zi, εi, ki) = N5

{
s12s34A

tree
SYM(1, 2, 3, 4, 5)

z12z25z53z34z41
+ s13s24A

tree
SYM(1, 3, 2, 4, 5)

z13z35z52z24z41

}
(1.14)

The expression for N5 simplifies for tree-level as there are no loop momenta, and the prime
form E(zi, zj) reduces to zij = zi− zj . Furthermore, the color-ordered tree-level amplitudes
Atree

SYM of ten-dimensional super-Yang-Mills are related to the t8-tensors in (1.8) via,

(s12s34 − s34s45 − s51s12)Atree
SYM(1, 2, 3, 4, 5) + s13s24A

tree
SYM(1, 3, 2, 4, 5) (1.15)

= (α′)3

4s12

(
t2 (ε2 · k1)− t1 (ε1 · k2) + t12

)
+ cycl(1, 2, 3, 4, 5)

Earlier work on five-point superstring tree-level amplitudes includes [50, 51] and the pure-
spinor-superspace uplift of the super-Yang-Mills amplitudes can be found in [52–54].

Organization. The remainder of the paper is organized as follows. We start by reviewing
the RNS prescription for genus-two amplitudes and spelling out the opening line for the
parity-even part of massless five-point amplitudes in section 2. The sums over even spin
structures needed at five points are carried out in section 3, followed by a discussion of
closely related fundamental simplifications and cancellations in section 4. The non-vanishing
contributions to the chiral amplitude are identified in section 5. All the (0, 1)-forms and
double poles in the chiral amplitude are shown to reduce to exact differentials which cancel
out from the physical amplitude in section 6. In section 7, the results of the previous sections
are simplified and brought into the manifestly gauge-slice independent form (1.3). This
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end result of our RNS computation is shown in section 8 to match the bosonic components
of the chiral five-point amplitude in the pure-spinor formalism. Appendix A provides a
summary of the function theory on Riemann surfaces of arbitrary genus, while appendix B
collects a number of properties specific to genus two. Appendices C to I elaborate on various
more technical results used in this work.
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2 Structure of the five-point NS string amplitude

In this section, we shall present the general outline of the construction of the even spin
structure contribution to the genus-two chiral amplitude for five external massless NS states.
We begin by reviewing the conceptual aspects of the construction in terms of the super
period matrix [14, 15], then summarize the results obtained in [9–12] for the chiral measure
(see also [4] for a review), to be followed by several subsections in which the contributions
to the chiral amplitude will be made explicit. The construction will closely parallel the
one for four external massless NS states presented in [14, 15], and we shall follow the same
notations and conventions unless specified otherwise.

2.1 The super period matrix

The fundamental tool for the concrete construction of the genus-two chiral amplitude for
even spin structures in the RNS formulation is the holomorphic projection provided by the
super period matrix. The supermoduli space M2,+ of compact super Riemann surfaces
with even spin structures is holomorphically projected to the moduli space M2 of compact
Riemann surfaces. Super moduli space M2,+ may be parametrized locally by the ordinary
period matrix Ω and a pair of odd Grassmann-valued parameters ζα with α = 1, 2. Denoting
the super period matrix by Ω̂, the holomorphic projection may be represented as follows [55],

M2,+ 7→ M2 : (Ω, ζ) 7→ Ω̂ (2.1)

The projection associates to a super Riemann surface Σ with super moduli (Ω, ζ) an ordinary
Riemann surface Σred with moduli Ω̂. The data of this projection are related as follows [3],6

Ω̂IJ = ΩIJ −
i

8π

∫
Σ
d2z

∫
Σ
d2wωI(z)χ(z)Sδ(z, w)χ(w)ωJ(w) (2.2)

6Following [3] and [15], we use a system of local complex coordinates (z, z̄) in which the metric takes the
form ds2 = 2|dz|2. To make contact with the standard Euclidean metric in R2, we set z = (x+ iy)/

√
2 and

z̄ = (x− iy)/
√

2 with x, y ∈ R so that ds2 = dx2 + dy2 and the volume form is d2z = idz ∧ dz̄ = dx ∧ dy.
The (positive) Laplacian is given by ∆ = −2∂z∂z̄, and the Cauchy-Riemann operator acts by ∂z̄(z −w)−1 =
2πδ(z, w), where the δ-function is normalized as follows,

∫
Σ d

2z δ(z, w)f(z) = f(w). We note that these
conventions differ by factors of 2 from those used in [29, 33].
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where ωI with I = 1, 2 are the holomorphic (1, 0)-forms and Sδ(z, w) is the Szegö kernel for
even spin structure δ which is a (1

2 , 0) form in both z and w (see appendix A for details), and
χ(z) is the worldsheet gravitino field which is a (−1

2 , 1)-form linear in ζα. Performing a local
worldsheet supersymmetry transformation on both χ and Ω (caused by the supersymmetry
transformation of the worldsheet metric), leaves the super period matrix invariant.

To construct the chiral amplitude, we make use of NS vertex operators without ghosts,
following [14, 15]. Each operator insertion point, with local coordinates (zi, θi), is treated
as a marked point, to be integrated over the super Riemann surface Σ. As a result, the
string amplitudes properly reduce to integrals over the supermoduli space M2,+, to which
the holomorphic projection (2.1) may be applied.7 To carry out the holomorphic projection
in the superstring amplitudes, it will be convenient to change coordinates from (Ω, ζ) to
(Ω̂, ζ) using (2.2), so that the projection (2.2) reduces to,8

M2,+ 7→ M2 : (Ω̂, ζ) 7→ Ω̂ (2.3)

and may be carried out simply by integration over ζ.
This change of variables may be implemented in conformal field theory correlators by

using a Beltrami differential µ̂ paired against an insertion of the stress tensor,

〈O〉(Ω)→ 〈O〉(Ω̂) + 1
2π

∫
Σ
d2w µ̂(w)〈T (w)O〉 (2.4)

where 〈O〉(Ω) and 〈O〉(Ω̂) stand for the expectation values of an arbitrary operator O
evaluated at moduli Ω and Ω̂, respectively, and T (z) stands for the total stress tensor. A
first-order deformation in µ̂ suffices here because the Beltrami differential µ̂ may be chosen
to be proportional to ζ1ζ2 and is thus nilpotent. To see this, we recall that a Beltrami
differential µ̂(w) produces the following first-order variation in the period matrix,

δΩIJ = 1
2π

∫
Σ
d2w µ̂(w)δwwΩIJ δwwΩIJ = 2πiωI(w)ωJ(w) (2.5)

so that the Beltrami differential that deforms Ω to Ω̂ must satisfy,∫
Σ
d2w µ̂(w)ωI(w)ωJ(w) = i(Ω̂IJ − ΩIJ) (2.6)

and therefore may be chosen to be nilpotent, just as Ω̂− Ω is.
7This approach should be contrasted with the one in which vertex operators involve c and δ(γ) ghosts

and vertex insertion points are punctures rather than marked points. In the approach involving ghosts,
the group of super diffeomorphisms is reduced to the one preserving the punctures and, as a result, the
string amplitudes are reduced to integrals over the super moduli space of punctured super Riemann surfaces.
This last super moduli space does not necessarily possess the holomorphic projection onto ordinary moduli
space [56] that is being used here. However, with Ramond punctures, under certain conditions, there does
exist a super period matrix, as was shown in [57, 58].

8While the supermoduli space M2,+ is projected, its Deligne-Mumford compactification M2,+ is not
projected [59], due to singular behavior at the compactification divisor. In certain compactifications of
space-time, such as on Calabi-Yau orbifolds, the obstruction to holomorphic projection leads to physical
effects such as the breaking of space-time supersymmetry and the non-vanishing of the genus-two contribution
to the cosmological constant [59, 60] (see also [61]). For flat Minkowski space-time as is being considered in
this paper, however, the superstring measure vanishes at the relevant separating nodes [4] and no contribution
to the amplitude arises from the fact that M2,+ is not projected.
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2.2 Parametrization of super moduli space adapted to projection

An equivalent, but more geometrical, formulation of the projection treats the gravitino
slice χ and the Beltrami differential µ̂ on a more equal footing. To do so, one starts with
a bosonic Riemann surface Σ with period matrix Ω (corresponding to a Riemann surface
Σred with super period matrix Ω̂ in the formulation given in subsection 2.1). Next, one
parametrizes supermoduli space by turning on the field χ(z) linear in the odd moduli ζα,
while at the same time turning on µ̂ bilinear in ζα in precisely such a manner as to keep
the period matrix Ω unchanged. Adding both deformations of the period matrix, namely
the bilinear deformation due to χ of (2.2), and the linear deformation due to µ̂, we obtain,

1
8π

∫
Σ
d2z

∫
Σ
d2wωI(z)χ(z)Sδ(z, w)χ(w)ωJ(w)−

∫
Σ
d2w µ̂(w)ωI(w)ωJ(w) = 0 (2.7)

whose interpretation is that the original period matrix Ω is left invariant under the combined
deformation, and indeed plays the role of the super period matrix in the formulation
of subsection 2.1. Equation (2.7) determines µ̂ in terms of χ, up to diffeomorphisms
µ̂(w)→ µ̂(w) + ∂w̄v

w(w) where vw is an arbitrary (−1, 0)-form diffeomorphism vector field.
It is this formulation that was used in [14, 15] to construct the chiral amplitude for four
massless NS states, and will be used also here for the amplitude with five massless NS states.

2.3 The chiral measure

The procedure outlined above leads to a remarkably simple genus-two superstring chiral
measure on M2,+ evaluated in [10]. For fixed even spin structure δ, one finds [10–12],9

dµ[δ](Ω, ζ) = dµ0[δ](Ω)d2ζ + dµ2[δ](Ω)ζ1ζ2d2ζ (2.8)

Following the parametrization and notation introduced in subsection 2.2, the measure and
amplitudes will be considered on a Riemann surface Σ with period matrix Ω which, in the
discussion and notations of subsection 2.1, correspond to Σred and Ω̂, respectively.

2.3.1 Top component of the chiral measure

The top component of the chiral measure, for flat Minkowski space-time R1,9, is given by,

dµ2[δ](Ω) = ϑ[δ](0|Ω)4Ξ6[δ](Ω)
16π6Ψ10(Ω) d3Ω (2.9)

It is independent of the choices of slice for χ and µ̂, and involves only Siegel modular forms.
The Riemann ϑ-functions of rank 2 are reviewed in appendix A.3 and the weight 10 Igusa
cusp form Ψ10 is given by,

Ψ10(Ω) =
∏
δ even

ϑ[δ](0|Ω)2 (2.10)

To define Ξ6[δ](Ω), we express the even spin structure δ in terms of a sum of three of the
six odd spin structures, δ = ν1 + ν2 + ν3 = ν4 + ν5 + ν6, where all νi are distinct from one

9The holomorphic volume form d3Ω = dΩ11 dΩ12 dΩ22 onM2 is included in the measure dµ, while the
volume form on the odd fiber will be denoted by d2ζ = dζ1dζ2.
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another. The modular form Ξ6[δ](Ω) is then defined by the following sum of products,

Ξ6[δ](Ω) =
∑

1≤i<j≤3
〈νi|νj〉

∏
k=4,5,6

ϑ[νi + νj + νk](0|Ω)4 (2.11)

The symplectic pairing between half-integer characteristics νi = ν ′′i + Ων ′i, with the compo-
nents of ν ′i, ν ′′i taking the value 0 or 1

2 modulo 1, is given by,

〈νi|νj〉 = exp
{

4πi
(
ν ′iν
′′
j − ν ′′i ν ′j

)}
(2.12)

and takes values in {±1}. The top component of the chiral measure transforms under
Sp(4,Z) modular transformations as a modular form of weight −5,

dµ2[δ̃](Ω̃) = det (CΩ +D)−5dµ2[δ](Ω) (2.13)

where the transformation laws for Ω and δ are given in appendix A. Modular weight −5 is
the correct value for superstring theory in dimension d = 10, as the modular transformations
of the 2 × 10 internal loop momenta will then make the combined integrand of left and
right chiralities modular invariant [4].

2.3.2 Bottom component of the measure

The bottom component of the measure does depend on the choice of slice for χ, a dependence
which will be compensated for by the dependence on χ of the correlators of the vertex
operators in the full superstring amplitude. We set,

dµ0[δ](Ω) = Z[δ](Ω)d3Ω (2.14)

where Z[δ](Ω) is the chiral partition function incorporating contributions of the worldsheet
matter fields as well as from the worldsheet (b, c) and (β, γ) ghost systems. To make the
dependence on the gauge choices explicit, we shall use local supersymmetry to choose a
convenient slice for the worldsheet gravitino field χ with support on two points q1, q2 ∈ Σ,

χ(z) = ζ1δ(z, q1) + ζ2δ(z, q2) (2.15)

and specialize the points q1, q2 to be the zeros of a holomorphic (1, 0)-form $(z), see (3.2)
to (3.5) for further details,

$(qα) = 0 α = 1, 2 (2.16)

This gauge choice is referred to as unitary gauge and the relation between the points may
alternatively be presented in the equivalent forms,

q1 + q2 − 2∆ = 2κ i.e.
∫ q1

z0
ωI +

∫ q2

z0
ωI − 2∆I(z0) = 2κI (2.17)

where ∆I is the Riemann vector (A.23) and κ = κ′′ + Ωκ′ is an arbitrary even or odd half
characteristic so that 2κ is a full period. In this gauge, Z[δ](Ω) evaluates as follows,

Z[δ] = Z0E(q1, q2) e4πiκ′Ωκ′ 〈κ|δ〉 ϑ[δ](0)4 (2.18)
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where the prime form E(q1, q2) is reviewed in appendix A.5 and Z0 is a δ-independent
form of weight (−1, 0) in both q1 and q2 with non-trivial monodromy and a double pole at
q1 = q2, given by,

Z0 = Z12

π12Ψ10(Ω)E(q1, q2)2σ(q1)2σ(q2)2 (2.19)

see (A.26) for Fay’s form σ. The explicit form of the chiral scalar partition function
Z = Z(Ω) (which is holomorphic in Ω) can be found in appendix B.3 and [12], it can
be evaluated via chiral bosonization [62]. The genus-two chiral measure for even spin
structures (2.8) was alternatively obtained by exploiting the conditions of holomorphicity
and modular invariance in [13].

2.4 The chiral amplitude

The full chiral amplitude is obtained as an integral over odd moduli and sum over spin
structures δ of the product of the chiral measure, discussed in the previous subsection, and
correlators constructed from the vertex operators. The correlators take the following form,10

C[δ](Ω, ζ) = C0[δ](Ω) + C2[δ](Ω)ζ1ζ2 (2.20)

and the chiral amplitude is given by,

F(Ω)d3Ω =
∑
δ

∫
d2ζ dµ[δ](Ω, ζ) C[δ](Ω, ζ) (2.21)

The meromorphic expression for F(Ω) to be derived in this work will allow to assemble
massless five-point amplitudes of both Type II and Heterotic theories from the pairings
of left and right movers given in (1.1) and (1.2). In (2.21) and throughout the rest of this
work, the sum ∑

δ is understood to run over the ten even spin structures δ.
Upon carrying out the integration over the odd moduli ζ, the chiral amplitude (2.21)

receives contributions from both the top and bottom components of the chiral measure,
and may be decomposed as follows,

F(Ω) = F (c)(Ω) + F (d)(Ω) (2.22)

The superscripts (c) and (d) refer to the connected and disconnected parts of the correlators,
respectively, which in turn are given as follows,

F (c)(Ω) =
∑
δ

Z[δ](Ω) C2[δ](Ω)

F (d)(Ω) =
∑
δ

Ξ6[δ](Ω)ϑ[δ](0|Ω)4

16π6Ψ10(Ω) C0[δ](Ω) (2.23)

with Ξ6[δ] and Z[δ] given by (2.11) and (2.18), respectively. The disconnected part contains
the contributions from the self-contractions of the total stress tensor and finite-dimensional
determinants produced by gauge fixing. The connected part contains all others. It remains
to evaluate the components of the correlators, which was carried out in [15] for the amplitude
with four massless NS bosons.

10We note that no terms of degree one in ζα arise due to worldsheet fermion number conservation of the
correlators that produce C[δ].
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2.4.1 Correlators of chiral vertex operators

The components C0[δ](Ω) and C2[δ](Ω) are obtained by chiral splitting from correlators of
the vertex operators for the superstring. The vertex operator for the i-th massless NS state
depending on its lightlike external momentum ki and transverse polarization vector εi is
given as a sum of three parts,

V(zi, εi, ki) = V(0)(zi, εi, ki) + V(1)(zi, εi, ki) + V(2)(zi, εi, ki) (2.24)

These parts were obtained in [14] using chiral splitting and are given by,11

V(0)(zi, εi, ki) = dzi
(
εµi ∂zix

µ
+(zi)− i

2f
µν
i ψµ+ψ

ν
+(zi)

)
eiki·x+(zi)

V(1)(zi, εi, ki) = −1
2dz̄iε

µ
i χ

+
z̄ ψ

µ
+(zi) eiki·x+(zi)

V(2)(zi, εi, ki) = −dz̄iµ̂z̄z
(
εµi ∂zix

µ
+(zi)− i

2f
µν
i ψµ+ψ

ν
+(zi)

)
eiki·x+(zi) (2.25)

where the gauge invariant chiral field strength is given by,

fµνi = εµi k
ν
i − ενi k

µ
i (2.26)

and xµ+ and ψµ+ are the worldsheet chiral scalar and fermion fields, respectively (see [9, 10]
for the details of their construction).

Since the Beltrami differential µ̂ is bilinear in odd moduli, V(n) has degree n in the odd
moduli. The part V(0) is a (1, 0)-form in z familiar from the standard RNS treatment. The
parts V(1) and V(2) are (0, 1)-forms in z and are required by local supersymmetry invariance.
Although such (0, 1)-forms would naively appear to violate the meromorphicity of the chiral
amplitudes, they eventually combine into exact differentials in the vertex points zi that
integrate to zero upon pairing left and right chiral amplitudes in (1.1) or (1.2). The role of the
(0, 1)-forms in (2.25) for the even spin structure contributions to genus-two amplitudes was
established for an arbitrary number of external massless NS states. As demonstrated in [63],
these (0, 1)-forms guarantee that the chiral n-point amplitudes are independent of gauge slice
choices, and meromorphic in the vertex points zi, up to the addition of exact differentials.

The correlators may be computed by Wick contractions of the free fields xµ+ and ψµ+ with
the help of the effective rules of chiral splitting and the following two-point functions [9, 10],

〈xµ+(z)xν+(w)〉 = −ηµν lnE(z, w)
〈ψµ+(z)ψν+(w)〉 = −ηµνSδ(z, w) (2.27)

where E(z, w) is the prime form and Sδ(z, w) is the Szegö kernel (see appendix A.5).
Since the bottom component C0[δ](Ω) of the correlator is independent of odd moduli, it

is given by the correlator of the zero-th component of the vertex operators,

C0[δ](Ω) =
〈
Q(p)

5∏
i=1
V(0)(zi, εi, ki)

〉
(2.28)

11Here and throughout this work, we do not distinguish between Lorentz indices µ, ν, . . . = 0, 1, . . . , 9 in
superscripts or subscripts and choose their position such as to minimize clashes with other kinds of labels.
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Here, it is understood that the correlator is evaluated at spin structure δ, and chiral splitting
at fixed loop momenta produces the insertion of the operator Q(p),

Q(p) = exp
{
ipIµ

∮
BI

dz ∂zx
µ
+(z)

}
(2.29)

through which loop momenta are introduced in the conformal field theory correlators. Our
conventions for the homology cycles AI ,BJ are fixed in appendix A.1.

2.5 Contribution from disconnected correlators

The contribution from the disconnected correlators is then given by,

F (d)(Ω) =
∑
δ

Ξ6[δ](Ω)ϑ[δ](0|Ω)4

16π6Ψ10(Ω)
〈
Q(p)

5∏
i=1
V(0)(zi, εi, ki)

〉
(2.30)

The top component C2[δ](Ω) of the correlator is bilinear in odd moduli, and contains all
remaining contributions to be discussed in the next subsection. All contributions to the
disconnected correlators from three or fewer fermion bilinears in the vertex operators will
vanish by carrying out the spin structure sums for I17, I18 and I19 in (D.8), as is familiar
from the evaluation of the four-point NS amplitude in [15]. The remaining disconnected
contributions to the chiral five-point amplitude arise from the insertions of four and five
fermion bilinears, and we shall decompose F (d) accordingly as follows,

F (d)(Ω) = F (d4)(Ω) + F (d5)(Ω) (2.31)

The four fermion bilinear contribution is given as follows,

F (d4)(Ω) = 1
16

5∑
`=1

dz` ε
µ`
`

∑
δ

Ξ6[δ](Ω)ϑ[δ](0|Ω)4

16π6Ψ10(Ω)

×
〈
Q(p)∂z`x

µ`
+ (z`)eik`·x+(z`)

5∏
i=1
i 6=`

dzi f
µiνi
i ψµi+ ψ

νi
+ (zi)eiki·x+(zi)

〉
(2.32)

The spin structure sums of its fermion correlators are precisely those encountered in the
case of four external NS states, and correspond to the sums I20 and I21 in (D.9). The five
fermion bilinear contribution is given by,

F (d5)(Ω) = − i

32
∑
δ

Ξ6[δ](Ω)ϑ[δ](0|Ω)4

16π6Ψ10(Ω)
〈
Q(p)

5∏
i=1

dzi f
µiνi
i ψµi+ ψ

νi
+ (zi)eiki·x+(zi)

〉
(2.33)

The spin structure sums of its fermion correlators correspond to the sums J1 and J2 in (3.6)
and will be evaluated in section 3.

2.6 Contribution from connected correlators

The evaluation of the contribution from the connected parts in (2.22) constitutes the most
difficult aspect of this project, and we shall divide the task of the evaluation by decomposing
the contributions as follows,

F (c) =
5∑

a=1
Fa Fa =

∑
δ

∫
d2ζ Z[δ]Ya[δ] (2.34)
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where Z[δ] was defined in (2.14) and an explicit formula was given in (2.18). The individual
contributions to the correlator C2[δ](Ω) in (2.22) are given by12

Y1[δ] = 1
8π2

〈
Q(p)

∫
χS

∫
χS

5∏
i=1
V(0)
i

〉
(c)

Y2[δ] = 1
2π

〈
Q(p)

∫
µ̂
(
Tx + Tψ

) 5∏
i=1
V(0)
i

〉
(c)

Y3[δ] = 1
2π

5∑
i=1

〈
Q(p)

∫
χS V(1)

i

5∏
j 6=i
V(0)
j

〉

Y4[δ] = 1
2
∑
i 6=j

〈
Q(p) V(1)

i V(1)
j

5∏
l 6=i,j
V(0)
l

〉

Y5[δ] =
5∑
i=1

〈
Q(p) V(2)

i

5∏
j 6=i
V(0)
j

〉
(2.35)

Here, Y1[δ] arises from the insertion of two matter supercurrents S paired against the
gravitino slice; Y2[δ] arises from the insertion of the stress tensor paired against the
Beltrami differential; Y3[δ] arises from a mixed contribution which has one first order vertex
operator V(1)

i and one supercurrent; while Y4[δ] and Y5[δ] arise from the first and second
order corrections to the vertex operators, respectively. Since the above correlators must
be connected, and the vertex operators are independent of the ghosts, the ghost parts of
the supercurrent and stress tensor do not contribute, and only their x+ and ψ+ dependent
parts contribute to (2.35). They take the form produced by the chiral splitting procedure,

S = −1
2ψ

µ
+∂x

µ
+ Tx = −1

2∂x
µ
+∂x

µ
+ Tψ = 1

2ψ
µ
+∂ψ

µ
+ (2.36)

Note that, in view of the special gauge (2.15), the insertions of
∫
χS and V(1)

i in Y1[δ], Y3[δ]
and Y4[δ] will have support limited to the points q1 and q2.

2.6.1 The connected parts Y1 and Y2

It will be understood that in the connected correlators of (2.35) both x+ fields in Tx and
both ψ+ fields in Tψ are to be Wick contracted onto the corresponding fields in the vertex
operators, and not onto one another. (The self-contractions of Tx and Tψ are part of the
disconnected correlator contributions.) It will be convenient to decompose Y2 further,

Y2[δ] = Y2x[δ] + Y2ψ[δ] (2.37)

where Y2x[δ] and Y2ψ[δ] are given by Y2[δ] in (2.35) restricted to Tx and Tψ, respectively.
It will also be useful to decompose Y1[δ] according to the three possible ways the fields

in the supercurrents can be Wick contracted with one another, or not,

Y1[δ] = Y1xx[δ] + Y1ψψ[δ] + Y1n[δ] (2.38)
12Throughout, the integration over the worldsheet Σ will be abbreviated by

∫
Σ d

2z →
∫

when no confusion
is expected to arise, and we shall write

∫
χS =

∫
Σ d

2zχ+
z̄ S(z) and

∫
µ̂T =

∫
Σ d

2zµ̂z̄
zT (z). Moreover, we

will employ the shorthand V(n)
i = V(n)(zi, εi, ki).
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In Y1xx[δ] the two ψ+ fields in the supercurrents are Wick contracted with one another, in
Y1ψψ[δ] the two x+ fields are Wick contracted with one another, and in Y1n[δ] no fields are
contracted between the two supercurrents. Choosing the gauge of (2.15) for the gravitino
field χ, these contributions may be made more explicit as follows,

Y1ψψ[δ] = ζ1ζ2

16π2∂q1∂q2 lnE(q1, q2)
〈
Q(p)ψµ+(q1)ψµ+(q2)

5∏
i=1
V(0)
i

〉
(c)

Y1xx[δ] = ζ1ζ2

16π2Sδ(q1, q2)
〈
Q(p) ∂xµ+(q1)∂xµ+(q2)

5∏
i=1
V(0)
i

〉
(c)

Y1n[δ] = − ζ
1ζ2

16π2

〈
Q(p)ψµ+(q1)∂xµ+(q1)ψν+(q2)∂xν+(q2)

5∏
i=1
V(0)
i

〉
(c)

(2.39)

The prescription (c) requires that none of the fields at the points q1 and q2 are Wick
contracted with one another. The functions F1 and F2 in (2.34) are decomposed accordingly.

2.6.2 Structure of the spin summands

In the next section, we shall carry out the summations over even spin structures needed
to evaluate F (c) and F (d). To do so, it will be convenient to extract the non-trivial spin
structure δ-dependence of the Beltrami differential,

µ̂(w) = Sδ(q1, q2)µ(w) (2.40)

where µ(w) satisfies, ∫
µωIωJ = ζ1ζ2

8π
(
ωI(q1)ωJ(q2) + ωJ(q1)ωI(q2)

)
(2.41)

and may be chosen to be independent of δ. In preparation for computing the spin structure
sums in the next section, we list the various types of summands we shall need in these spin
structure sums, which we do below. Wick contractions of the ψ+ fields,

1. in F (d) produce closed loops of Szegö kernels multiplied by Ξ6[δ]ϑ[δ]4;
2. in Y1xx[δ], Y2x[δ] and Y5[δ] produce closed loops of Szegö kernels multiplied by
Sδ(q1, q2);

3. in Y2ψ[δ] produce closed loops of Szegö kernels with one stress tensor Tψ insertion;
4. in Y1ψψ[δ], Y1n[δ], Y3[δ] and Y4[δ] produce open chains of Szegö kernels beginning at
q1 and ending at q2, possibly times a closed loop.

The spin structure sums of many of these contributions will in fact cancel, and therefore
it will be convenient to perform those spin structure sums before writing out all contributing
kinematic arrangements.

2.7 Preview figure for the simplification process

In the following sections 3 to 6, we will simplify the contributions (2.32), (2.33) and (2.35)
to the chiral amplitude and identify a wealth of cancellations. Figure 1 below gives an
overview of cancellations that rely on the interplay of several Fa in (2.34). Contributions to
the final form of the chiral amplitude in section 7 will be denoted by Fa with a = 1, 2, . . . , 10,
and figure 1 also indicates their origin.
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F (d) =


F (d4)

F (d5)

F (c) =



F3

F5

F (a)
5

F (1)
5

F (2)
5

F5 and F6

F1

F1n

F1ψψ

F1xx

F7 to F10

= 0 , see section 4.2

F2

F2x

F2ψ


F̃3

F1 to F4

F4 = 0 , see section 4.1

see section 4.8 and 6.5

see sections 6.1 to 6.4

Figure 1. Overview of the components F1, · · · F5 and F (d4),F (d5), their partial cancellations, and
the origin of the contributions F1, · · · ,F10 to the chiral amplitude. The text and arrows in blue and
red refer to cancellations discussed in sections 4 and 6, respectively.

2.8 Wick contractions of fermions

The remaining Wick contractions of the fermions, required to evaluate Yn[δ], fall into three
different groups, according to whether they correspond to closed loops of Szegö kernels on
vertex points (for items 1 and 2 in the list at the end of subsection 2.6.2), a closed loop with
a fermionic stress tensor inserted (for item 3), or an open chain of Szegö kernels beginning
at q1 and ending at q2 (for item 4). These three cases are given respectively by,

W1,2,··· ,n[δ] =
(
− i2

)n〈 n∏
i=1

fµiνii ψµi+ ψ
νi
+ (zi)

〉

W ′1,2,··· ,n[δ] = 1
2π

(
− i2

)n ∫
d2w µ̂(w)

〈
Tψ(w)

n∏
i=1

fµiνii ψµi+ ψ
νi
+ (zi)

〉
(c)

Wµν
1,2,··· ,n[δ] =

(
− i2

)n〈
ψµ+(q1)ψν+(q2)

n∏
i=1

fµiνii ψµi+ ψ
νi
+ (zi)

〉
(c)

(2.42)
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where the subscript (c) excludes self-contractions of Tψ and of ψµ+(q1)ψν+(q2) in the second
and third lines, respectively.

2.8.1 Notations

Throughout, we shall use the following notations for various permutation sums.

• The symbol (i1, · · · , in) denotes the sum over all permutations of (1, · · · ,n);

• The symbol (i1, · · · , in)r denotes the sum over all permutations (i1, · · · , in) of (1, · · · ,n)
modulo reversal (i1, · · · , in)→ (in, · · · , i1);

• The symbol (i1, · · · , in)c denotes the sum over all permutations (i1, · · · , in) of (1, · · · ,n)
modulo reversal and cyclic permutations;

• The symbol (i1, · · · , im|im+1, · · · , in) with 1≤m<n denotes the sum over all inequiva-
lent partitions of the set (1, · · · ,n) into sets of cardinality m and n−m. Equivalently,
(i1, · · · , im|im+1, · · · , in) denotes the sum over all permutations (i1, · · · , in) of (1, · · · ,n)
modulo all permutations of (i1, · · · , im) and all permutations of (im+1, · · · , in).

The Wick contractions of the fermions are carried out using the two-point function
given by the Szegö kernel in (2.27). Throughout, we shall use the following notations,

(f1f2 · · · fk) = fµ1µ2
1 fµ2µ3

2 · · · fµkµ1
k

(f1f2 · · · fk)µν = fµµ2
1 fµ2µ3

2 · · · fµk νk (2.43)

for closed loops and open chains, respectively, with (f1 · · · fk) = tr(f1 · · · fk).

2.8.2 Closed loops of Szegö kernels

Performing the Wick contractions explicitly for n ≤ 4, we have

W1,2[δ] = 1
2(f1f2)Sδ(1, 2)Sδ(2, 1)

W1,2,3[δ] = i(f1f2f3)Sδ(1, 2)Sδ(2, 3)Sδ(3, 1)
W1,2,3,4[δ] = −(f1f2f3f4)Sδ(1, 2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 1)

− (f1f3f2f4)Sδ(1, 3)Sδ(3, 2)Sδ(2, 4)Sδ(4, 1)
− (f1f3f4f2)Sδ(1, 3)Sδ(3, 4)Sδ(4, 2)Sδ(2, 1)
+W1,2[δ]W3,4[δ] +W1,3[δ]W2,4[δ] +W1,4[δ]W2,3[δ] (2.44)

with Sδ(a, b) = Sδ(za, zb). The sum for the four-point correlator may be expressed in an
equivalent and more succinct manner by using the following notations.

W1,2,3,4[δ] =−
∑

(i,j,k)r

(f1fifjfk)Sδ(1, i)Sδ(i, j)Sδ(j,k)Sδ(k,1)+
∑

(i,j|k,`)
Wi,j [δ]Wk,`[δ] (2.45)

The sum on the first line runs over all 3 permutations (i, j, k) of (2, 3, 4) modulo reversal
(i, j, k)→ (k, j, i), while the sum on the second line runs over 3 inequivalent partitions of
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(1, 2, 3, 4) into 2 + 2, in accord with our general notational conventions of subsection 2.8.1.
For n = 5 we have,

W1,2,3,4,5[δ] = −i
∑

(i,j,k,`,m)c

(fifjfkf`fm)Sδ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`,m)Sδ(m, i)

+
∑

(i,j|k,`,m)
Wi,j [δ]Wk,`,m[δ] (2.46)

Under reversal (i, j, k, `,m)→ (m, `, k, j, i) on the first line, the product of Szegö kernels
reverses sign, and so does the trace of the f -matrices since tr(fifjfkf`fm) = −tr(fmf`fkfjfi),
so that each term is invariant. Therefore, the sum on the first line runs over all 12
permutations (i, j, k, `,m) of (1, 2, 3, 4, 5) modulo reversal (i, j, k, `)→ (`, k, j, i) and modulo
cyclic permutations, while the sum on the second line runs over all 10 inequivalent partitions
of (1, 2, 3, 4, 5) into 2 + 3.

2.8.3 Closed loops of Szegö kernels with a fermion stress tensor

To organize the Wick contraction of the correlatorsW ′ in (2.42) with a fermionic stress tensor,
it will be convenient to use the deformed Szegö kernel, defined as the two-point function of
ψ with an insertion of the stress tensor integrated against the Beltrami differential µ̂,13

S′δ(x, y) ηµν = − 1
2π

∫
d2w µ̂(w) 〈Tψ(w)ψµ+(x)ψν+(y)〉 (2.47)

We note that S′δ is antisymmetric S′δ(x, y) = −S′δ(y, x) just as Sδ itself is.
The fermion correlators with the insertion of a single fermion stress tensor are given as

follows. For two and three vertex points, we have respectively,

W ′1,2[δ] = (f1f2)S′δ(1, 2)Sδ(2, 1)
W ′1,2,3[δ] = i

∑
(i,j,k)r

(fifjfk)S′δ(i, j)Sδ(j, k)Sδ(k, i) (2.48)

The sum is over all 3 permutations (i, j, k) of (1, 2, 3) modulo reversal (i, j, k) → (k, j, i),
under which both (fifjfk) and the product of Szegö kernels are odd making the summand
invariant. For four points, we have,

W ′1,2,3,4[δ] = −
∑

(i,j,k,`)r

(fifjfkf`)S′δ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`, i)

+
∑

(i,j|k,`)

(
W ′i,j [δ]Wk,`[δ] +Wi,j [δ]W ′k,`[δ]

)
(2.49)

The sum on the first line is over all 12 permutations of (1, 2, 3, 4) modulo the reversal
(i, j, k, `) → (`, k, j, i), under which both (fifjfkf`) and the product of Szegö kernels are

13The object S′δ(x, y) is defined here with the opposite sign of its definition in [15] in order to match the
sign of the undeformed Szegö kernel in (2.27).
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invariant. The sum on the second line is over all 3 inequivalent partitions of 4 → 2 + 2.
Finally, for five points we have,

W ′1,2,3,4,5[δ] = −i
∑

(i,j,k,`,m)r

(fifjfkf`fm)S′δ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`,m)Sδ(m, i)

+
∑

(i,j|k,`,m)

(
W ′i,j [δ]Wk,`,m[δ] +Wi,j [δ]W ′k,`,m[δ]

)
(2.50)

The sum on the first line is over all 60 permutations of (1, 2, 3, 4, 5) modulo the reversal
(i, j, k, `,m) → (m, `, k, j, i), under which both (fifjfkf`fm) and the product of Szegö
kernels are odd so that their product is even. The sum on the second line is over all 10
inequivalent partitions of 5→ 3 + 2.

2.8.4 Open chains of Szegö kernels

For open chains Wµν in (2.42), we have the following Wick contractions for three vertex
points or fewer,

Wµν
1 [δ] = −ifµν1 Sδ(q1, 1)Sδ(1, q2)

Wµν
1,2[δ] =

∑
(i,j)

(fifj)µνSδ(q1, i)Sδ(i, j)Sδ(j, q2) (2.51)

Wµν
1,2,3[δ] = i

∑
(i,j,k)

(fifjfk)µνSδ(q1, i)Sδ(i, j)Sδ(j, k)Sδ(k, q2) +
∑

(i|j,k)
Wµν
i [δ]Wj,k[δ]

The sum in Wµν
1,2 is over 2 permutations (i, j) of (1, 2). The first sum in Wµν

1,2,3 is over all
6 permutations (i, j, k) of (1, 2, 3) while the second sum is over all 3 partitions (i|j, k) of
(1, 2, 3) into 1 + 2. For four vertex points, we have,

Wµν
1,2,3,4[δ] = −

∑
(i,j,k,`)

(fifjfkf`)µνSδ(q1, i)Sδ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`, q2) (2.52)

+
∑

(i,j|k,`)

(
Wµν
i,j [δ]Wk,`[δ] +Wµν

k,`[δ]Wi,j [δ]
)

+
∑

(i|j,k,`)
Wµν
i [δ]Wj,k,`[δ]

The sum on the first line is over all 24 permutations (i, j, k, `) of (1, 2, 3, 4). The first sum
on the second line is over all 3 inequivalent partitions (i, j|k, `) of (1, 2, 3, 4) into 2 + 2. The
second sum on the second line is over all 4 inequivalent partitions (i|j, k, `) of (1, 2, 3, 4)
into 1 + 3. Finally for five vertex points, we have,

Wµν
1,2,3,4,5[δ] = −i

∑
(i,j,k,`,m)

(fifjfkf`fm)µνSδ(q1, i)Sδ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`,m)Sδ(m, q2)

+
∑

(i,j|k,`,m)
Wµν
i,j [δ]Wk,`,m[δ] +

∑
(i|j,k,`,m)

Wµν
i [δ]Wj,k,`,m[δ] (2.53)

− i

2
∑

(i,j,k,`,m)/Z2

(fifjfk)µν(f`fm)Sδ(q1, i)Sδ(i, j)Sδ(j, k)Sδ(k, q2)Sδ(`,m)2

The sum on the first line is over all permutations (i, j, k, `,m) of (1, 2, 3, 4, 5). The first sum on
the second line is over all 10 inequivalent partitions (i, j|k, `,m) of (1, 2, 3, 4, 5) into 2+3. The
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second sum on the second line is over all 5 inequivalent partitions (i|j, k, `,m) of (1, 2, 3, 4, 5)
into 1 + 4. Finally, the sum on the third line is over all 60 permutations (i, j, k, `,m)/Z2 of
(1, 2, 3, 4, 5) modulo swapping ` and m, under which the summand is invariant. Equivalently,
this sum may be expressed as half of the sum over all permutations (i, j, k, `,m).

3 Spin structure sums

A crucial ingredient in the construction of the amplitudes in the RNS formulation is the
evaluation of the sums over spin structures. The contributions to the genus-two amplitude
evaluated here will be the parity conserving part only, restricted to external NS states.
Therefore, the spin structure sums will be over even spin structures only. For the five-point
string amplitude, some of the sums were required already for the evaluation of the four-
point string amplitude in [15], and those results, denoted by I1 to I21, are summarized in
appendix D. The spin structure sums that first occur in the five-point string amplitude will
be discussed in this section, with detailed calculations relegated to appendix E. We group
the different sums according to their structure.

3.1 Auxiliary holomorphic forms

Of crucial importance is the bi-holomorphic form ∆, which was already introduced in the
summary of results, and which we recall here for convenience,

∆(z, w) = ω1(z)ω2(w)− ω2(z)ω1(w) (3.1)

The holomorphic (1, 0)-form $ may be defined for either α = 1, 2 by,

$(z) = cα∆(qα, z) (3.2)

or equivalently in terms of ϑ-functions by,14

$(z) = (−)α−1ωI(z) ∂Iϑ(qα −∆) e2πiκ′(qα−∆) (3.3)

The holomorphic (−1, 0)-forms with non-trivial monodromy cα were evaluated in [15],

cα = (−)α−1Z3σ(qα)−1e2πiκ′(qα−∆) (3.4)

in terms of the chiral scalar partition function Z given in appendix B.3 and the Fay form σ

given in appendix A.5. These forms satisfy the following further relations,

c1ωI(q1)− c2ωI(q2) = 0
c2

1 ∂$(q1) + c2
2 ∂$(q2) = 0

Z0c1c2∂$(q1)∂$(q2) = 1 (3.5)

which were proven in [15], and will be used extensively throughout.
14From the different contexts in which they appear, the bi-holomorphic form ∆ should be clearly

distinguished from the Riemann vector ∆I(z0) of (A.23). The half-characteristics κ′ on the right-hand side
of (3.3) and (3.4) is defined by (2.17).
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3.2 Sums involving Ξ6[δ]

The spin structure sums that involve the modular form Ξ6[δ] defined in (2.11) are the
correlators that contribute to F (d) in (2.30). Those with three or fewer vertex points I17, I18
and I19 of (D.8) vanish, leading to the simplified form (2.31); those with four vertex points
I20 and I21 of (D.9) are given in (D.10); and those with five vertex points are the sums,15

J1(z1, z2, z3; z4, z5) =
∑
δ

Ξ6[δ]ϑ[δ](0)4 Sδ(1, 2)Sδ(2, 3)Sδ(3, 1)Sδ(4, 5)2 (3.6)

J2(z1, z2, z3, z4, z5) =
∑
δ

Ξ6[δ]ϑ[δ](0)4 Sδ(1, 2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 5)Sδ(5, 1)

The key to their calculation is the use of the reduction formulas for the product of Szegö
kernels, presented in appendix C. To evaluate J1, we apply formula (C.6) to the product
of three Szegö kernels. The spin structure sum of the first term on the right side of (C.6)
vanishes in view of the vanishing of I18 in (D.8). Similarly, J2 may be evaluated by reducing
the product of five Szegö kernels using the results of (C.11). The spin structure sums of the
terms in the first line on the right of (C.11) cancel in view of the vanishing of I17 and I18,
respectively. The remaining spin structure sums may be evaluated in terms of I20 as given
in (D.10). The resulting expressions are as follows,

J1 = −2π4Ψ10
x12 dx3
x23 x31

(
∆(1, 4)∆(2, 5) + ∆(1, 5)∆(2, 4)

)
+ cycl(1, 2, 3)

J2 = −π4Ψ10
x14 dx5
x45x51

(
∆(1, 2)∆(3, 4)−∆(1, 4)∆(2, 3)

)
+ cycl(1, 2, 3, 4, 5) (3.7)

The prefactor is expressed in the hyper-elliptic formulation where zi = (xi, s(xi)). The
combination xijdxk/(xjkxki) is a meromorphic (1, 0)-form in zk = (xk, s(xk)) with simple
poles at zi, zj and at their images I(zi), I(zj) under the involution I(z) = (x,−s(x)). Its
simple zeros are the six branch points of Σ. It is shown in appendix C that this form may
be expressed in terms of ∆ as follows,

x12 dx3
x23 x31

= ∆(z1, z2)∆′(z3)
∆(z2, z3)∆(z3, z1)dz3 ∆′(z) = ∂w∆(w, z)

∣∣∣
w=z

(3.8)

The differential ∆′(z)(dz)3 is a holomorphic (3, 0)-form with zeros at the six branch points;
it is unique up to an overall constant. Alternatively, the differential may also be expressed
in terms of the first-order derivatives of the prime form, which we decompose as follows,

∂zi lnE(zi, zj) = ωI(zi)gIi,j − ∂zi ln hν(zi) (3.9)

where hν is the holomorphic (1
2 , 0)-form for odd spin structure ν given in (A.24), while gIi,j

is defined as follows. For a ϑ-function with odd characteristic ν we introduce the vector of
functions,

gIx,y = ∂

∂ζI
lnϑ[ν](ζ|Ω) evaluated at ζI =

∫ x

y
ωI (3.10)

15When no confusion is expected, we shall often abbreviate dependence on a vertex point zi simply by
its index i so that, for example, Sδ(i, j) = Sδ(zi, zj), ∆(i, j) = ∆(zi, zj), ωI(i) = ωI(zi), and $(i) = $(zi).
The dependence on other points, such as q1, q2, w, will always be kept unabbreviated.
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When no confusion is expected, the functions gIx,y for x, y evaluated on the vertex points
zi, zj will be abbreviated as follows,

gIi,j = gIzi,zj (3.11)

The function gIzi,zj depends on ν but this dependence will not be exhibited. It changes
sign under swapping the points zi and zj , and has trivial monodromy under AI cycles but
non-trivial monodromy around BI cycles, which is given by,

(zi, zj)→ (zi + BJ , zj) : gIi,j → gIi,j − 2πiδIJ (3.12)

We shall also introduce cyclic sums of gIi,j , all with a common spin structure ν,

GIi1,i2,··· ,in = gIi1,i2 + gIi2,i3 + · · ·+ gIin−1,in + gIin,i1 (3.13)

Clearly, we have GIi,j = 0 while for n ≥ 3 the combinations GI are independent of the spin
structure, and single-valued in all points. Antisymmetry of gIi,j = −gIj,i leads to the reflection
property GIi1,i2,··· ,in = −GIin,··· ,i2,i1 such that GIi,j,k is totally antisymmetric in i, j, k.

It is shown in appendix E that both J1 and J2 may be simply expressed in terms of
the functions GI and holomorphic Abelian differentials, and the final results are as follows,

J1 = −2π4Ψ10 ωI(1)
(
∆(2, 4)∆(3, 5)GI1,3,5,4,2 + (4↔ 5)

)
+ cycl(1, 2, 3)

J2 = −2π4 Ψ10 ωI(1)∆(2, 5)∆(3, 4)GI5,1,2 + cycl(1, 2, 3, 4, 5) (3.14)

These expressions are manifestly single-valued. A useful alternative expression for J2 is
given in the canonical cyclic basis,

J2 = 2π4Ψ10ωI(1)∆(2, 3)∆(4, 5)
(
GI1,2,3 +GI1,4,5

)
+ cycl(1, 2, 3, 4, 5) (3.15)

Note that poles of GI1,2,3 in (z1 − z3) and its cyclic permutations are spurious since they
do not occur in the summand in (3.6). Indeed, the coefficient of gI3,1 in (3.15) is given by
(ωI(1)∆(2, 3) + ωI(3)∆(1, 2))∆(4, 5) = ωI(2)∆(1, 3)∆(4, 5) after assembling the cyclic orbit
which cancels the pole in (z1 − z3). One can similarly check that the expression for J1
in (3.14) has no simple poles other than those from gI1,2, g

I
2,3, and gI3,1.

3.3 Sums involving Sδ(q1, q2)

The spin structure sums that involve the factor Sδ(q1, q2) times closed loops of Szegö kernels
at vertex points are the correlators that contribute to F1ψψ, F2x and F5 and involve the
Wick contractions in subsection 2.8.2. Those with three or fewer vertex points I1, I2, I3
of (D.2) vanish; those with four vertex points I11 and I12 of (D.3) are given in (D.4); and
those with five vertex points are the sums,

J3(z1, z2, z3; z4, z5) =
∑
δ

Z[δ]Sδ(q1, q2)Sδ(1, 2)Sδ(2, 3)Sδ(3, 1)Sδ(4, 5)2 (3.16)

J4(z1, z2, z3, z4, z5) =
∑
δ

Z[δ]Sδ(q1, q2)Sδ(1, 2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 5)Sδ(5, 1)
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where Z[δ] was defined in (2.18). To evaluate the sums in J3, J4, we proceed by using the
hyper-elliptic representation to reduce the product of three Szegö kernels in J3 using (C.6)
and the product of five Szegö kernels in J4 using (C.11). The remaining spin structure
sums may be carried out using the formulas for I11 and I12 given in (D.3). The resulting
expressions may be simplified to give,

J3 = −Z0 ρ1
x23 dx1
x31x12

+ cycl(1, 2, 3)

J4 = Z0 ρ1
x25 dx1
x51x12

+ cycl(1, 2, 3, 4, 5) (3.17)

where we shall use the following notations throughout,16

ρi =
5∏
j=1
j 6=i

$(zj) ρ =
5∏
j=1

$(zj) (3.18)

As in the case of J1, J2, these hyper-elliptic expressions may be recast in terms of derivatives
of the prime form and ultimately in terms of the single-valued functions analogous to GI
of (3.13), provided we generalize the definition of GI to allow for one of the points to be qα.
The calculations are performed in appendix E and the results are given as follows,

J3 = −Z0 ρ1 ωI(1)GIqα,2,1,3 + cycl(1, 2, 3)
J4 = Z0 ρ1 ωI(1)GIqα,2,1,5 + cycl(1, 2, 3, 4, 5) (3.19)

where
GIqα,2,1,3 = gIqα,z2 + gIz2,z1 + gIz1,z3 + gIz3,qα (3.20)

The combinations occurring in (3.19) have trivial monodromy in all variables, and the
definition (3.20) readily implies antisymmetry GIqα,2,1,3 = −GIqα,3,1,2 as well as zeros in
z1−qα and z2−z3. The poles in zj − qα of the individual GIqα,j,... in (3.19) are spurious
thanks to the zeros of the accompanying $(zj) factors.

3.4 Sums involving Sδ(q1, zi)Sδ(zj, q2)

The spin structure sums that involve an open chain of Szegö kernels, beginning at the point
q1 and ending at q2 contribute to F1xx,F1n, F3 and F4 and involve the Wick contractions
in subsection 2.8.4. Those with four or fewer vertex points I4, · · · , I10 of (D.2) all vanish;
those with five vertex points are the sums,

J5(z1, z2; z3, z4, z5) =
∑
δ

Z[δ]Sδ(q1, 1)Sδ(1, 2)Sδ(2, q2)Sδ(3, 4)Sδ(4, 5)Sδ(5, 3)

J6(z1; z2, z3; z4, z5) =
∑
δ

Z[δ]Sδ(q1, 1)Sδ(1, q2)Sδ(2, 3)2Sδ(4, 5)2

J7(z1; z2, z3, z4, z5) =
∑
δ

Z[δ]Sδ(q1, 1)Sδ(1, q2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 5)Sδ(5, 2)

J8(z1, z2, z3; z4, z5) =
∑
δ

Z[δ]Sδ(q1, 1)Sδ(1, 2)Sδ(2, 3)Sδ(3, q2)Sδ(4, 5)2

J9(z1, z2, z3, z4, z5) =
∑
δ

Z[δ]Sδ(q1, 1)Sδ(1, 2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 5)Sδ(5, q2) (3.21)

16Note that the symbols ρi and ρ used here differs from their definitions in [15], where they represented
the product over three and four differentials, respectively.
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To evaluate J5, we use the reduction formula (C.6) for the product of the last three Szegö
kernels in the summand of J5 and the vanishing of I6 and I9 in (D.2), and we readily find,

J5 = 0 (3.22)

Furthermore, J6 and J7 are holomorphic in z2, z3, z4, z5 as a result of I4 = I5 = I10 = 0,
while the residues of their poles in z1 at q1 and q2 are given by I11 and I12, respectively.
The functions J8 and J9 are holomorphic in z1, · · · , z5 as a result of I7 = I8 = I9 = 0.

These spin structure sums are evaluated using the Riemann identities in appendix E,
and the final simplified results are as follows,

J6 = J7 −Z0c
2
1∂$(q1)$(1)∆(2, 4)∆(3, 5)

J7 = Z0c
2
1∂$(q1)$(1)−1

(
$(3)$(5)∆(1, 2)∆(1, 4) +$(2)$(4)∆(1, 3)∆(1, 5)

)
J8 = Z0c

2
1∂$(q1)

(
$(1)∆(2, 4)∆(3, 5) +$(5)∆(1, 4)∆(2, 3)

)
J9 = −Z0c

2
1∂$(q1)$(3)∆(1, 4)∆(2, 5) (3.23)

The forms c1, c2 are given in (3.4) and related to $,∆ and Z0 by the relations of (3.2)
and (3.5). In particular, the first relation in (3.5) makes it manifest that each function
above is odd under swapping q1 and q2, as is expected from the definition of their spin
structure sums in (3.21). Further consistency checks of the simplified formulae in (3.23)
can be found in appendix E.3.6.

3.4.1 Further identities and symmetrizations

We note the following relation between J6 and J7,

J6(1; 2, 3; 4, 5) = −J7(1; 2, 5, 3, 4) + J7(1; 2, 3, 4, 5) + J7(1; 2, 4, 5, 3) (3.24)

For later use, it will be convenient to introduce the symmetrized version of J6 and J7,

JS6 (1; 2, 3; 4, 5) = 1
3
(
J6(1; 2, 3; 4, 5) + J6(1; 2, 4; 5, 3) + J6(1; 2, 5; 3, 4)

)
JS7 (1; 2, 3, 4, 5) = 1

3
(
J7(1; 2, 3, 4, 5) + J7(1; 2, 4, 5, 3) + J7(1; 2, 5, 3, 4)

)
(3.25)

From the relation (3.23) between J6 and J7 it is readily deduced that we have,

JS6 (1; 2, 3; 4, 5) = JS7 (1; 2, 3, 4, 5) (3.26)

Their expression is given as follows,

JS7 = 1
3Z0

c2
1∂$(q1)
$(1)

[
∆(1, 2)∆(1, 4)$(3)$(5) + ∆(1, 3)∆(1, 5)$(2)$(4)

+ ∆(1, 2)∆(1, 5)$(4)$(3) + ∆(1, 4)∆(1, 3)$(2)$(5)

+ ∆(1, 2)∆(1, 3)$(5)$(4) + ∆(1, 5)∆(1, 4)$(2)$(3)
]

(3.27)
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The different terms correspond to the 6 partitions of a set of 4 points {2, 3, 4, 5} into two
pairs of 2 distinguishable points. Thus, the function J7

S is invariant under all permutations
of the points {2, 3, 4, 5}. Next, we introduce the differences of J7 and the symmetrized
version,

J̃7(1; 2, 3, 4, 5) = J7(1; 2, 3, 4, 5)− JS7 (1; 2, 3, 4, 5) (3.28)

These functions may be computed in terms of basic objects,

J̃7(1; 2, 3, 4, 5) = 1
3Z0c

2
1∂$(q1)$(1)

(
∆(2, 3)∆(4, 5) + ∆(2, 5)∆(4, 3)

)
(3.29)

which makes it manifest that J̃7 is holomorphic in all vertex points zi. In summary, J6 and
J7 can be expressed as follows,

J6(1; 2, 3; 4, 5) = JS7 (1; 2, 3, 4, 5)− 2J̃7(1; 2, 5, 3, 4)
J7(1; 2, 3, 4, 5) = JS7 (1; 2, 3, 4, 5) + J̃7(1; 2, 3, 4, 5) (3.30)

where the singularities in z1 at qα are entirely contained in JS7 . These singularities are
simple poles, whose residue is given by,

JS7 (1; 2, 3, 4, 5) = 2Z0 ρ1 dz1
z1 − q1

− 2Z0 ρ1 dz1
z1 − q2

+O(1) (3.31)

For later use, it will be convenient to express J9 in the cyclic basis of holomorphic (1, 0)-forms
in five points, exhibited in (B.3),

J9(1, 2, 3, 4, 5) = Z0c
2
1∂$(q1)

[
$(2)∆(3, 4)∆(5, 1) +$(4)∆(5, 1)∆(2, 3)

−$(3)∆(4, 5)∆(1, 2)
]

(3.32)

The spin structure sum exhibits invariance under reversal, namely (z1, z2)↔ (z5, z4) leaving
z3 invariant, as expected from inspection of the original spin structure sum.

3.5 Sums involving the fermion stress tensor

The spin structure sums that involve the fermionic stress tensor Tψ, defined in (2.36),
inserted in closed loops of Szegö kernels at vertex points, are the correlators that contribute
to F2ψ and involve the Wick contractions in subsection 2.8.3. Those with four or fewer
vertex points I13, I14, I15, I16 of (D.5) are given by (D.6); those with five vertex points are
the sums,

J10(w; z1, z2, z3; z4, z5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 4, 5)Sδ(4, 5)Sδ(1, 2)Sδ(2, 3)Sδ(3, 1)

J11(w; z1, z2, z3; z4, z5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Sδ(2, 3)Sδ(3, 1)Sδ(4, 5)2 (3.33)

J12(w; z1, z2, z3, z4, z5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Sδ(2, 3)Sδ(3, 4)Sδ(4, 5)Sδ(5, 1)
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Here, we have expressed the correlator of the fermionic stress tensor with two ψ-fields in
terms of the combination ϕ[δ] familiar from [15],

〈Tψ(w)ψµ+(x)ψν+(y)〉 = 1
2η

µνϕ[δ](w;x, y) (3.34)

where ϕ[δ] is given in terms of the Szegö kernel by,

ϕ[δ](w;x, y) = Sδ(x,w)∂wSδ(w, y)− Sδ(y, w)∂wSδ(w, x) (3.35)

Using the Fay identity (A.35), we recast ϕ[δ] in an equivalent but more useful form,

ϕ[δ](w;x, y) = −ϑ[δ](x+ y − 2w)E(x, y)
ϑ[δ](0)E(x,w)2E(y, w)2 (3.36)

The expression we shall need is actually the integral of Tψ against the Beltrami differential
µ̂ of (2.40) for the deformation from the period matrix Ω to the super period matrix
Ω̂. This deformation may be summarized in terms of the deformed Szegö kernel S′δ(z, w)
defined by (2.47). To perform the sum over spin structures, we extract the spin structure
dependence of the Beltrami differential µ̂(w) = Sδ(q1, q2)µ(w) using (2.40), and assume that
µ(w) is independent of δ. The deformed Szegö kernel may then be expressed as follows,

S′δ(x, y) = − 1
4π

∫
Σ
d2wµ(w) Sδ(q1, q2)ϕ[δ](w;x, y) (3.37)

The dependence on the spin structure δ through the factor Sδ(q1, q2) must, of course, be
included in the summand while carrying out the sum over spin structures, whence the form
of the sums in (3.33). We note for later use that both ϕ[δ] and S′δ preserve the antisymmetry
under exchange of the points x, y,

S′δ(x, y) = −S′δ(y, x) ϕ[δ](w;x, y) = −ϕ[δ[(w; y, x) (3.38)

We shall proceed next to evaluating the spin structure sums in J10, J11 and J12.

3.5.1 Evaluating J10

To simplify the evaluation of J10, we use formula (C.6) to reduce the product of the last
three Szegö kernels to squares of Szegö kernels, which may be evaluated with the help of
I13 and I16. The result is as follows,

J10 = dx1 dx2 dx3
2x12 x23 x31

I13(w; z4, z5)−
(
x12dx3
2x23x31

I16(w; z4, z5; z1, z2) + cycl(1, 2, 3)
)

(3.39)

We shall refrain from expressing the hyper-elliptic combinations in terms of the Green
function G, as the first term will be found to cancel upon integration against the Beltrami
differential, and will therefore not be needed, see appendix F.1 for details.
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3.5.2 Evaluating J11 and J12

For J11 and J12, two further reductions in the number of ϑ-functions in the summand
may be achieved by use of the Fay identity (A.35) which allows the calculation of the
remaining spin structure sums with the help of the Riemann identities (A.20). The detailed
calculations are relegated to appendix E, and the results are as follows,

J11 = 1
4
(
− L1(w; 1, 2; 3, 4, 5)− L1(w; 1, 2; 4, 5, 3)− L1(w; 1, 2; 5, 3, 4)

+ L2(w; 1, 2; 3, 4, 5) + L2(w; 1, 2; 3, 5, 4)− L2(w; 1, 2; 4, 5, 3)

+ L2(w; 1, 2; 4, 3, 5) + L2(w; 1, 2; 5, 3, 4)− L2(w; 1, 2; 5, 4, 3)
)

J12 = 1
4
(
L1(w; 1, 2; 3, 4, 5)− L1(w; 1, 2; 4, 5, 3) + L1(w; 1, 2; 5, 3, 4)

− L2(w; 1, 2; 3, 4, 5)− L2(w; 1, 2; 3, 5, 4) + L2(w; 1, 2; 4, 3, 5)

− L2(w; 1, 2; 5, 3, 4)− L2(w; 1, 2; 4, 5, 3) + L2(w; 1, 2; 5, 4, 3)
)

(3.40)

where the functions L1, L2 are defined by,

L1(w; 1, 2; 3, 4, 5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Rδ(1, 3; 4, 5)Rδ(2, 3; 4, 5)

L2(w; 1, 2; 3, 4, 5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Rδ(1, 3; 4, 5)Rδ(2, 4; 5, 3) (3.41)

in terms of the combinations,

Rδ(z1, z2;w1, w2) = Sδ(z1, w1)Sδ(z2, w2)− Sδ(z1, w2)Sδ(z2, w1) (3.42)

which occur in the Fay identity (A.35). These functions are evaluated in appendix E, and
are given as follows,

L1(w; 1, 2; 3, 4, 5) = 2Z0c
2
1$(w)2 G2(4, 5, q1; 3, w)G3(1, 2, 3, q1; 4, 5, w)

+ (q1 ↔ q2)
L2(w; 1, 2; 3, 4, 5) = 2Z0$(w)2$(1)$(2)G(3; 2, 4; q1, w)G(4; 1, 3; q1, w)

×G(5; 1, 2; q2, w) + (q1 ↔ q2) (3.43)

An alternative expression for L2 is given as follows,

L2(w; 1, 2; 3, 4, 5) = −2Z0$(w)2$(2)$(5)G(3; 2, 4; q1, w)G(4; 1, 3; q1, w)
×G(1; 5, w; q1, 2) + (q1 ↔ q2) (3.44)

The Green functions G2 and G3 emerge naturally in the anti-commuting b, c system analyzed
in subsection B.4.1, where explicit formulas for the function G2(z1, z2, z3;w1, w2) and
G3(z1, z2, z3, z4;w1, w2, w3) may also be found. Since they are separately permutation
antisymmetric in the zi and wj and since G(z; z1, z2; p1, p2) in (B.16) or (B.19) is symmetric
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under p1 ↔ p2 as well as antisymmetric under z1 ↔ z2, the representation (3.43) of the L1
and L2 implies the following symmetry properties,

L1(w; 1, 2; 3, 4, 5) = −L1(w; 2, 1; 3, 4, 5) = L1(w; 1, 2; 3, 5, 4)
L2(w; 1, 2; 3, 4, 5) = −L2(w; 2, 1; 4, 3, 5) (3.45)

which are evident from (3.41) and the antisymmetry of Rδ(z1, z2;w1, w2) in both z1 ↔ z2
and w1 ↔ w2. The above formulas for J11 and J12 are proven in appendix E.

4 Fundamental simplifications and cancellations

The summation over spin structures enforces the GSO projection, required for space-time
supersymmetry, and produces major cancellations and simplifications to the chiral amplitude.
In particular, these cancellations are required to render the amplitude properly independent
of any intermediate gauge and slice choices. They will further guarantee the absence
of certain low-energy interactions and thus lead to non-renormalization theorems. The
importance of such cancellations is familiar from the amplitude for four external states in [15],
but will be even more dramatic for the amplitude with five external NS states. In this section,
we prove the required cancellations and simplifications in order of increasing complexity.

4.1 Cancellation of F4

The contribution F4, obtained as the sum over spin structures of Y4[δ] given in (2.35),
vanishes. To prove this result, we use the fact that in Y4[δ] one vertex point coincides with
q1, another with q2. The fermionic part of the correlators therefore involves a sum over
contributions, each of which is formed out of a chain of Szegö kernels from q1 to q2 with
three vertex points being available for Y4[δ]. But such contributions cancel upon summing
over spin structures as follows (see appendix D for further details). The points q1 and q2
may be connected via zero vertex points which vanish by I1 = I2 = I3 = 0, by one vertex
point which vanish by I4 = I5 = 0, by two points which vanishes by I6 = 0 or by three
points which vanishes by I7 = 0.

4.2 Cancellation of F1ψψ

The contribution F1ψψ, obtained as the sum over spin structures of Y1ψψ[δ] given in (2.39),
vanishes. To prove this result, we use the fact that the Wick contractions of the fermions are
given by open chains spelt out in section 2.8.4 with µ and ν contracted with one another. The
spin structure sums of Wµν

1 [δ], Wµν
1,2[δ], Wµν

1,2,3[δ] and Wµν
1,2,3,4[δ] defined in (2.51) and (2.52)

vanish thanks to the vanishing of I4, · · · , I10 in (D.2). The remaining contribution to F1ψψ
involves the chain of Szegö kernels with five vertex points given in (2.53). Expressing the
resulting sums in terms of the functions J5, J6, J7, J8, J9 of (3.21), we find that F1ψψ is
proportional to the following sum (omitting a factor of bosonic contractions),∑

(i,j,k,`,m)
2(fifjfkf`fm) J9(i, j, k, `,m)−

∑
(i,j,k|`,m)

2(fifjfk)(f`fm) J8(i, j, k; `,m) (4.1)

– 29 –



J
H
E
P
1
2
(
2
0
2
1
)
0
6
3

where we recall from (2.53) that the first sum is over all permutations (i, j, k, `,m) of
(1, 2, 3, 4, 5) while the second sum is over all permutations (i, j, k|`,m) modulo swapping
`,m. In obtaining this result, we have used the facts that the spin structure sum of the
first term in the second line of (2.53) is proportional to J5 which vanishes in (3.22), while
the contraction over µ and ν of the second term in the second line of (2.53) vanishes since
fµµi = 0. The last cancellation explains why J6 and J7 are absent from F1ψψ.

Now recast the first term as the sum over pairs of terms with reversed assignments,

(fifjfkf`fm) J9(i, j, k, `,m) + (fmf`fkfjfi) J9(m, `, k, j, i)

= (fifjfkf`fm)
(
J9(i, j, k, `,m)− J9(m, `, k, j, i)

)
(4.2)

where we have used (fmf`fkfjfi) = −(fifjfkf`fm) to combine both terms. Since we have
J9(i, j, k, `,m) = J9(m, `, k, j, i) by (3.23) each term vanishes. A similar argument applies
to the second term in the sum of (4.1), but this time applied to reversing only the entries
i, j, k,

(fifjfk)(f`fm) J8(i, j, k; `,m) + (fkfjfi)(f`fm) J8(k, j, i; `,m)

= (fifjfk)(f`fm)
(
J8(i, j, k; `,m)− J8(k, j, i; `,m)

)
(4.3)

where we have used (fkfjfi) = −(fifjfk) to combine both terms. Inspection of J8 in (3.23)
and repeated use of the identities (B.2) shows that J8(i, j, k; `,m) = J8(k, j, i; `,m) so that
each term vanishes. This concludes our proof of the vanishing of F1ψψ.

4.3 The function Λ

In preparation for the evaluation of the contributions F2 of the stress tensors in the later
subsections, we review here the expression of the Beltrami differential µ in terms of the
function Λ which was introduced in [15]. The starting point is the following key observation,∫

Σ
d2wµ(w)$(w)ωI(w) = 0 (4.4)

To prove it, we express $(w) in terms of ∆(qα, w) using (3.2), then express ∆(qα, w) in
terms of εIJωI(qα)ωJ(w) and finally use the form of the integral of µ against ωI(w)ωJ(w)
using (2.41). As a result, there exists a single-valued function Λ(z) such that,

µ(w)$(w) = ∂w̄Λ(w) (4.5)

The function Λ is unique up to the addition of a holomorphic function of w which, on a
compact surface, must be constant, and we have,

Λ(z)− Λ(z0) = − 1
2π

∫
Σ
d2wµ(w)$(w)G(w; z, z0; p1, p2) (4.6)

where we refer to (B.16) for the definition of G. The integral on the right side does not
depend on the points p1, p2, which are the zeros of G as a function of w, since a change
in the points p1, p2 adds a single-valued well-defined holomorphic form in w to G whose
integral vanishes in view of (4.4).
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If Λ were smooth and vanishing at q1 and q2, then Λ(w)/$(w) would be a smooth
vector field that produces a diffeomorphism of Σ. The part of µ and Λ that corresponds to a
genuine deformation of moduli is governed by the difference of Λ at the points q1 and q2,17

Λ(q1)− Λ(q2) = − 1
2π

∫
Σ
d2wµ(w)$(w)G(w; q1, q2; p1, p2) (4.7)

The fact that only a single modulus suffers a deformation follows from the fact that, in
unitary gauge, the difference of the period matrix and the super period matrix Ω− Ω̂ is of
rank 1 due to the linear dependence of ωI(q1) and ωI(q2).

The difference Λ(q1) − Λ(q2) is an intrinsic quantity which was evaluated in equa-
tion (9.10) of [15] and is given by,

Λ(q1)− Λ(q2) = ζ1ζ2

8π2
c2
c1
∂$(q2) = −ζ

1ζ2

8π2
c1
c2
∂$(q1) (4.8)

Without loss of generality, we choose the additive constant so as to set the sum to zero,

Λ(q1) + Λ(q2) = 0 (4.9)

in which case we have the simplified expression,

Λ(qα) = − ζ
1ζ2

16π2
c2
α∂$(qα)
c1c2

(4.10)

We shall also make use of formula (3.5) which was established in equation (9.29) of [15].

4.4 Cancellation of the dependence on Λ(zi) and ∂Λ(zi)

We shall now obtain simple expressions for the dependence of the correlators W ′ in sec-
tion 2.8.3 on the gauge function Λ at the vertex points zi which capture the contributions
F2ψ of the fermionic stress tensor. There will be further contributions to W ′ arising from
Λ(qα) as pointed out in the preceding subsection, but they will be dealt with later on. We
shall verify that these contributions are cancelled by the analogous contributions Λ(zi) and
∂Λ(zi) from the bosonic stress tensor and from F5.

As exhibited in subsection 2.8.3, the contributions to W ′ are given by a sum over closed
cycles of Szegö kernels, with a single substitution of S′δ for Sδ. To obtain the dependence of
W ′ on Λ at the vertex points, we evaluate its contribution to S′δ(x, y) via (2.47),

S′δ(x, y)ηµν = 1
2π Sδ(q1, q2)

∫
Σ
d2wΛ(w)∂w̄

( 1
$(w) 〈Tψ(w)ψµ+(x)ψν+(y)〉

)
(4.11)

Since $(w) is holomorphic it has precisely two zeros, namely at q1 and q2. Therefore, we
may separate the contributions involving Λ(qα), which will be denoted with a superscript
(q) throughout, and those which involve only the dependence on Λ at the vertex points,

S′δ(x, y)ηµν = S′δ(x, y)(q)ηµν + 1
2π Sδ(q1, q2)

∫
Σ
d2w

Λ(w)
$(w) ∂w̄〈Tψ(w)ψµ+(x)ψν+(y)〉 (4.12)

17With this convention we have adopted in footnote 5, the Green function G satisfies ∂w̄G(w;x, y; p1, p2) =
2πδ(w − x)− 2πδ(w − y), a formula that will be used here and below.
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The derivative may be calculated with the help of the OPE of Tψ with ψ+ given by,

Tψ(w)ψµ+(x) =
1
2ψ

µ
+(x)

(w − x)2 + ∂xψ
µ
+(x)

w − x
+ regular (4.13)

and we find,

S′δ(x, y) = S′δ(x, y)(q) − Sδ(q1, q2)
(
∂Λ(x)
2$(x) −

Λ(x)∂$(x)
2$(x)2 + Λ(x)

$(x)∂x
)
Sδ(x, y) (4.14)

− Sδ(q1, q2)
(
∂Λ(y)
2$(y) −

Λ(y)∂$(y)
2$(y)2 + Λ(y)

$(y)∂y
)
Sδ(x, y)

In any of the W ′, it is always combinations of the form S′δ(u, x)Sδ(x, y) + Sδ(u, x)S′δ(x, y)
that enter, and their contributions involving Λ(x) are given by,

S′δ(u, x)Sδ(x, y) + Sδ(u, x)S′δ(x, y)→ −Sδ(q1, q2) ∂x
(Λ(x)
$(x)Sδ(u, x)Sδ(x, y)

)
(4.15)

where contributions involving Λ(qα), Λ(u),Λ(y) have been suppressed. As a result, assem-
bling all contributions, and including now the dependence on Λ(zi) and ∂Λ(zi) for all the
vertex points zi, we find,

W ′1,··· ,n[δ] =W ′1,··· ,n[δ](q) − Sδ(q1, q2)
n∑
i=1

∂zi

(Λ(zi)
$(zi)

W1,··· ,n[δ]
)

(4.16)

whereW ′1,··· ,n[δ](q) will be discussed in sections 4.5 to 4.7. There are two further contributions
that yield dependences on Λ(zi) and ∂Λ(zi), namely through the vertex operators V(2)

i

which give rise to the contribution Y5[δ] and through the action of the bosonic part of the
stress tensor in Y2x[δ]. We discuss these in turn.

4.4.1 Contributions in Λ(zi) from Y5[δ]

The contribution Y5[δ] is given in (2.35), and may be expressed in terms of the vertex
operator V(0)

i only, using (2.25). Furthermore, we can extend the range of the partial
derivative and complete the partial differential into a total differential dzi = dzi∂zi + dz̄i∂z̄i ,
as follows,18

Y5[δ] = −Sδ(q1, q2)
∑
i

dzi

Λ(zi)
$(zi)

〈
Q(p)

∏
j

V(0)
j

〉
+ Sδ(q1, q2)

∑
i

dzi ∂zi

Λ(zi)
$(zi)

〈
Q(p)

∏
j

V(0)
j

〉
+ 2πSδ(q1, q2)

∑
i

∑
α

δ(zi, qα) Λ(qα)
∂$(qα)

〈
Q(p)

∏
j

V(0)
j

〉
(4.17)

18Henceforth, the range of the summation variable i in sums and products over the labels of vertex points
will be 1 ≤ i ≤ 5 unless indicated otherwise. The summation over the index α on qα will be α = 1, 2.
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The first term is an exact form and cancels upon pairing against anti-holomorphic or exact
forms on the right-moving sector and so may be omitted. The second term will cancel the
derivatives in (4.16) from the action of ∂zi on Λ(zi)/$(zi) or the fermionic variables in V(0)

j .
However, the second term of (4.17) additionally will give contributions from ∂zi acting on
the bosonic variables whose cancellation against Y2x[δ] will be explained next. The last
term of (4.17) involves Λ(qα) and thus will not contribute to the dependences on Λ(zi).

4.4.2 Contributions in Λ(zi) from Y2x[δ]

The contribution from the bosonic stress tensor Y2x[δ] is given by,

Y2x[δ] = 1
2πSδ(q1, q2)

〈
Q(p)

∫
Σ
d2wµ(w)Tx(w)

∏
j

V(0)
j

〉
(c)

(4.18)

The effect of the stress tensor insertion at the vertex points zi is to transform all bosonic
operators according to the diffeomorphism Ward identities. There will also be contributions
from the zeros of $(w) which involve Λ(qα) and will be discussed later. The sum of the
contributions involving Λ(zi) and ∂Λ(zi) from Y2ψ[δ] and Y2x[δ] are precisely cancelled by
the second term in (4.17). Hence, the entire dependence on Λ(zi) and ∂Λ(zi) cancels, even
before summing over spin structures, as is expected from diffeomorphism invariance on Σ.

4.5 Λ(qα)-dependence from W ′ for ≤ 3 vertex points

Having now dispensed with the contributions involving Λ and its derivative at the vertex
points zi, we proceed to collect the remaining contributions, namely those involving Λ(qα),
which arise from the poles at the points qα and have been denoted by W ′1,··· ,n[δ](q) in (4.16).
Even for the case of four vertex points, the simplification of being allowed to discard the
contributions involving Λ(zi) and ∂Λ(zi) produces major simplifications whose advantage
was not exploited in [15]. For this reason, we shall start here by reviewing the contributions
with four and fewer vertex points from this vantage point, and then proceed to the case of
five vertex points.

To obtain the dependence on Λ(qα) for the cases of four or fewer vertex points, we
need to extract the dependence on Λ(qα) of the integrals against the Beltrami differential µ
of the spin structure sums I13, I14, I15, I16 given in (D.5) and evaluated in (D.6). It was
proven in [15] that the spin structure sums of the first three correlators vanish,∑

δ

Z[δ]W ′1[δ] =
∑
δ

Z[δ]W ′1,2[δ] =
∑
δ

Z[δ]W ′1,2,3[δ] = 0 (4.19)

The first vanishes in view of ϕ[δ](w; z1, z1) = 0, the second because the pairing of I13 with
µ vanishes, and the third because the cyclic sum of the pairing of I14 with µ vanishes.

4.6 Λ(qα)-dependence from W ′ for 4 vertex points and cancellation

To extract the dependence on Λ(qα) of the spin structure sum of W ′1,2,3,4[δ] paired against
µ, we evaluate first the dependence on Λ(qα) of the pairing against µ of I15 and I16, given
by the following integrals for a = 15, 16,

Ia(1, 2, 3, 4) = 1
2π

∫
Σ
d2wµ(w) Ia(w; 1, 2, 3, 4) (4.20)
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Inspection of I15 and I16 in (D.6) reveals that, as a function of w, they have poles at
the vertex points which produce terms in Λ(zi) and its derivative, but those terms were
already shown to cancel in the preceding subsection. Its values at qα are finite, and may be
determined by taking the following limit,

lim
w→qβ

$(w)G(z; p1, p2; qα, w) = cβ∂$(qβ)$(z) ∆(p1, p2)
$(p2)$(p1) (4.21)

when β 6= α and vanish when β = α. Using this limit in the evaluation of I15, along
with (4.8) and (3.5), we find,

I(q)
15 (1, 2, 3, 4) = ζ1ζ2

8π2 ∆(1, 2)∆(3, 4) (4.22)

Using the same procedure to evaluate I16, we find,

I(q)
16 (1, 2; 3, 4) = ζ1ζ2

8π2

(
∆(1, 3)∆(2, 4) + ∆(1, 4)∆(2, 3)

)
(4.23)

in agreement with the formulas (8.8), (8.12) and (8.14) given in [15] for I15 and I16. As a
result, the spin structure sum is given as follows,∑

δ

Z[δ]W ′1,2,3,4[δ] = 1
2

∑
(i,j,k,`)c

(fifjfkf`)I15(i, j, k, `) + 1
2
∑

(i,j|k,`)
(fifj)(fkf`)I16(i, j; k, `)

= ζ1ζ2

16π2

(
∆(1, 3)∆(2, 4) + ∆(1, 4)∆(2, 3)

)
×
(
2(f1f3f2f4) + (f1f2)(f3f4)

)
+ cycl(2, 3, 4) (4.24)

The number of permutations (i, j, k, `)c equals the number of partitions (i, j|k, `) which
allows us to group the terms as we did in the second line.

4.6.1 Cancellation against the disconnected part F(d4)

The contribution F (d4) from the disconnected part for four vertex operators with fermion
bilinears was introduced in (2.32). The spin structure sum due to fermion bilinears in
external legs 1, 2, 3, 4 is given by,

F (d4)
1234 = N5

∑
δ

Ξ6[δ]ϑ[δ](0)4

16π6Ψ10
W1,2,3,4[δ]

= − N5
16π2

(
∆(1, 3)∆(2, 4) + ∆(1, 4)∆(2, 3)

)(
2(f1f3f2f4) + (f1f2)(f3f4)

)
+ cycl(2, 3, 4) (4.25)

where N5 is the chiral Koba-Nielsen factor arising from the contractions of the exponentials∏
i e
iki·x+(zi) and the loop momentum operator Q(p); it will be given explicitly in (5.7)

and (5.8). The two contributions (4.24) and (4.25) are seen to cancel one another exactly
(after multiplying the second by ζ1ζ2, or integrating the first over

∫
d2ζ). This cancellation

persists inside any correlator in which only the bosonic field x+ is contracted, i.e. after
dressing (4.24) and (4.25) with the extra contribution from εµ5∂z5x

µ
+(z5) in the bosonic

correlator.
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4.7 Λ(qα)-dependence from W ′ for 5 vertex points

The explicit expression for the insertion of the fermionic stress tensor is given by,

W ′1,2,3,4,5[δ] =
∑

(i,j,k|`,m)
i(fifjfk)(f`fm)Sδ(i, j)Sδ(j, k)Sδ(k, i)S′δ(`,m)Sδ(m, `)

+
∑

(i,j,k|`,m)

i

2(fifjfk)(f`fm)S′δ(i, j)Sδ(j, k)Sδ(k, i)Sδ(`,m)Sδ(m, `)

−
∑

(i,j,k,`,m)r

i(fifjfkf`fm)S′δ(i, j)Sδ(j, k)Sδ(k, `)Sδ(`,m)Sδ(m, i) (4.26)

The sum on the first line is over all partitions (i, j, k|`,m) of (1, 2, 3, 4, 5) into 3 + 2;
the sum on the second line over all permutations (i, j, k|`,m) modulo swapping `,m;
while the last sum is over all permutations (i, j, k, `,m) of (1, 2, 3, 4, 5) modulo reversal
(i, j, k, `,m)→ (m, `, k, j, i). Performing the sum over spin structures, we obtain,

F2ψ →
∑
δ

Z[δ]W ′1,2,3,4,5[δ] =
∑

(i,j,k|`,m)

i

2(fifjfk)(f`fm)J10(i, j, k; `,m)

+
∑

(i,j,k|`,m)

i

4(fifjfk)(f`fm)J S11(i, j, k; `,m)

+
∑

(i,j,k,`,m)c

i

2(fifjfkf`fm)J S12(i, j, k, `,m) (4.27)

The corresponding symmetrized functions are defined as follows,

J S11(1, 2, 3; 4, 5) = J (q)
11 (1, 2, 3; 4, 5) + J (q)

11 (2, 3, 1; 4, 5) + J (q)
11 (3, 1, 2; 4, 5)

J S12(1, 2, 3, 4, 5) = J (q)
12 (1, 2, 3, 4, 5) + J (q)

12 (2, 3, 4, 5, 1) + J (q)
12 (3, 4, 5, 1, 2)

+ J (q)
12 (4, 5, 1, 2, 3) + J (q)

12 (5, 1, 2, 3, 4) (4.28)

The sums in (4.27) on the first and second lines are over all partitions (i, j, k|`,m) of
(1, 2, 3, 4, 5) into 3 + 2, and the sum in the third line is over all permutations (i, j, k, `,m) of
(1, 2, 3, 4, 5) modulo cyclic permutations and reversal. The functions J10,J11,J12 are the
integrals against µ of the functions J10, J11, J12, respectively, and are defined by,

Ja(1, 2, 3, 4, 5) = 1
2π

∫
Σ
d2wµ(w)Ja(w; 1, 2, 3, 4, 5) (4.29)

These functions are evaluated in appendix F, the last two in terms of the pairings of the
functions L1 and L2. Having already shown the cancellations of any contributions involving
Λ(zi) and ∂Λ(zi), we retain here only the contributions that involve Λ(qα), and use the
freedom to shift Λ by a constant to set Λ(q1) + Λ(q2) = 0. The results from appendix F are
as follows. For J10 we find agreement with the expression for J1 in (3.14),

J (q)
10 (1, 2, 3; 4, 5) = ζ1ζ2

32π6Ψ10
J1(1, 2, 3; 4, 5) (4.30)
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For J S11 we have,

J S11(1, 2, 3; 4, 5) = ζ1ζ2

8π2 ωI(1)∆(2, 4)∆(3, 5)
(
gI2,4 + gI4,5 + gI5,3 +BI

2 −BI
3

)
+ cycl(1, 2, 3)

+ ζ1ζ2

8π2 ωI(1)∆(2, 5)∆(3, 4)
(
gI2,5 + gI5,4 + gI4,3 +BI

2 −BI
3

)
+ cycl(1, 2, 3)

+ ζ1ζ2

16π6Ψ10
J1(1, 2, 3; 4, 5) (4.31)

where the cyclic permutations are applied to the first two lines only and we have exposed a
contribution of J1 for later convenience. For J S12 we find,

J S12(1, 2, 3, 4, 5) = −ζ
1ζ2

8π2 ωI(1)∆(2, 3)∆(4, 5)
(
gI2,3 + gI4,5 +BI

2 −BI
3 +BI

4 −BI
5

)
− ζ1ζ2

8π2 ωI(1)∆(2, 5)∆(3, 4)
(
gI2,5 +BI

2 −BI
5

)
+ cycl(1, 2, 3, 4, 5)

+ ζ1ζ2

8π6Ψ10
J2(1, 2, 3, 4, 5) (4.32)

where the cyclic permutations are applied to the first two lines only and the identification
of J2 as given in (3.14) will be exploited in the next subsection. The functions BI

i were
obtained in (F.19), and are given by,

BI
i =

∑
α

cαε
IJ

2 ∂$(qα)
(
∂qαωJ(qα)τzi,z0(qα)− ωJ(qα)∂qατzi,z0(qα)

)
(4.33)

where
τx,y(z) = ∂z lnE(z, x)− ∂z lnE(z, y) = ωI(z)(gIz,x − gIz,y) (4.34)

Here z0 is an arbitrary reference point which cancels out of the differences BI
i −BI

j . The
functions BI

i are single-valued (0, 0)-forms in the points qα with double poles in zi at q1
and q2. An alternative presentation is in the cyclic basis,

J S12(1, 2, 3, 4, 5) = ζ1ζ2

8π2 ωI(1)∆(2, 3)∆(4, 5)
(
2gI1,2 + 2gI5,1 + gI4,5 + gI2,3 + 3gI3,1

+ 3gI1,4 −BI
2 + 2BI

3 − 2BI
4 +BI

5

)
+ cycl(1, 2, 3, 4, 5) (4.35)

4.7.1 Contribution from the disconnected part F(d)

The contribution F (d5) from the disconnected part for five vertex operators with a fermion
bilinear was defined in (2.32) and is given by,

F (d5) = N5
∑
δ

Ξ6[δ]ϑ[δ](0)4

16π6Ψ10
W1,2,3,4,5[δ] (4.36)

where N5 is the chiral Koba-Nielsen factor given in (5.7) and (5.8). Expressing the spin
structure sums in terms of the functions J1, J2 we find,

F (d5) = − iN5
32π6Ψ10

∑
(i,j,k|`,m)

(fifjfk)(f`fm) J1(i, j, k; `,m)

− iN5
16π6Ψ10

∑
(i,j,k,`,m)c

(fifjfkf`fm) J2(i, j, k, `,m) (4.37)
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where the sum on the first line is over all 10 partitions (i, j, k|`,m) into 3 + 2, while the
sum on the second line is over all 12 permutations modulo cyclic and reversal.

4.8 Combining F(d) and F2ψ

In combining the contributions from F2ψ and F (d) for the five-point amplitude, we use the
facts that (1) the contributions with three or fewer fermion bilinears from the vertex operators
cancel separately for F2ψ and F (d); (2) the contributions with four fermion bilinears from
F2ψ and F (d) precisely cancel one another as seen in (4.24) and (4.25), including when these
four fermion bilinears occur in the five point function; (3) the contributions with five fermion
bilinears are given in the above part. Assembling all contributions, the result is as follows,

F (d) + F2ψ = iN5
32π2

∑
(i,j,k|`,m)

(fifjfk)(f`fm) C1(i, j, k; `,m)

− iN5
16π2

∑
(i,j,k,`,m)c

(fifjfkf`fm) C2(i, j, k, `,m) (4.38)

where the functions C1, C2 (not to be confused with the correlators in (2.20)) are given by,

C1(i, j, k; `,m) = −J1(i, j, k; `,m)
π4Ψ10

+ 8π2
∫
d2ζ

(
2J10(i, j, k; `,m) + J S11(i, j, k; `,m)

)
C2(i, j, k, `,m) = J2(i, j, k, `,m)

π4Ψ10
− 8π2

∫
d2ζ J S12(i, j, k, `,m) (4.39)

The first term on each line arises from F (d) while the remaining terms arise from F2ψ.
Inspection of (4.30) and (4.31) reveals that the contributions in J1 cancel, so that we are
left with the following results for C1,

C1(1, 2, 3; 4, 5) = ωI(1)∆(2, 4)∆(3, 5)
(
gI2,4 + gI4,5 + gI5,3 +BI

2 −BI
3

)
+ cycl(1, 2, 3|4, 5) (4.40)

where cycl(1, 2, 3|4, 5) stands for all six cyclic permutations of 1,2,3 combined with swaps
of 4,5. Similarly, inspection of (4.32) reveals that the contributions in J2 cancel, so that
we are left with the following results for C2,

C2(1, 2, 3, 4, 5) = ωI(1)∆(2, 3)∆(4, 5)
(
gI2,3 + gI4,5 +BI

2 −BI
3 +BI

4 −BI
5

)
+ ωI(1)∆(2, 5)∆(3, 4)

(
gI2,5 +BI

2 −BI
5

)
+ cycl(1, 2, 3, 4, 5) (4.41)

where cycl(1, 2, 3, 4, 5) applies to both lines of C2. A useful alternative presentation of C2
in terms of the canonical cyclic basis is given by,

C2(1, 2, 3, 4, 5) = ωI(1)∆(2, 3)∆(4, 5)
(
gI2,3 + gI4,5 + gI1,3 + gI4,1

+BI
2 − 2BI

3 + 2BI
4 −BI

5

)
+ cycl(1, 2, 3, 4, 5) (4.42)

Note that, in view of the identity,

ωI(1)∆(2, 4)∆(3, 5)gI4,5 + cycl(1, 2, 3|4, 5) = 0 (4.43)
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the dependence on gI4,5 actually cancels out from (4.40). Similarly, the overall coefficient of
gI1,3 in the cyclic orbit in (4.42) is proportional to ωI(1)∆(2, 3)+ωI(3)∆(1, 2) = ωI(2)∆(1, 3).
As a result, none of the gIa,b terms in either C1 or C2 produces a singularity at coincident
vertex points, and the expression is always accompanied by a factor ∆(a, b) which vanishes.
Thus, the only singularities of C1, C2 arise from the double pole of BI

i in zi as zi → qα. The
fact that all dependence on BI

i arises in the form gIa,b +BI
a −BI

b guarantees the cancellation
of monodromy in za, zb.

The cancellation of these double poles requires contributions from F1xx and F2x that
will be worked out in the next section. Therefore the cancellation of all double poles, along
with the conversion of all (0, 1)-form contributions into exact total differentials, will have to
wait until section 6.

5 Assembling the chiral amplitude

In this section, we shall assemble the various contributions to the chiral amplitude, and
simplify their dependence on any remaining choices of slice. In subsequent sections we
shall show that all remaining slice-dependence cancels or results in the addition of exact
differentials, whose contribution to the full integrated amplitudes automatically cancel.

5.1 Combining the contributions of F1xx and F2x

We recall the definition of the contributions F1xx and F2x obtained by assembling (2.39)
and (2.37) and carrying out the integrations over the odd moduli ζ,

F1xx = 1
16π2

∑
δ

Z[δ]Sδ(q1, q2)
〈
Q(p) ∂xµ+(q1)∂xµ+(q2)

∏
i

V(0)
i

〉
(c)

F2x = − 1
4π
∑
δ

Z[δ]Sδ(q1, q2)
∫
d2ζ

∫
µ(w)

〈
Q(p) ∂xµ+(w)∂xµ+(w)

∏
i

V(0)
i

〉
(c)

(5.1)

The contributions to F2x involving Λ(zi) and ∂Λ(zi) have already been shown to cancel in
subsection 4.4. To obtain the contributions involving Λ(qα), we express µ in terms of Λ and
$, pick up the poles in w at qα, and use (4.8) and (4.9) to obtain,

F2x = −
∑
α

c2
α

32π2c1c2

∑
δ

Z[δ]Sδ(q1, q2)
〈
Q(p) ∂xµ+(qα)∂xµ+(qα)

∏
i

V(0)
i

〉
(c)

(5.2)

Combining the two contributions gives,

F1xx + F2x = −
∑
δ

Z[δ]Sδ(q1, q2)
32π2c1c2

〈
Q(p)

(
c1∂x+(q1)− c2∂x+(q2)

)2∏
i

V(0)
i

〉
(c)

(5.3)

where the square of the large parentheses is understood in the sense of the square of the
Lorentz vector, and the connectedness prescription 〈. . .〉(c) excludes its self-contractions. The
other contractions may be performed in terms of the Lorentz-vector-valued meromorphic
(1, 0)-form P(z) given by,19

P(z) = 2πipIωI(z) +
∑
j

kj ∂z lnE(z, zj) (5.4)

19We shall frequently encounter the Lorentz-contractions ki · P(zi) and εi · P(zi) in which the kinematic
relations k2

i = ki · εi = 0 guarantee the absence of ∂z lnE(z, zi) evaluated at z = zi.
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The contraction of ∂x+(z) with Q(p) and the exponential produce precisely −iP(z). The
contributions to the above sum may be organized into three parts,

F1xx + F2x =
3∑
j=1

(
F (j)

1xx + F (j)
2x

)
(5.5)

In the j = 1 part, all five vertex operators have fermion bilinears, so that the two pre-factors
c1∂x+(q1)− c2∂x+(q2) are contracted with Q(p) and the exponential. In the j = 2 part, one
vertex has a bosonic ∂x+ contracted with Q(p) and the exponential while the remaining four
contribute fermion bilinears and the two pre-factors c1∂x+(q1)− c2∂x+(q2) are contracted
with Q(p) and the exponential. In the j = 3 part, one vertex has a bosonic ∂x+ contracted
with one of the pre-factors c1∂x+(q1)− c2∂x+(q2), the other factor being contracted with
Q(p) and the exponential. While the j = 1 part is gauge-invariant by itself, it is only the
combination of the j = 2, 3 parts that is gauge invariant.

5.1.1 The j = 1 part: five vertices with fermion bilinears

In terms of P(z), the j = 1 part of (5.3) is evaluated to be,

F (1)
1xx + F (1)

2x = N5
32π2c1c2

(
c1P(q1)− c2P(q2)

)2∑
δ

Z[δ]Sδ(q1, q2)W1,2,3,4,5[δ] (5.6)

where we have used the following notation for the chiral Koba-Nielsen factor,20

N5 =
〈
Q(p)

∏
i

eiki·x+(i)
〉

(5.7)

Its evaluation gives,

lnN5 = iπΩIJp
I · pJ + 2πi

∑
i

ki · pI
∫ zi

z0
ωI +

∑
i<j

ki · kj lnE(zi, zj) (5.8)

where the dependence on the endpoint z0 drops out by momentum conservation. The
function P(zi) is related to N5 by,

∂zi lnN5 = ki · P(zi) (5.9)

Thanks to the first relation in (B.32), the dependence on the loop momentum drops out
of the combination c1P(q1) − c2P(q2), and thanks to momentum conservation, we can
use (B.33) to simplify this combination as follows,

c1P(q1)− c2P(q2) = −c2
1∂$(q1)

∑
j

kj D(zj , z0) (5.10)

where we have defined the following combination,

D(z, w) = ∆(z, w)
$(z)$(w) = −D(w, z) (5.11)

20The chiral Koba-Nielsen factor N5 was denoted by I5 in [29]. The notation was changed here to avoid
confusion with the functions I encountered in (4.20) and appendix F.
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The combination D is a single-valued scalar in z, w and a multiple-valued (−2, 0)-form in
qα which satisfies D(w, z) = −D(z, w). In view of momentum conservation, the expression
in (5.10) is independent of the point z0, as may be seen by considering the difference,

D(zj , z0) = D(zj , z′0) +D(z′0, z0) (5.12)

Putting all together using (4.8) as well as the second and third formulas in (3.5) we find,

F (1)
1xx + F (1)

2x = − N5D̃
32π2Z0 ρ

∑
δ

Z[δ]Sδ(q1, q2)W1,2,3,4,5[δ] (5.13)

where D̃ is defined by,
D̃ = ρ

∑
i,j

ki · kjD(zi, z0)D(zj , z′0) (5.14)

for arbitrary points z0 and z′0, and ρ was defined in (3.18). Each factor of D(zi, z0) has a
simple pole as zi → qα, but the prefactor ρ guarantees that all such poles cancel in D̃. Thus,
D̃ is a holomorphic (1, 0)-form in each vertex point zi, which is manifestly invariant under
all simultaneous permutations of the pairs (ki, zi). The arbitrary points z0 and z′0 may be
eliminated at the cost of manifest permutation symmetry. Below we provide two alternative
expressions for D̃ that no longer involve z0 and z′0 and are manifestly holomorphic.

• A first expression for D̃, which has only manifest cyclic symmetry, is given by,

D̃ = −2k3 · k4$(1)∆(2, 3)∆(4, 5) + cycl(1, 2, 3, 4, 5) (5.15)

• A second expression in which the point 1 is singled out is as follows,

D̃ = 2k1·
[
k2$(4)∆(1, 3)∆(2, 5) + k3$(4)∆(1, 2)∆(3, 5) + k4$(3)∆(1, 2)∆(4, 5)

]
− 2$(1)

[
k3 · k4∆(2, 3)∆(4, 5) + k4 · k5∆(3, 4)∆(5, 2)

]
(5.16)

and cyclic permutations thereof. This expression has no manifest permutation sym-
metry left, but will turn out to be useful in the sequel in formulas where one vertex
point is being singled out for other reasons.

To prove these formulas one may choose z0 = z′0 = z5 in the definition (5.14), then use the
formulas of (B.2) to convert all terms to expose either $(1), $(2) or $(5) upon which the
remaining denominator $(5) is found to cancel due to momentum conservation. Finally,
decomposing all holomorphic five-forms into the standard cyclic basis gives (5.15). The
structure of the right side has an obvious symmetry interpretation inside the pentagon.
To obtain (5.16) one again uses (B.2) and momentum conservation to rearrange the sum
in (5.15).

The spin structure sum in the second line of (5.13) is manifestly (space-time) gauge
invariant. Carrying out the sum over spin structures in terms of the functions J3 and J4
defined in (3.16),∑

δ

Z[δ]Sδ(q1, q2)W1,2,3,4,5[δ] = − i2
∑

(i,j|k,`,m)
(fifj)(fkf`fm)J3(k, `,m; i, j)

− i
∑

(i,j,k,`,m)c

(fifjfkf`fm) J4(i, j, k, `,m) (5.17)
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we obtain the following explicit form,

F (1)
1xx + F (1)

2x = iN5 D̃
64π2Z0ρ

∑
(i,j|k,`,m)

(fifj)(fkf`fm)J3(k, `,m; i, j)

+ iN5 D̃
32π2Z0ρ

∑
(i,j,k,`,m)c

(fifjfkf`fm) J4(i, j, k, `,m) (5.18)

Note that neither J3 nor J4 has poles in zi as zi → qα, and a simplified form of these spin
structure sums can be found in (3.19).

5.1.2 The j = 2 part: one bosonic vertex contracted with the exponential

The j = 2 part of (5.3) arises from the contribution where one vertex operator is bosonic
∂x+ and contracted with Q(p) and the exponential, while the other four have fermion
bilinears, and the two pre-factors c1∂x+(q1)− c2∂x+(q2) are contracted with Q(p) and the
exponential as in the case of part one. Putting all together, we get,

F (2)
1xx + F (2)

2x = − iN5
32π2c1c2

(
c1P(q1)− c2P(q2)

)2∑
`

ε` · P(z`)

×
∑
δ

Z[δ]Sδ(q1, q2)W1···ˆ̀···5[δ] (5.19)

The sum over spin structures may be carried out using I11 and I12 defined in (D.3) and
given in (D.4), and we find,∑

δ

Z[δ]Sδ(q1, q2)W1···ˆ̀···5[δ] = 2Z0 ρ` t` (5.20)

where ρ` was defined in (3.18) and t` was defined in (1.7) and (1.8). Substituting this result
into the expression in (5.19), we find,

F (2)
1xx + F (2)

2x = − iN5Z0
16π2c1c2

(
c1P(q1)− c2P(q2)

)2∑
`

ρ` t` ε` · P(z`) (5.21)

Next, we use the relation (5.10) to convert the pre-factors, use the definition of D̃ in (5.14),
as well as the relation ρ = ρ`$(z`) to obtain,

F (2)
1xx + F (2)

2x = iN5 D̃
16π2

∑
`

t` ε` ·
P(z`)
$(z`)

(5.22)

5.1.3 Part three: one bosonic vertex contracted with a prefactor

In the third part of (5.3), the bosonic vertex ∂x+(zi) is contracted with one of the pre-factors
c1∂x+(q1)−c2∂x+(q2), the other pre-factor being contracted with Q(p) and the exponential.
The contraction of the vertex ∂x+ with the prefactor is given by,〈

∂xµ+(z`)(c1∂x
ν
+(q1)− c2∂x

ν
+(q2))

〉
= −ηµν∂z`

(
c1τz`,z′′0 (q1)− c2τz`,z′′0 (q2)

)
= c2

1∂$(q1)ηµν∂z`D(z`, z′′0 ) (5.23)
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where τz`,z′′0 (qα) is defined in (4.34) and z′′0 is an arbitrary point, which is independent of `.
Also carrying out the sum over spin structures via (5.20) we find,

F (3)
1xx + F (3)

2x = iN5
8π2

∑
j,`

ρ` t` (ε` · kj)D(zj , z′0)∂z`D(z`, z′′0 ) (5.24)

This contribution may be decomposed into a total differential, plus the result of the
integrations by parts,

F (3)
1xx + F (3)

2x = i

8π2

∑
`

d`

N5 ρ` t`
∑
j

(ε` · kj)D(zj , z′0)D(z`, z′′0 )


+ F̃3 − i

N5
8π2

∑
j,`

ρ` t` k` · P(z`) (ε` · kj)D(zj , z′0)D(z`, z′′0 ) (5.25)

where the last term arises from differentiating N5 with respect to z` and using (5.9), and
we have defined the following combination, which is a (0, 1)-form in z`,

F̃3 = − iN5
8π2

∑
j,`

ρ` t` (ε` · kj)D(zj , z′0)∂z̄`D(z`, z′′0 ) (5.26)

The total differential in z` on the first line of (5.25) may be omitted. Using,

∂z̄D(z, w) = 2π
∑
α

cαδ(z, qα)
c2
α ∂$(qα) (5.27)

we shall relate the contribution F̃3 to Y3 and F3 in section 6. Finally, in the last term we
use the rearrangement εµ` kν` = fµν` + εν` k

µ
` to produce the following result,

F (3)
1xx + F (3)

2x − F̃3 = − iN5
8π2

∑
j,`

ρ` t` k
µ
j f

µν
` P

ν(z`)D(zj , z′0)D(z`, z′′0 )

− iN5
8π2

∑
j,`

ρ` t` ε` · P(z`) (kj · k`)D(zj , z′0)D(z`, z′′0 ) (5.28)

The first term is manifestly gauge invariant. Provided we set z′′0 = z′0 = z0, the second
term will cancel those terms in F (2)

1xx + F (2)
2x which have either i = ` or j = `. Adding these

contributions, we have,

F (2)
1xx+F (2)

2x +F (3)
1xx+F (3)

2x −F̃3 = iN5
16π2

∑
`

ρ` t` ε` ·P(z`)
∑
i,j 6=`

ki ·kjD(zi,z0)D(zj ,z0)

− iN5
8π2

∑
j,`

ρ` t` k
µ
j f

µν
` P

ν(z`)D(z`,z0)D(zj ,z0) (5.29)

Although the first term on the right side involves a naked ε`, its gauge invariance is manifest
since P(z`) and N5 are the only factors that involve z` and a linearized gauge transformation
on ε` yields a total differential in view of (5.9). The above formula is independent of the
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point z0 at the expense of total differential terms. Indeed, replacing z0 by z′0 using (5.12)
produces the following additional terms multiplying D(z0, z

′
0),

iN5
8π2

∑
`

ρ` t`Pν(z`)

εν` ∑
i,j 6=`

ki · kjD(zj , z0)− fµν`
∑
j

kµj D(zj , z0)

 (5.30)

In the first term under the parentheses, the sum of ki over i gives −k` which combined with
the second term becomes −εµ` k

µ
j k

ν
` and this term contracted with Pν(z`) and N5 combines

into a total differential in z`. Hence we have independence of the point z0 at the cost of a
total differential.

5.2 Calculation of F1n

The contribution F1n is obtained from Y1n[δ] in (2.39) by summing over spin structures
and integrating over odd moduli,

F1n = − 1
16π2

∑
δ

Z[δ]
〈
Q(p)ψµ+(q1)∂xµ+(q1)ψν+(q2)∂xν+(q2)

∏
i

V(0)
i

〉
(c)

(5.31)

The connectedness prescription excludes any contractions between the fields x+ and ψ+
at the points q1, q2. All spin structure sums vanish unless all five vertex operators give a
fermion bilinear, so that we have,

F1n = N5
16π2P

µ(q1)Pν(q2)
∑
δ

Z[δ]Wµν
1,2,3,4,5[δ] (5.32)

To evaluate the spin structure sum, we consult the form of the expression forWµν [δ] in (2.53)
and the spin structure sums in (3.21). Since the spin structure sum of the combination
Wµν
i,j [δ] inside a correlator with five vertex points is proportional to J5, which vanishes, it

will not contribute to F1n. The remaining contributions give,
∑
δ

Z[δ]Wµν
1,2,3,4,5[δ] = − i4

∑
(i|j,k|`,m)

fµνi (fjfk)(f`fm)J6(i; j, k; `,m)

+ i
∑

(i|j,k,`,m)
fµνi (fjfkf`fm)J7(i; j, k, `,m)

− i

2
∑

(i,j,k|`,m)
(fifjfk)µν(f`fm)J8(i, j, k; `,m)

− i
∑

(i,j,k,`,m)
(fifjfkf`fm)µνJ9(i, j, k, `,m) (5.33)

The functions J6 and J7 both have simple poles in zi at qα, which may be isolated in terms
of a symmetrized function JS7 plus holomorphic parts J̃7, derived in (3.30). Recasting the
above sum in terms of these objects, we recognize the coefficient of JS7 to be proportional
to the kinematic combination ti in (1.7),

i
∑
i

tif
µν
i JS7 (i; j, k, `,m) (5.34)
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The labels j, k, `,m are any permutation of the points in the set {1, 2, 3, 4, 5} \ {i}. Since
JS7 (i; j, k, `,m) is invariant under all permutations of {j, k, `,m}, the choice is immaterial.

Next, to work out the terms involving J̃7, we set i = 5 and then include all cyclic
permutations of the result. Using the expression (3.29) for J̃7 in terms of basics objects, we
have the following contributions for i = 5, to be multiplied by ifµν5 ,∑

(5|j,k,`,m)

(
(fjfkf`fm) + 1

2(fjf`)(fmfk)
)
J̃7(5; j, k, `,m)

= 1
6Z0c

2
1∂$(q1)$(5)∆(1, 2)∆(3, 4)CT (1, 2|3, 4) + cycl(2, 3, 4) (5.35)

where the kinematic combination CT was introduced in [9, 15], is given by,

CT (i, j|k, `) = 2(fifjfkf`)− 2(fifjf`fk) + (fifk)(fjf`)− (fif`)(fjfk) (5.36)

and has the following symmetry properties,

CT (i, j|k, `) = CT (k, `|i, j) = −CT (j, i|k, `)
CT (i, j|k, `) + cycl(j, k, `) = 0 (5.37)

Putting all this together, we obtain the following result for the spin structure sum,∑
δ

Z[δ]Wµν
1,2,3,4,5[δ] = i

∑
i

tif
µν
i JS7 (i; j, k, `,m)

+ i

6Z0c
2
1∂$(q1)

∑
(i|j,k|`,m)

fµνi CT (j, k|`,m)$(i)∆(j, k)∆(`,m)

− i

2
∑

(i,j,k|`,m)
(fifjfk)µν(f`fm)J8(i, j, k; `,m)

− i
∑

(i,j,k,`,m)
(fifjfkf`fm)µνJ9(i, j, k, `,m) (5.38)

The sum over (i|j, k|`,m) on the second line is over all 15 permutations of {1, 2, 3, 4, 5}
modulo swapping j, k, swapping `,m and swapping the pairs (j, k) and (`,m). The expres-
sions for JS7 and J8, J9 can be found in (3.27) and (3.23), respectively, and the additional
simplifications upon insertion into (5.38) will be discussed in section 7.

6 Cancellation of (0, 1)-forms and double poles

There are three sources of (0, 1)-forms that do not involve Λ(zi) (which were already dealt
with in section 4), given as follows,

Y3[δ] = 1
2π
∑
i

〈
Q(p)

∫
χS V(1)

i

∏
j 6=i
V(0)
j

〉
Y5[δ] −→ 2πSδ(q1, q2)

∑
i

∑
α

δ(zi, qα) Λ(qα)
∂$(qα)

〈
Q(p)

∏
j

V(0)
j

〉
F̃3 = − iN5

4π
∑
j,`

∑
α

δ(z`, qα)
cα∂$(qα) ρ` t` ε` · kj D(zj , z0) (6.1)
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Here, the first line is given by the full expression for Y3[δ] in (2.35). The second line is given
by the Λ(qα)-dependent part of the contribution Y5[δ], obtained in (4.17) after all Λ(zi)
and ∂Λ(zi) parts have been cancelled. Finally, the third line is given by the (0, 1)-form
part of the combination F (3)

1xx + F (3)
2x obtained by combining (5.26) and (5.27). We shall

now make the expressions for these contributions more explicit, and prove that their sum
cancels in the full chiral amplitude.

6.1 The contribution F3

The contribution F3 is given by,

F3 =
∫
d2ζ

∑
δ

Z[δ]Y3[δ] (6.2)

The integral over ζ may be readily evaluated using the expressions for V(1)
i in (2.25), for

the supercurrent S in (2.36) and χ in (2.15), and we find,∫
d2ζ

∫
χS V(1)

i = 1
4δ(zi, q1)ψµ+(q2)∂xµ+(q2)ενi ψν+(q1) eiki·x+(zi) − (q1 ↔ q2) (6.3)

Therefore, F3 is given by,

F3 = − 1
8π
∑
i

δ(zi, q2)ενi
∑
δ

Z[δ]
〈
Q(p)∂xµ+(q1)ψµ+(q1)ψν+(q2) eiki·x+(zi)

∏
j 6=i
V(0)
j

〉
+ (q1 ↔ q2) (6.4)

Note that Z[δ] reverses sign under (q1 ↔ q2) as does (6.3), whence the overall symmetrization
instruction (q1 ↔ q2). The contributions to the correlators may be grouped as follows.

1. Three or fewer vertex operators V(0)
j have a fermion bilinear. These contributions all

vanish by the identities Ia = 0 for a = 1, · · · , 7 in (D.2).
2. All four vertex operators V(0)

j for j 6= i have fermion bilinears and the operators
ψµ+(q1)ψν+(q2) are not Wick contracted with one another. These contributions also
vanish by the identities I8 = I9 = I10 = 0 in (D.2).

3. All four vertex operators V(0)
j for j 6= i have fermion bilinears and the operators

ψµ+(q1)ψν+(q2) are Wick contracted with one another. These contributions are non-
vanishing in view of (D.3), (D.4), and are proportional to ρiti.

Collecting this information, we get,

F3 = 1
8π
∑
i

δ(zi, q2) εµi
∑
δ

Z[δ]Sδ(q1, q2)
〈
Q(p)∂xµ+(q1) eiki·x+(zi)

∏
j 6=i
V(0)
j

〉
+ (q1 ↔ q2)

= − iN5Z0
4π

∑
i

ρi ti ε
µ
i

(
δ(zi, q1)Pµ(q2) + δ(zi, q2)Pµ(q1)

)
(6.5)

where we have used (5.20) to go from the first to the second line, as well as the expression
for the chiral Koba-Nielsen factor of (5.7). Note that, because εi · ki = 0, the terms
δ(zi, q1) lnE(zi, q2) produced by P(q2) are absent.
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6.2 The contribution F5

The contribution F5 is given by,

F5 =
∫
d2ζ

∑
δ

Z[δ]Y5[δ] (6.6)

The full combination F5 receives contributions from terms involving Λ(zi) and ∂Λ(zi) which
were cancelled already in section 4. The remaining contributions, which depend on Λ(qα)
and were given in (6.1), will be collected here. All contributions to (6.1) involving three or
fewer fermion bilinears from the vertex operators vanish, leaving contributions only from
four or five fermion bilinears. Thus, we shall separate those as follows,

F5 −→ F (a)
5 + F (b)

5 (6.7)

where F (a)
5 and F (b)

5 are produced by the contributions with four and five fermion bilinears
from the vertex operators, respectively, and are given by,

F (a)
5 = iN5Z0

4π
∑
`

ρ` t` ε
µ
`

(
c1
c2
δ(z`, q1)Pµ(q1) + c2

c1
δ(z`, q2)Pµ(q2)

)

F (b)
5 = −N5

8π
∑
a

∑
α

c2
αδ(za, qα)
c1c2

∑
δ

Z[δ]Sδ(q1, q2)W1,2,3,4,5[δ] (6.8)

6.3 The contribution from F̃3

The contribution F̃3 arising from the reorganization of F (3)
1xx + F (3)

2x in (5.25) was simplified
to the expression in (6.1). It will be convenient to rewrite the sum over kD in terms of P
via (5.10) and to introduce Z0 via (3.5), to obtain,

F̃3 = iN5Z0
4π

∑
`

ρ` t` ε
µ
`

[
δ(z`, q1)Pµ(q2) + δ(z`, q2)Pµ(q1)

− c1
c2
δ(z`, q1)Pµ(q1)− c2

c1
δ(z`, q2)Pµ(q2)

]
(6.9)

6.4 Assembling F3,F5 and the (0, 1) part of F(3)
1xx + F(3)

2x

Assembling all contributions above we see, by inspection of (6.9), (6.5) and (6.8), that
the contributions of F̃3 are cancelled by those of F3 and F (a)

5 , so that the sum of the
contributions of F3, F5, and F̃3 simplifies as follows,

F3 + F5 + F̃3 −→ F (b)
5 (6.10)

Thus, it remains to evaluate F (b)
5 which we shall do in the remainder of this subsection.

To evaluate F (b)
5 we use the spin structure sum of (5.17) in terms of J3 and J4,∑

δ

Z[δ]Sδ(q1, q2)W1,2,3,4,5[δ] = − i2
∑

(i,j,k|`,m)
(fifjfk)(f`fm)J3(i, j, k; `,m)

− i
∑

(i,j,k,`,m)c

(fifjfkf`fm) J4(i, j, k, `,m) (6.11)
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Evaluating the quantity F (b)
5 in (6.8), and carrying out the sum over a, requires evaluating

each one of the arguments of J3 or J4 at the points qα. To do so, we use the representation
of these functions given in (3.17) but with the hyper-elliptic combination expressed in terms
of the bi-holomorphic form ∆ using (3.8) by,

J3(i, j, k; `,m) = −Z0ρi
∆(j, k)∆′(i)

∆(i, j)∆(k, i) + cycl(i, j, k)

J4(i, j, k, `,m) = Z0ρi
∆(j,m)∆′(i)

∆(i, j)∆(m, i) + cycl(i, j, k, `,m) (6.12)

The only non-zero contribution arises from zi = qα as otherwise the factor ρi vanishes when
zi 6= qα. In particular, we have J3(i, j, k; qα,m) = 0 identically. The resulting evaluations
simplify considerably and we have,

J3(qα, j, k; `,m) = −Z0ρi
∆(j, k)∆′(qα)

∆(qα, j)∆(k, qα) = −Z0 cα∂$(qα) ρiD(j, k)

J4(qα, j, k, `,m) = Z0ρi
∆(j,m)∆′(qα)

∆(qα, j)∆(m, qα) = Z0 cα∂$(qα) ρiD(j,m) (6.13)

Using the identity cα∆′(qα) = −∂$(qα), derived from (3.2), the function F (b)
5 takes the

form,

F (b)
5 =− iN5Z0

16π
∑
α

c3
α∂$(qα)
c1c2

∑
(i,j,k|`,m)

(fifjfk)(f`fm)
(
ρiδ(zi, qα)D(j,k)+cycl(i, j,k)

)

+ iN5Z0
8π

∑
α

c3
α∂$(qα)
c1c2

∑
(i,j,k,`,m)c

(fifjfkf`fm)
(
ρiδ(zi, qα)D(j,m)+cycl(i, j,k,`,m)

)
(6.14)

Since the summand in the first line is invariant under swapping `,m and j, k, we may undo
the cyclic sum cycl(i, j, k) and extend the sum over all 10 partitions (i, j, k|`,m) into a sum
over all permutations (i, j, k, `,m) upon including a factor of 1/2 for swapping `,m and
another factor of 1/2 for swapping j, k. Similarly, since the summand in the second line is
invariant under reversal of (i, j, k, `,m), we may undo the cyclic sum cycl(i, j, k, `,m) and
extend the sum over all 12 permutations in (i, j, k, `,m)c to a sum over all permutations
(i, j, k, `,m) upon including a factor of 1/2 for reversal. Finally, eliminating Z0 using
Z0c1c2∂$(q1)∂$(q2) = 1 and c2

1∂$(q1) = −c2
2∂$(q2) of (3.5), we find,

F (b)
5 = iN5

64π
∑
α

∑
(i,j,k,`,m)

δ(zi, qα)
cα∂$(qα)D(j, k)ρi(fifjfk)(f`fm)

− iN5
16π

∑
α

∑
(i,j,k,`,m)

δ(zi, qα)
cα∂$(qα)D(j,m)ρi(fifjfkf`fm) (6.15)

Next, we write this sum over i of the (0, 1)-form in zi (which is a (1, 0)-form in all zj with
j 6= i) in terms of a sum over i of exact total differentials in zi plus the difference which is a
(1, 0)-form in all zi. Care must be taken to include the zi dependence of N5 in the process,

F (b)
5 = F (1)

5 + F (2)
5 + exact total differential (6.16)
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where the first two terms are given by,

F (1)
5 = iN5

128π2

∑
(i,j,k,`,m)

D(j, k)ρi(fifjfk)(f`fm)ki · P(zi)
∑
α

τzi,z0(qα)
cα∂$(qα)

− iN5
32π2

∑
(i,j,k,`,m)

D(j,m)ρi(fifjfkf`fm)ki · P(zi)
∑
α

τzi,z0(qα)
cα∂$(qα)

F (2)
5 = iN5

128π2

∑
(i,j,k,`,m)

D(j, k)ρi(fifjfk)(f`fm)
∑
α

∂i∂qα lnE(zi, qα)
cα∂$(qα)

− iN5
32π2

∑
(i,j,k,`,m)

D(j,m)ρi(fifjfkf`fm)
∑
α

∂i∂qα lnE(zi, qα)
cα∂$(qα) (6.17)

The exact differentials may be omitted as their integrals will vanish. The contribution F (1)
5

may be simplified using the relation (B.33), and we find,

F (1)
5 = − iN5

128π2

∑
(i,j,k,`,m)

ρi(fifjfk)(f`fm) ki · P(zi)D(zj , zk)D(zi, z0)

+ iN5
32π2

∑
(i,j,k,`,m)

ρi(fifjfkf`fm) ki · P(zi)D(zj , zm)D(zi, z0) (6.18)

The function F (1)
5 depends on z0 through an exact differential of the chiral Koba-Nielsen

factor, which is immaterial and may be omitted. The function F (2)
5 will cancel F (d) + F2ψ

as will be shown in the subsequent subsection.

6.5 Cancellation of F(d) + F2ψ + F(2)
5

The motivations for combining these contributions is that they are,

• the only ones remaining that have double poles in zi at qα,

• the only ones remaining that involve kinematic invariants built out of concatenated
products of field strengths f without involving additional momentum factors,

• expected to cancel in the final form of the amplitude on the basis of non-renormalization
theorems and predictions from S-duality and space-time supersymmetry.

To prove their cancellation, we begin by summing their expressions from (4.38),

F (d) + F2ψ + F (2)
5 = iN5

32π2

∑
(i,j,k|`,m)

(fifjfk)(f`fm) C̃1(i, j, k; `,m)

− iN5
16π2

∑
(i,j,k,`,m)c

(fifjfkf`fm) C̃2(i, j, k, `,m) (6.19)
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where the functions C̃1 and C̃2 are given by,

C̃1(i, j, k; `,m) = C1(i, j, k; `,m)−
[
∆(i, k)$(`)$(m)

∑
α

∂zj∂qα lnE(zj , qα)
cα∂$(qα) + cycl(i, j, k)

]

C̃2(i, j, k, `,m) = C2(i, j, k, `,m)−
[
∆(i, k)$(`)$(m)

∑
α

∂zj∂qα lnE(zj , qα)
cα∂$(qα)

+ cycl(i, j, k, `,m)
]

(6.20)

The functions C1 and C2 were given in (4.40) and (4.42), respectively. By exposing the
coefficients of the functions BI

j defined in (4.33), we arrive at the alternative presentation,

C1(i, j, k; `,m) = ωI(i)∆(j, `)∆(k,m)
(
gIj,` + gI`,m + gIm,k

)
(6.21)

− 1
2
(
ωI(`)∆(j,m) + ωI(m)∆(j, `)

)
∆(i, k)BI

j + cycl(i, j, k|`,m)

C2(i, j, k, `,m) = ωI(i)∆(j, k)∆(`,m)
(
gIj,k + gI`,m + gIi,k + gI`,i

)
−
(
ωI(`)∆(j,m) + ωI(m)∆(j, `)

)
∆(i, k)BI

j + cycl(i, j, k, `,m)

For both formulas, the instruction to add cyclic permutations applies to all terms in the
expression. The vanishing of the combinations C̃1 and C̃2 is demonstrated in appendix G.
Thus, we have established the absence of double poles in the vertex points zi at the points
qα in the chiral amplitude, as well as the relation,

F (d) + F2ψ + F (2)
5 = 0 (6.22)

both of which constitute a major conceptual check of our general methods and a significant
simplification of the chiral amplitude.

7 Assembling and simplifying the chiral amplitude

Having assembled the contributions to the chiral amplitude in section 5, and proven the
cancellation of all (0, 1)-form parts and double poles in zi at the points qα in section 6, the
remaining contributions to the chiral amplitude are as follows, (see figure 1 for an overview),

• from (5.29) we obtain F (2)
1xx + F (2)

2x + F (3)
1xx + F (3)

2x ;

• from (5.18) we obtain F (1)
1xx + F (1)

2x ;

• from (6.17) we obtain F (1)
5 ;

• and from (5.38) we obtain F1n.
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It will be convenient in subsequent calculations to factor out the normalization i/(64π2)
and the chiral Koba-Nielsen factor defined by (5.8),

F (2)
1xx + F (2)

2x + F (3)
1xx + F (3)

2x = iN5
64π2 (F1 + F2)

F (1)
1xx + F (1)

2x = iN5
64π2 (F3 + F4)

F (1)
5 = iN5

64π2 (F5 + F6)

F1n = iN5
64π2 (F7 + F8 + F9 + F10) (7.1)

The full chiral amplitude F of (2.22) is then given in terms of F as follows,

F = iN5
64π2 F + exact differentials F =

10∑
a=1

Fa (7.2)

Here, we have indicated the presence of exact differentials in the vertex points zi that have
been discarded in the process of cancelling all (0, 1)-form contributions, and that do not
contribute to the physical amplitudes (1.1) and (1.2).

7.1 The functions Fa

It will be convenient to organize the individual functions Fa according to the structure of
their kinematic and worldsheet dependences. The functions F1 and F2 are the only ones
that involve a naked polarization vector ε` as opposed to its field strength f`, and are given
as follows,

F1 = 4D̃
∑
`

t`
ε` · P(z`)
$(z`)

F2 = −8
∑
j,`

ρ` t` (kj · ε`) k` · P(z`)D(z`, z0)D(zj , z′0) (7.3)

where the permutation-invariant combination D̃ was defined in (5.14) and simplified in (5.15)
and (5.16). The kinematic dependence of all remaining contributions is entirely through
the linearized field strengths f`. The individual functions F3, · · · ,F6 are given by,

F3 = D̃
Z0 ρ

∑
(i,j,k|`,m)

(fifjfk)(f`fm)J3(zi, zj , zk; z`, zm)

F4 = 2 D̃
Z0 ρ

∑
(i,j,k,`,m)c

(fifjfkf`fm) J4(zi, zj , zk, z`, zm)

F5 = −1
2

∑
(i,j,k,`,m)

ρi(fifjfk)(f`fm) ki · P(zi)D(zj , zk)D(zi, z0)

F6 = 2
∑

(i,j,k,`,m)
ρi(fifjfkf`fm) ki · P(zi)D(zj , zm)D(zi, z0) (7.4)
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where the functions J3 and J4 are given by (3.19),

J3(zi, zj , zk; z`, zm) = −Z0 ρi ωI(zi)GIqα,j,i,k + cycl(i, j, k)
J4(zi, zj , zk, z`, zm) = Z0 ρi ωI(zi)GIqα,j,i,m + cycl(i, j, k, `,m) (7.5)

The individual functions F7, · · · ,F10 are given by,

F7 = 4Pµ(q1)Pν(q2)
∑
i

tif
µν
i JS7 (zi; zj , zk, z`, zm) (7.6)

F8 = −2Pµ(q1)Pν(q2)
∑

(i,j,k|`,m)
(fifjfk)µν(f`fm)J8(zi, zj , zk; z`, zm)

F9 = −4Pµ(q1)Pν(q2)
∑

(i,j,k,`,m)
(fifjfkf`fm)µνJ9(zi, zj , zk, z`, zm)

F10 = 2
3 P

µ(q1)Pν(q2)
∑

(i|j,k|`,m)
fµνi CT (j, k|`,m)Z0c

2
1∂$(q1)$(zi)∆(zj , zk)∆(z`, zm)

The kinematic factor CT was defined in (5.36), the function JS7 was obtained in (3.27), and
the functions J8, J9 were given in (3.23),

JS7 (zi; zj , zk, z`, zm) = 1
3Z0c

2
1∂$(q1)$(zi)−1 ∑

(j,k|`,m)
∆(zi, zj)∆(zi, zk)$(z`)$(zm)

J8(zi, zj , zk; z`, zm) = Z0c
2
1∂$(q1)

(
$(zi)∆(zj , z`)∆(zk, zm) +$(zm)∆(zi, z`)∆(zj , zk)

)
J9(zi, zj , zk, z`, zm) = −Z0c

2
1∂$(q1)$(zk)∆(zi, z`)∆(zj , zm) (7.7)

The sum (j, k|`,m) in JS7 is over all 6 partitions into inequivalent pairs of {1, 2, 3, 4, 5} \ {i}.
Finally, note that despite its asymmetrical presentation above, J8 satisfies,

J8(zi, zj , zk; z`, zm) = J8(zi, zj , zk; zm, z`) = J8(zk, zj , zi; z`, zm) (7.8)

In each one of the functions F7, · · · ,F10, the product Pµ(q1)Pν(q2) of one-forms (5.4)
enters anti-symmetrically in µ and ν. This leads us to introduce the following convenient
combination,

Bµν = Z0c
2
1∂$(q1)

(
Pµ(q1)Pν(q2)− Pν(q1)Pµ(q2)

)
(7.9)

In terms of Bµν and the expressions for JS7 , J8, J9, we obtain the following explicit formulas,

F7 = 2
3B

µν
∑

(i|j,k|`,m)
tif

µν
i

1
$(zi)

∆(zi, zj)∆(zi, zk)$(z`)$(zm)

F8 = −Bµν
∑

(i,j,k|`,m)
(fifjfk)µν(f`fm)

(
$(zi)∆(zj , z`)∆(zk, zm) +$(zm)∆(zi, z`)∆(zj , zk)

)
F9 = 2Bµν

∑
(i,j,k,`,m)

(fifjfkf`fm)µν$(zk)∆(zi, z`)∆(zj , zm)

F10 = 1
3B

µν
∑

(i|j,k|`,m)
fµνi CT (j, k|`,m)$(zi)∆(zj , zk)∆(z`, zm) (7.10)

where we remind the reader that (i|j, k|`,m) refers to 15 permutations of 1, 2, 3, 4, 5 modulo
swapping j, k, swapping `,m and swapping the pairs (j, k) and (`,m).
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7.2 Simplifying Bµν

To simplify Bµν we make use of formula (5.10) to eliminate P(q2) in favor of P(q1), use the
third formula in (3.5) to eliminate Z0, and obtain the following formula independent on the
choice of α = 1, 2 which contains only a single factor of P,

Bµν = cα
∑
a

(
kµaPν(qα)− kνaPµ(qα)

)
D(za, z0) (7.11)

To simplify this formula further, we decompose the meromorphic form Pµ(z) onto the
basis of holomorphic (1, 0)-forms ωI(z), and thereby define the meromorphic homology shift
invariant functions PI(z) as follows,

P(z) = ωI(z)PI(z) PI(z) = 2πipI +
∑
a

ka g
I
z,za (7.12)

for an arbitrary point z. Substituting the left side expression into (7.11), using the identity,

c1ωI(q1)D(za, z0) = ωI(za)
$(za)

− ωI(z0)
$(z0) (7.13)

and omitting the contribution from the second term on the right side of (7.13) in view of
overall momentum conservation in the sum over a, we recast (7.11) in the following form,

Bµν = PIν(qα)
∑
a

ωI(za)
$(za)

kµa − (µ↔ ν) (7.14)

The advantage of this formula is that PIν(qα) factors out of the sum over a, leaving us to
deal only with the simpler summation over a with manifestly z0 independent summand. In
later steps of the computation, we will frequently use the following corollary of (7.12),

PI(z)−PI(qα) =
∑
a

kaG
I
z,za,qα (7.15)

which makes it manifest that PI(zi)−PI(qα) is independent of the loop momenta pI .

7.3 Bases of holomorphic and meromorphic forms in 5 points

Inspection of the contributions F1, · · · ,F10 in (7.3), (7.4) and (7.10) to the chiral amplitude
reveals that these (1, 0)-forms in the five vertex points zi are built out of a few simple
holomorphic and meromorphic (1, 0)-forms in the five points zi. For the holomorphic forms
it is readily proven by enumeration and the techniques of appendix B.1 that one may choose
the following cyclic basis,21

W I
1 = ωI(z1)∆(z2, z3)∆(z4, z5)

W̃1 = $(z1)∆(z2, z3)∆(z4, z5) (7.16)

21In the sequel of this section we shall freely move indices I, J, . . . between subscripts and superscript and
not distinguish between ωI and ωI or Pν

I and PIν , in order to avoid cumbersome index configurations.
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and cyclic permutations thereof to obtain W I
a and W̃a for a = 1, 2, 3, 4, 5. It will be useful

to introduce also the following meromorphic forms,

W I
a;b = ωI(za)

$(za)
W̃b W I

a;a = W I
a (7.17)

The vector space generated by the 25 meromorphic forms Wa;b has dimension 20. A basis
may be chosen to consist of the forms Wa;b with b 6= a, leaving the holomorphic forms
Wa expressible as linear combinations of Wa;b with b 6= a. These linear combinations are
generated by the identity,

W I
1;2 +W I

1;5 = W I
2 +W I

5 (7.18)
and cyclic permutations thereof. These relations may be solved for W I

a as follows,

2W I
1 = W I

1;2 +W I
1;5 +W I

2;1 +W I
2;3 +W I

5;1 +W I
5;4

−W I
3;4 −W I

3;2 −W I
4;5 −W I

4;3 (7.19)

and cyclic permutations thereof. Finally, in expressing D̃ and other combinations in terms of
the bases of holomorphic forms, we shall encounter the following ubiquitous combinations,

k2$(4)∆(1, 3)∆(2, 5) + k3$(4)∆(1, 2)∆(3, 5) + k4$(3)∆(1, 2)∆(4, 5)
= (k2 + k3 + k4)W̃3 − k2W̃4 + (k2 + k3)W̃5 (7.20)

k2 ωI(4)∆(1, 3)∆(2, 5) + k3 ωI(4)∆(1, 2)∆(3, 5) + k4 ωI(3)∆(1, 2)∆(4, 5)
= (k2 + k3 + k4)W I

3 − k2W
I
4 + (k2 + k3)W I

5

ωI(1)$(1)−1
[
k2$(4)∆(1, 3)∆(2, 5) + k3$(4)∆(1, 2)∆(3, 5) + k4$(3)∆(1, 2)∆(4, 5)

]
= (k2 + k3 + k4)W I

1;3 − k2W
I
1;4 + (k2 + k3)W I

1;5

7.4 Simplifying F1 + F2

We shall now derive a simplified representation F1 + F2 = FA + F′A + F′′A for F1 and F2
in (7.3) where the three terms on the right-hand side are given as follows,

FA = 8t1εµ1 Pµ(1)
[
k4 · k5∆(2, 5)∆(3, 4)− k3 · k4∆(2, 3)∆(4, 5)

]
+ cycl(1, 2, 3, 4, 5)

F′A = 8t1fµν1 Pν
I (qα)

[
kµ5W

I
1;3 + kµ2W

I
1;4 + (kµ4 + kµ5 )W I

1;5

]
+ cycl(1, 2, 3, 4, 5) (7.21)

F′′A = 8t1fµν1

(
Pν
I (z1)−Pν

I (qα)
)[
kµ5W

I
1;3 + kµ2W

I
1;4 + (kµ4 + kµ5 )W I

1;5

]
+ cycl(1, 2, 3, 4, 5)

To do so, we use (5.16) to recast F1 as follows,

F1 − FA = 8t1
ε1 · P(1)
$(1)

[
k1 · k2$(4)∆(1, 3)∆(2, 5) + k1 · k3$(4)∆(1, 2)∆(3, 5)

+ k1 · k4$(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.22)

To rearrange F2, we choose z′0 = z5, select an adapted point z0 for each term so as to match
the terms in F1 − FA, and multiply through by ρ1, as follows,

F2 = −8t1
k1 · P(1)
$(1)

[
ε1 · k2$(4)∆(1, 3)∆(2, 5) + ε1 · k3$(4)∆(1, 2)∆(3, 5)

+ ε1 · k4$(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.23)
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We observe that F1 + F2 − FA is gauge-invariant and use εν1k
µ
1 − ε

µ
1k

ν
1 = −fµν1 to combine

the terms. Expressing the result in terms of the basis forms Wa;b using (7.20) and the
decomposition of P(1) given in (7.12), we obtain,

F1+F2−FA = 8t1fµν1 Pν
I (1)

[
kµ5W

I
1;3+kµ2W I

1;4+(kµ4 +kµ5 )W I
1;5

]
+cycl(1,2,3,4,5) (7.24)

Here we have made use of momentum conservation and orthogonality to k1 to re-express
(k2 + k3 + k4)→ −k5 and (k2 + k3)→ −(k4 + k5). For later convenience we have further
decomposed F1 +F2−FA = F′A+F′′A to give formula (7.21). Note that FA is gauge-invariant,
and independent of qα.

A final rearrangement may be carried out for F′′A by recognizing that the difference
Pν
I (zi)−Pν

I (qα) is independent of the loop momenta pνI and may be re-expressed in terms
of the functions GI by means of (7.15). Using this expression in F′′A and the rearrangement,

GIqα,j,i,k = gIqα,j + gIj,i + gIi,k + gIk,qα = GIqα,i,k −G
I
qα,i,j (7.25)

we obtain,

F′′A = 8t1 fµν1

[
kν2G

I
1,2,qα,5 + kν3G

I
1,3,qα,5 + kν4G

I
1,4,qα,5

]
(7.26)

×
[
kµ5W

I
1;3 + kµ2W

I
1;4 + (kµ4 + kµ5 )W I

1;5

]
+ cycl(1, 2, 3, 4, 5)

where the term proportional to kν1 contracts to zero into fµν1 and may therefore be omitted.

7.5 Simplifying F3 + F4

To simplify F3 + F4, we begin by recasting F3,F4 in (7.4) as follows,

F3 = −D̃
∑

(i,j,k|`,m)
(fifjfk)(f`fm)

(
ωI(i)
$(i) G

I
qα,j,i,k + cycl(i, j, k)

)

F4 = 2D̃
∑

(i,j,k,`,m)c

(fifjfkf`fm)
(
ωI(i)
$(i) G

I
qα,j,i,m + cycl(i, j, k, `,m)

)
(7.27)

We note the following antisymmetry property,

GIqα,j,i,k = −GIqα,k,i,j (7.28)

which lines up with the symmetry properties of the corresponding kinematic factors above.
In F3, we may extend the sum (i, j, k|`,m) to the sum over all permutations upon including a
factor of 1

2 to account for the permutations on `,m, as well as another factor of 1
2 to complete

the summation over all cyclic permutations of (i, j, k) to all permutations (i, j, k), and then
omitting the permutation instruction on (i, j, k) inside the parentheses in the summand.
In F4, we may similarly extend the sum (i, j, k, `,m)c to the sum over all permutations by
omitting the cyclic permutations instruction on (i, j, k, `,m) inside the parentheses of the
summand, upon including an extra factor of 2 to undo the reversal quotient in (i, j, k, `,m)c.
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The result is as follows,

F3 = −1
4D̃

∑
(i,j,k,`,m)

(fifjfk)(f`fm)ωI(i)
$(i) G

I
qα,j,i,k

F4 = D̃
∑

(i,j,k,`,m)
(fifjfmf`fk)

ωI(i)
$(i) G

I
qα,j,i,k (7.29)

In F3, the factor (fifjfk) = −(fkfjfi) is manifestly anti-symmetric under swapping any pair
of indices. In F4, we use the fact that, for a given pair i, j, the sum over all permutations
of the complementary indices k, `,m produces the same matrix in both brackets in the
summand of F4. Putting all together and using the rearrangement formula (7.25),

F3 = 1
8D̃

∑
(i,j,k,`,m)

([fi, fj ]fk)(f`fm)
(
ωI(i)
$(i) + ωI(j)

$(j)

)
GIqα,i,j

F4 = −1
2D̃

∑
(i,j,k,`,m)

([fi, fj ]fmf`fk)
(
ωI(i)
$(i) + ωI(j)

$(j)

)
GIqα,i,j (7.30)

Using the definition of t8 of (1.7), and the fact that the cyclic permutations required to define
t8 are being automatically added in the sum for F4, we may recast the entire expression for
F3+F4 in terms of t8 involving the commutator [fi, fj ],

t12 = t8([f1, f2], f3, f4, f5) = ([f1, f2]f3f4f5)− 1
4([f1, f2]f3)(f4f5) + cycl(3, 4, 5) (7.31)

and permutations thereof. This kinematic building block is manifestly symmetric in 3, 4, 5
and antisymmetric in 1, 2. In the expressions for F3 and F4 we sum over all permutations
(k, `,m), so there is a factor of 2 coming out from this observation,

F3 + F4 = −D̃
∑
i 6=j

tij

(
ωI(i)
$(i) + ωI(j)

$(j)

)
GIqα,i,j = −2D̃

∑
i 6=j

tij
ωI(i)
$(i) G

I
qα,i,j (7.32)

Finally, we recast the result as a sum over cyclic permutations,

F3 + F4 = −2D̃ ωI(1)
$(1)

∑
j 6=1

t1jG
I
qα,1,j + cycl(1, 2, 3, 4, 5) (7.33)

It will be useful in later steps to eliminate t15 by means of the four-term identity

t12 + t13 + t14 + t15 = 0 (7.34)

which readily follows from (7.31). Based on (7.34), the identity GIqα,1,2 −GIqα,1,5 = GI1,2,qα,5
and cyclic permutations of (2, 3, 4) thereof, we obtain,

F3+F4 =−2D̃ ωI(1)
$(1)

[
t12G

I
1,2,qα,5+t13G

I
1,3,qα,5+t14G

I
1,4,qα,5

]
+cycl(1,2,3,4,5) (7.35)

Using the decomposition of (5.16) for D̃ and the basis forms Wa;b in (7.17), we have,

F3 + F4 = F′B + F′′B (7.36)
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where

F′B = 4
[
k3 · k4W

I
1 + k4 · k5(W I

2 +W I
5 )
]

×
[
t12G

I
1,2,qα,5 + t13G

I
1,3,qα,5 + t14G

I
1,4,qα,5

]
+ cycl(1, 2, 3, 4, 5)

F′′B = 4
[
k1 · k5W

I
1;3 + k1 · k2W

I
1;4 + k1 · (k4 + k5)W I

1;5

]
×
[
t12G

I
1,2,qα,5 + t13G

I
1,3,qα,5 + t14G

I
1,4,qα,5

]
+ cycl(1, 2, 3, 4, 5) (7.37)

These contributions will be collected with other terms linear in tij in subsection 7.10.

7.6 Simplifying F5 + F6

We shall now simplify the expressions for both of F5,F6 in (7.4) and then combine both
using t8. Decomposing the summand of F5 using D(zj , zk) = D(zj , z′0)−D(zk, z′0) for an
arbitrary point z′0, and using the anti-symmetry (fifjfk) = −(fjfifk), we recast the formula
as follows,

F5 = −1
2
∑
i

ρi ki · P(zi)D(zi, z0)
∑
j 6=i

D(zj , z′0)
∑

(k,`,m) 6=i,j
([fi, fj ]fk)(f`fm) (7.38)

where the sum is over all mutually distinct (k, `,m) not equal to i or j. Similarly decomposing
the summand in F6 using D(zj , zm) = D(zj , z′0)−D(zm, z′0), we obtain,

F6 = 2
∑
i

ρi ki ·P(zi)D(zi, z0)
∑
j 6=i

D(zj , z′0)
∑

(k,`,m) 6=i,j

[
(fifjfkf`fm)− (fjfifmfkf`)

]
(7.39)

The sum is over all mutually distinct (k, `,m) not equal to i or j. As a result, the corre-
sponding sums over the matrices fkf`fm and fmfkf` are equal to one another, and we have,

F6 = 2
∑
i

ρi ki · P(zi)D(zi, z0)
∑
j 6=i

D(zj , z′0)
∑

(k,`,m) 6=i,j
([fi, fj ]fkf`fm) (7.40)

Adding F5 and F6, we recover the t8 contraction of commutators in (7.31),

F5 + F6 = 4
∑
i 6=j

ρi ki · P(zi)D(zi, z0)D(zj , z′0) tij (7.41)

Decomposing also this sum into cyclic permutations, and choosing z′0 = z5, we have,

F5 + F6 = 4ρ1 k1 · P(z1)D(z1, z0)
4∑
j=2

D(zj , z5) t1j + cycl(1, 2, 3, 4, 5) (7.42)

Moreover, we choose the point z0 adapted to each one of the three terms,

F5 + F6 = 4k1 · P(1)
$(1)

[
$(4)∆(1, 3)∆(2, 5)t12 +$(4)∆(1, 2)∆(3, 5)t13

+$(3)∆(1, 2)∆(4, 5)t14
]

+ cycl(1, 2, 3, 4, 5) (7.43)

Finally, decomposing these forms onto the basis W I
a;b, we obtain,

F5 + F6 = 4k1 ·PI(1)
[
(W I

1;3 −W I
1;4 +W I

1;5)t12 + (W I
1;3 +W I

1;5)t13 +W I
1;3t14

]
+ cycl(1, 2, 3, 4, 5) (7.44)

These contributions will be collected with other terms linear in tij in subsection 7.10.
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7.7 Simplifying F7

We may recast F7 as given in (7.10) in the following way,

F7 = 2
3B

µν
∑
i

tif
µν
i

Xi

$(zi)
(7.45)

where Xi is defined by

X1 = ∆(1, 2)∆(1, 3)$(4)$(5) + ∆(1, 3)∆(1, 4)$(2)$(5)
+ ∆(1, 2)∆(1, 4)$(3)$(5) + ∆(1, 3)∆(1, 5)$(2)$(4)
+ ∆(1, 2)∆(1, 5)$(3)$(4) + ∆(1, 4)∆(1, 5)$(2)$(3) (7.46)

and cyclic permutations thereof. Expressed in this manner, the contributions to F7 involve
simultaneous poles arising from ($(1)$(2))−1 and ($(1)$(5))−1 in the product of Bµν
given in (7.14) with Xi/$(zi) but these simultaneous poles will be proven to be spurious
below. To do so, we substitute the expression (7.14) for Bµν to obtain,

F7 = 4
3 t1f

µν
1 Pν

I (qα) X1
$(1)

5∑
a=2

kµa
ωI(a)
$(a) + cycl(1, 2, 3, 4, 5) (7.47)

Expressing k5 in terms of the other momenta by momentum conservation and using the
fact that kµ1 f

µν
1 = 0, we obtain,

F7 = 4
3 Pν

I (qα)t1fµν1

(
kµ2

{
ωI(2)
$(2) −

ωI(5)
$(5)

}
X1
$(1) + cycl(2, 3, 4)

)
+ cycl(1, 2, 3, 4, 5) (7.48)

By decomposing the differential form inside the parentheses onto ωI(zi)/$(zi), we obtain,

{
ωI(2)
$(2) −

ωI(5)
$(5)

}
X1
$(1)

= 3
[
ωI(1)
$(1) −

1
2
ωI(2)
$(2) −

1
2
ωI(5)
$(5)

]
∆(2, 5)

(
∆(1, 3)$(4) + ∆(1, 4)$(3)

)
− 1

2

[
ωI(2)
$(2) −

ωI(5)
$(5)

] (
∆(2, 4)∆(3, 5) + ∆(2, 3)∆(4, 5)

)
$(1) (7.49)

where the spurious simultaneous poles ($(1)$(2))−1 and ($(1)$(5))−1 present in (7.48)
have been now removed.

The expressions involving z2 ↔ z3, z4 may be obtained from (7.49) by cyclic permuta-
tions of 2, 3, 4 on both sides. Decomposing the result onto the basis Wa;b and then converting
the diagonal parts Wa;a onto the basis of off-diagonal parts Wa;b with b 6= a via (7.19),
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we obtain,

F7 = 4
3 Pν

I (qα)t1fµν1

[
kµ2

{
−3W I

1;2 − 6W I
1;4 − 2W I

2;3 + 3W I
2;4 −W I

2;5

+ 2W I
3;2 + 4W I

3;4 + 2W I
4;3 −W I

5;1 −W I
5;4

}
+ kµ3

{
2W I

1;5 − 2W I
4;5 −W I

1;2 −W I
3;1 −W I

3;5

}
+ kµ4

{
2W I

1;2 − 2W I
3;2 −W I

1;5 −W I
4;1 −W I

4;2

}
+ kµ5

{
−3W I

1;5 − 6W I
1;3 − 2W I

5;4 + 3W I
5;3 −W I

5;2

+ 2W I
4;5 + 4W I

4;3 + 2W I
3;4 −W I

2;1 −W I
2;3

}]
+ cycl(1, 2, 3, 4, 5) (7.50)

where we have used fµν1
∑5
a=2 k

µ
a = 0 to simplify the expression. Note that the coefficients of

k2, k3, k4, k5 are not related by cyclic permutations of the labels of Wa;b since the underlying
forms (7.49) and z2 ↔ z3, z4 are not images of each other under cyclic permutations of
1, 2, 3, 4, 5. Instead, (7.50) follows from separately reducing the right-hand side of (7.49)
and its relabelling z2 ↔ z3, z4 into the basis of Wa;b. Fortunately, many of the complicated
contributions to F7 will cancel against counterparts in F8 + F9 + F10 to which we now turn
our attention.

7.8 Simplifying F8 + F9 + F10

The starting point is the expression for F8, F9, F10 given in (7.10), which we recast in terms
of the functions D and the differential ρ as follows,

F8 = −1
2ρB

µν
∑

(i,j,k,`,m)
(fifjfk)µν(f`fm)

(
D(zj , z`)D(zk, zm) +D(zi, z`)D(zj , zk)

)
F9 = 2ρBµν

∑
(i,j,k,`,m)

(fifjfkf`fm)µνD(zi, z`)D(zj , zm)

F10 = 1
3ρB

µν
∑

(i|j,k|`,m)
fµνi CT (j, k|`,m)D(zj , zk)D(z`, zm) (7.51)

In F8 we have included a factor of 1/2 to account for the fact that the formula is written as
a sum over all permutations (i, j, k, `,m). Introducing an arbitrary intermediate point z0 to
split the D-functions using the relation D(zi, zj) = D(zi, z0)−D(zj , z0), and recasting the
sums in terms of the functions D(zi, z0)D(zj , z0), we may express the sum F8 + F9 + F10 as
follows after properly symmetrizing in i and j,

F8 + F9 + F10 = BµνLµν Lµν = ρ
∑
i 6=j

D(zi, z0)D(zj , z0)Sµνij (7.52)

The anti-symmetric tensors Sµνij are built out of the field strengths f without further
dependence on the momenta k, whose explicit expressions are given in appendix H, but will
not be needed here. The only information needed here is the following properties,

Sµνij = Sµνji = −Sνµij
∑
j 6=i

Sµνij = 0 (7.53)
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which in particular guarantee that the combination above is independent of the arbitrary
point z0. The following non-trivial kinematic relation, which is proven in appendix H,

kµi S
µν
ij = −kνi tij + kµi f

µν
j tj −

1
3k

µ
i

∑
6̀=i,j

fµν` t` (7.54)

will be important in simplifying F8 + F9 + F10 and obtaining a useful explicit formula.

7.8.1 Re-expressing Lµν

We shall now re-express Lµν in terms of the five holomorphic basis forms W̃i in (7.16). To
do so, we choose z0 = z5 in Lµν and derive the following identities from (7.53),

S12 + S13 + S14 + S23 + S24 + S34 = 0
S12 + S13 + S23 − S45 = 0
S23 + S24 + S34 − S15 = 0 (7.55)

We subtract from Lµν the product of the first identity times 2ρD(1, 5)D(4, 5), the second
identity times 2ρD(1, 5)D(3, 4) and the third identity times 2ρD(2, 1)D(4, 5) to obtain,

Lµν = −2ρSµν23 D(1, 2)D(3, 4)− 2ρSµν34 D(2, 3)D(4, 5)− 2ρSµν45 D(3, 4)D(5, 1)
− 2ρSµν51 D(4, 5)D(1, 2)− 2ρSµν12 D(5, 1)D(2, 3) (7.56)

This identity is parallel to (5.15) in the sense that this expression involves only those Sij for
which i and j are “nearest neighbors”, namely related by j = i± 1 mod 5. Finally, along
with its cyclic permutations, we have,

Lµν = −2W̃1 S
µν
34 − 2W̃2 S

µν
45 − 2W̃3 S

µν
51 − 2W̃4 S

µν
12 − 2W̃5 S

µν
23 (7.57)

Using the following shorthand for nearest neighbors Sij ,

Sµν1 = Sµν34 , Sµν2 = Sµν45 , Sµν3 = Sµν51 , Sµν4 = Sµν12 , Sµν5 = Sµν23 (7.58)

we have the more compact formula,

Lµν = −2
∑
a

W̃a Sµνa (7.59)

7.8.2 Contraction with Bµν

We now consider the contraction of Lµν in (7.59) with the expression for Bµν in (7.14), and
use the anti-symmetry of Lµν in µ, ν to simplify the expression,

F8 + F9 + F10 = −4Pν
I (qα)

∑
a,b

W I
a;b k

µ
aS

µν
b (7.60)

As discussed in subsection 7.3, the 25 meromorphic (1, 0)-forms generate a vector space of
dimension 20 for which a basis may be chosen of off-diagonal W I

a;b with b 6= a. Using the
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explicit relations of (7.19) we may eliminate all diagonal W I
a;a in terms of the off-diagonal

entries. Thus, F8 + F9 + F10 may be expressed as follows,

F8 + F9 + F10 = −2Pν
I (qα)

∑
a 6=b

W I
a;bC

ν
a;b (7.61)

where the kinematic factors Cνa;b are defined by the decomposition of (7.60) into the basis
of W I

a;b with a 6= b, and a factor of 2 has been absorbed into their normalization for later
convenience.

Our next task is to calculate Cνa;b explicitly. Inspection of the expression (7.19) for the
diagonal entries W I

a;a in terms of the off-diagonal entries, we see that W I
a;a involves W I

a;b for
b 6= a where a and b are nearest neighbors. Thus, the calculation of Cνa;b may be separated
into two cases: either a 6= b are “nearest neighbors” (mod 5), or they are not. When a, b
are not nearest neighbors we have,

Cν1;3 = 2kµ1S
µν
3 = 2kµ1S

µν
15 , Cν1;4 = 2kµ1S

µν
4 = 2kµ1S

µν
12 (7.62)

and their respective cyclic permutations. Both cases are of the form kµi S
µν
ij and thereby

amenable to the rewriting (7.54) in terms of t8 tensors.
The evaluation of Cνa;b for the case where a, b are nearest neighbors is more complicated

as one now also needs to pick up the contributions from the diagonal parts kµaSµνa . We
begin by observing that the diagonal contributions from kµaSµνa to C1;2 and to C1;5 are equal
to one another. Therefore, their difference evaluates as follows,

Cν1;2 − Cν1;5 = 2kµ1 (S45 − S23)µν = kµ1 (S12 + S13 − S14 − S15)µν (7.63)

along with its cyclic permutations. Their sum may also be readily obtained and we have,

Cν1;2 + Cν1;5 = 2kµ1 (S34 + S45 + S23)µν + 2kµ2S
µν
45 − 2kµ3S

µν
15 − 2kµ4S

µν
12 + 2kµ5S

µν
23 (7.64)

Combining the terms proportional to S23 and S45, using momentum conservation on both
coefficients and the summation relations in (7.53) for i = 2 and i = 5 to re-express the
combinations inside the parentheses, and combining this result with the formula for the
difference, we obtain,

Cν1;2 = −(k4 + k5)µSµν45 − (k2 + k3)µSµν23 − (k2 + k5)µSµν25

+ kµ3S
µν
35 + kµ4S

µν
24 + kµ1 (S12 − S14)µν

Cν1;5 = −(k4 + k5)µSµν45 − (k2 + k3)µSµν23 − (k2 + k5)µSµν25

+ kµ3S
µν
35 + kµ4S

µν
24 + kµ1 (S15 − S13)µν (7.65)

along with their respective cyclic permutations. Note that every single term in C1;2 and C1;5
is of the form of kµi S

µν
ij and may be expressed in terms of t8 tensors by virtue of (7.54). In

summary, by inserting (7.62), (7.65) and their cyclic permutations into (7.61), the kinematic
factors in F8+F9+F10 boil down to gauge invariant combinations of tifµνi and tij .
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7.9 Combining all terms proportional to ti

By the results of the previous subsections, the kinematic dependence of the entire chiral
amplitude, proportional to F in (7.2), is expressed in terms of ti and tij defined in (1.7)
and (7.31), respectively. In this subsection, we combine all the contributions proportional
to t1 which, by addition of cyclic permutations, will give us all contributions proportional
to ti (as opposed to tij). In subsequent equations, the restriction |ti stands for retaining all
terms that involve either ti εi or ti fi, relegating the contributions of tij to section 7.10.

No contributions of the form ti arise from F3 + F4 and F5 + F6 since all the kinematic
factors in (7.37) and (7.44) are of the form tij . Thus, here we collect all ti contributions
from F1 + F2 + F7 + F8 + F9 + F10. Note that we have reorganized F1 + F2 = FA + F′A + F′′A
and that FA is manifestly independent of qα, see (7.21). Our first goal will be to show
independence of qα, so we shall concentrate on the contribution from F′A+F′′A. Using MAPLE,
one readily combines the following contributions,(

F′A + F7 + F8 + F9 + F10
)∣∣∣

ti
= 8t1fµν1 Pν

I (qα)
(
kµ5W

I
3 + kµ2W

I
4 + (kµ4 + kµ5 )W I

5

)
+ cycl(1, 2, 3, 4, 5) (7.66)

where the poles from $(a)−1 due to W I
a;b with a 6= b cancel. In order to combine with the

remaining terms of F1+F2, we decompose Pν
I (qα) = Pν

I (1) −
(
Pν
I (1)−Pν

I (qα)
)
in (7.66).

Like this, the last term has the same prefactor as F′′A in (7.21), and the differences of Pν
I

can be rewritten using (7.15) in both cases. We thus arrive at,

F
∣∣∣
ti

= FA + FC + F′C (7.67)

where FA is kept in the form of (7.21) and FC is obtained from (7.66) by replacing
Pν
I (qα)→ Pν

I (1) and re-expressing W I
a in terms of ωI and ∆

FC = −8t1fµν1 Pν
I (1)

[
kµ2ωI(4)∆(1, 3)∆(2, 5) + kµ3ωI(4)∆(1, 2)∆(3, 5)

+ kµ4ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.68)

While FA and FC are manifestly independent of qα, the third contribution F′C to (7.67)
carries the leftover qα-dependence from Pν

I (1)−Pν
I (qα) of both F′′A and (7.66),

F′C = 8t1fµν1

[
kν2G

I
1,2,qα,5 + kν3G

I
1,3,qα,5 + kν4G

I
1,4,qα,5

]
×
[
kµ2

(
W I

1;3 −W I
1;4 +W I

1;5 −W I
3 +W I

4 −W I
5

)
+ kµ3

(
W I

1;3 +W I
1;5 −W I

3 −W I
5

)
+ kµ4

(
W I

1;3 −W I
3

) ]
+ cycl(1, 2, 3, 4, 5) (7.69)

As will be shown in section 7.11 and appendix I, the qα-dependent contribution F′C will
eventually cancel terms with kinematic factors tij that we shall discuss next.
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7.10 Combining all terms proportional to tij

In this subsection, we combine all the contributions proportional to tij (as opposed to the
kinematic factors ti in the simplified form (7.67)). Based on the results of section 7.8, a
straightforward collection of terms involving tij in F7 + F8 + F9 + F10 shows that we have,(
F7 + F8 + F9 + F10

)∣∣∣
tij

= −4k1 ·PI(qα)
[
t12
(
W I

1;3 −W I
1;4 +W I

1;5 −W I
3 +W I

4 −W I
5

)
+ t13

(
W I

1;3 +W I
1;5 −W I

3 −W I
5

)
+ t14

(
W I

1;3 −W I
3

) ]
+ cycl(1, 2, 3, 4, 5) (7.70)

where the restriction |tij stands for retaining all terms that involve tij rather than ti.
Combining the above contribution with F5 +F6 from (7.44) and splitting up the combination
Pν
I (qα) = Pν

I (1)−
(
Pν
I (1)−Pν

I (qα)
)
as we did earlier, mechanical simplifications lead to,

(
F5 + F6 + F7 + F8 + F9 + F10

)∣∣∣
tij

= FD + F′D (7.71)

In the first piece FD all the W I
a;b with a 6=b and thus all the poles $(a)−1 cancel, so we find

FD = 4k1 ·PI(1)
[
t12 ωI(4)∆(1, 3)∆(2, 5) + t13 ωI(4)∆(1, 2)∆(3, 5)

+ t14 ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.72)

after reconverting its W I
a to the basis of ωI and ∆. The qα-dependent terms F′D in (7.71)

are given by,

F′D = 4kµ1
[
kµ2G

I
1,2,qα,5 + kµ3G

I
1,3,qα,5 + kµ4G

I
1,4,qα,5

]
×
[
t12
(
W I

1;3 −W I
1;4 +W I

1;5 −W I
3 +W I

4 −W I
5

)
+ t13

(
W I

1;3 +W I
1;5 −W I

3 −W I
5

)
+ t14

(
W I

1;3 −W I
3

) ]
+ cycl(1, 2, 3, 4, 5) (7.73)

In order to complete the assembly of the terms tij in the chiral amplitude, we combine (7.71)
with F3 + F4 = F′B + F′′B from (7.36) and obtain

F
∣∣∣
tij

= F′B + F′′B + FD + F′D (7.74)

with F′B and F′′B given by (7.37).

7.10.1 Rearranging the qα-dependent terms

The combination of F′′B and F′D may be rearranged as follows,

F′′B + F′D = F′E + F′′E (7.75)
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where a first piece is again free of $(a)−1,

F′E = −4kµ1
[
t12G

I
1,2,qα,5 + t13G

I
1,3,qα,5 + t14G

I
1,4,qα,5

]
×
[
kµ2 (W I

3 −W I
4 +W I

5 ) + kµ3 (W I
3 +W I

5 ) + kµ4W
I
3

]
+ cycl(1, 2, 3, 4, 5) (7.76)

and the leftover terms are arranged as follows for later convenience,

F′′E = 4
(
W I

1;3 −W I
1;4 +W I

1;5 −W I
3 +W I

4 −W I
5

)
×
[
(k1 · k3t12 − k1 · k2t13)GI1,3,qα,5 + (k1 · k4t12 − k1 · k2t14)GI1,4,qα,5

]
+ 4

(
W I

1;3 +W I
1;5 −W I

3 −W I
5

)
(7.77)

×
[
(k1 · k2t13 − k1 · k3t12)GI1,2,qα,5 + (k1 · k4t13 − k1 · k3t14)GI1,4,qα,5

]
+ 4

(
W I

1;3 −W I
3

) [
(k1 · k2t14 − k1 · k4t12)GI1,2,qα,5 + (k1 · k3t14 − k1 · k4t13)GI1,3,qα,5

]
+ cycl(1, 2, 3, 4, 5)

The separation into F′E and F′′E is motivated by the subsequent simplifications of the
combination,

FB = F′B + F′E (7.78)

We will use the identity,

k3 · k4 ωI(1)∆(2, 3)∆(4, 5) + k4 · k5 ωI(1)∆(3, 4)∆(5, 2)

=
(
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

)
+ k1 · k2 ωI(4)∆(1, 3)∆(2, 5) + k1 · k3 ωI(4)∆(1, 2)∆(3, 5)
+ k1 · k4 ωI(3)∆(1, 2)∆(4, 5) (7.79)

analogous to the equality of D̃ in equations (5.15) and (5.16). In fact, it will be convenient
to introduce the shorthand

DI = −2k3 · k4 ωI(1)∆(2, 3)∆(4, 5) + cycl(1, 2, 3, 4, 5) (7.80)

for the permutation invariant which follows from the replacement $(a) → ωI(a) in the
expression (5.15) for D̃. With this definition and the identity (7.79), the sum FB is readily
combined as follows,

FB = −2DI
[
t12G

I
1,2,qα,5 + t13G

I
1,3,qα,5 + t14G

I
1,4,qα,5 + cycl(1, 2, 3, 4, 5)

]
(7.81)

Using also the relation GI1,2,qα,5 = GI1,2,qα −G
I
1,5,qα and the four-term identity (7.34) among

tij we obtain equivalently,

FB = −2DI
[
t12G

I
1,2,qα + t13G

I
1,3,qα + t14G

I
1,4,qα + t15G

I
1,5,qα + cycl(1, 2, 3, 4, 5)

]
(7.82)
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By further use of (7.34), it is readily shown that all qα-dependence cancels out between
different terms of the cyclic orbit, so that we have,

FB = −2DI
∑
i 6=j

tij g
I
i,j = −4DI

5∑
1≤i<j

tij g
I
i,j = −4DI

5∑
2≤i<j

tij G
I
1,i,j (7.83)

The last step is based on (7.34) to recast this permutation invariant combination of tij gIi,j
in terms of the single-valued GIa,b,c combinations.

In summary, the contributions to F involving tij are given by,

F
∣∣∣
tij

= FB + FD + F′′E (7.84)

with qα-independent pieces FD and FB given by (7.72) and (7.83), respectively, as well as a
leftover qα-dependence in F′′E given by (7.77).

7.11 Summary

In this subsection, we assemble all parts of F based on the organization of the ti and tij
dependent terms in (7.67) and (7.84),

F = F
∣∣∣
ti

+ F
∣∣∣
tij

= FA + FC + F′C + FB + FD + F′′E (7.85)

The only leftover qα-dependence resides in the parts F′C and F′′E given by (7.69) and (7.77),
respectively. In fact, it is proven in appendix I that the qα-dependent terms entirely cancel,

F′C + F′′E = 0 (7.86)

using highly non-trivial identities for kinematic factors and worldsheet dependences that
will both be given in the same appendix. Taking this result into account, we now arrive at
a manifestly qα-independent representation of F,

F = FA + FB + FC + FD (7.87)

The remaining functions are recalled as follows

FA = −8t1ε1 · P(1)
[
k4 · k5∆(5, 2)∆(3, 4) + k3 · k4∆(2, 3)∆(4, 5)

]
+ cycl(1, 2, 3, 4, 5)

FB = 4
[
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

]∑
i 6=j

tijg
I
i,j

FC = −8t1fµν1 PI
ν(1)

[
kµ2ωI(4)∆(1, 3)∆(2, 5) + kµ3ωI(4)∆(1, 2)∆(3, 5) (7.88)

+ kµ4ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5)

FD = 4k1 ·PI(1)
[
t12ωI(4)∆(1, 3)∆(2, 5) + t13ωI(4)∆(1, 2)∆(3, 5)

+ t14ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5)

where P(1) and PI(1) are defined in (5.4) and (7.12), respectively.
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7.11.1 Alternative presentation

A further rearrangement of FA+FC will lead to an alternative presentation of the manifestly
qα-independent chiral amplitude F in (7.87). The identity (7.79) may be used to re-express
FA as follows,

FA = −8t1ε1 ·PI(1)
(
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

)
+ cycl(1, 2, 3, 4, 5)

− 8t1ε1 ·PI(1)
[
k1 · k2 ωI(4)∆(1, 3)∆(2, 5) + k1 · k3 ωI(4)∆(1, 2)∆(3, 5)

+ k1 · k4 ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.89)

Using the relations fµν1 kµ2 + εν1k1 · k2 = ε1 · k2 k
ν
1 , we observe that the terms on the second

and third lines above combine with FC to produce the combinations k1 ·PI(1), and we have,

FA + FC = −8t1ε1 ·PI(1)
(
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

)
− 8t1k1 ·PI(1)εν1

[
kν2 ωI(4)∆(1, 3)∆(2, 5) + kν3 ωI(4)∆(1, 2)∆(3, 5)

+ kν4 ωI(3)∆(1, 2)∆(4, 5)
]

+ cycl(1, 2, 3, 4, 5) (7.90)

where the instruction to add cyclic permutations applies to all terms. Further combining
this result with the other terms gives the following alternative formula,

F = −8t1ε1 ·PI(1)
(
k1 · k2 ωI(4)∆(5, 1)∆(2, 3) + cycl(1, 2, 3, 4, 5)

)
+ 4k1 ·PI(1)

[
(t12 − 2t1ε1 · k2)ωI(4)∆(1, 3)∆(2, 5)

+ (t13 − 2t1ε1 · k3)ωI(4)∆(1, 2)∆(3, 5) (7.91)

+ (t14 − 2t1ε1 · k4)ωI(3)∆(1, 2)∆(4, 5)
]

+ 8k1 · k2 ωI(4)∆(5, 1)∆(2, 3)
∑

1≤i<j≤5
tijg

I
i,j + cycl(1, 2, 3, 4, 5)

where the instruction to add cyclic permutations applies to all terms in F.
The final result of the RNS computation in this work, given by F in (7.91) combined

with the chiral Koba-Nielsen factor in (7.2), leads to the expression for the chiral amplitude
F advertised in section 1.1. The new form (7.91) manifests different properties of the chiral
amplitudes as compared to the representations obtained from the pure-spinor computa-
tion [29, 33] to be reviewed in the next section. For instance, (7.91) exhibits an interesting
echo of the chiral five-point amplitude (1.12) at genus one since the shorthand DI in (7.80)
condenses the first and last line to,

4DI


5∑
j=1

tjεj ·PI(j)−
∑

1≤i<j≤5
tijg

I
i,j

 (7.92)

see section 1.2 for further details.
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8 Matching with results of [29] and [33]

We shall now compare the simplified forms (1.3) and (1.9) of the genus-two chiral amplitude
for five massless external NS states with the parity-even part of the bosonic components
obtained in [29, 33] using a combination of chiral splitting and pure-spinor methods. Among
the multiple representations of the chiral amplitude given in [29, 33], we will work with
the manifestly homology shift invariant correlator in section 5.3 of [29] together with the
effective NS components of [33]. This choice will furnish the most convenient starting point
to demonstrate agreement with the RNS result in this work, since our presentation of the
RNS result is manifestly homology shift invariant.

8.1 The bosonic components of the pure-spinor results

The parity-even components of the genus-two five-point chiral amplitude obtained in [29, 33],
which is to be compared with the result (1.3), or equivalently (7.91), of the RNS computation
carried out in this work, may conveniently be organized as follows,

F = Fp.ε + Fp.k + Fscalar (8.1)

where we have again stripped off the ubiquitous chiral Koba-Nielsen factor N5 in (5.8).
The three contributions Fp.ε, Fp.k and Fscalar refer to different ways of contracting the
loop-momentum dependent factors of Pµ(i) defined in (5.4). Using the prescription for
effective NS components in [33], the three polarization-dependent ingredients in (8.1) are
given by,

Fp.ε =−8
[
Pµ(1)∆(2,3)∆(4,5)k3 ·k4+cycl(1,2,3,4,5)

]
×
{
εµ1 t8(f2,f3,f4,f5)+cycl(1,2,3,4,5)

}
Fp.k =−4iPµ(1)∆(2,3)∆(4,5)

{
kµ5 (R5;1|2,3,4+R5;2|1,3,4)+kµ1 (R1;5|2,3,4+R1;2|3,4,5)

+kµ2 (R2;5|1,3,4+R2;1|3,4,5)+2kµ3R3;4|1,2,5+2kµ4R4;3|1,2,5
}

+cycl(1,2,3,4,5) (8.2)

Fscalar = iωI(1)∆(2,3)∆(4,5)
{
GI1,2,5T

eff
25,1|3,4+GI1,2,3Seff

2;3|4|5,1+GI1,2,4Seff
2;4|3|5,1

+GI1,5,3Seff
5;3|4|1,2+GI1,5,4Seff

5;4|3|1,2

}
+cycl(1,2,3,4,5)

where the single-valued function GIa,b,c is defined in (3.13) and the cyclic permutations act
on the external-particle labels of both the differential forms and of ki, εi, fi. The kinematic
dependence of both Fp.k and Fscalar is exclusively built from the following combinations,

Ra;b|c,d,e = i(εa · kb)t8(fb, fc, fd, fe)−
i

2 t8([fa, fb], fc, fd, fe) (8.3)

symmetric in c, d, e which also featured in the simplifications of appendix I of this paper.
The expression for Fscalar in (8.2) depends on the polarizations through the building blocks,

T eff
ab,c|d,e = (8kd · ke − 4ka · kb)(Ra;b|c,d,e −Rb;a|c,d,e) + 4ka · kb(Rb;c|a,d,e −Ra;c|b,d,e)

Seff
a;b|c|d,e = (8kd · ke − 4ka · kb)Ra;b|c,d,e − 4ka · kbRa;c|b,d,e (8.4)

+ 8(kc · kdRd;e|a,b,c − kd · keRd;c|a,b,e) + 8(kc · keRe;d|a,b,c − kd · keRe;c|a,b,d)
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symmetric in d, e with further permutation properties spelt out in [33]. Note that the
five-forms of Fε·p in (8.2) naturally generalize the combinations of ∆(a, b) and momenta in
the chiral four-point amplitude which is proportional to ∆(1, 2)∆(3, 4)k2 ·k3 + cycl(1, 2, 3, 4).

Finally, the superspace result of [29] naturally unifies the parity-even bosonic components
in (8.1) with the parity-odd ones in (1.11) whose derivation in the RNS formalism is left for
future work.

8.2 Agreement with the RNS computation

The agreement of the chiral amplitude in (8.1), obtained in [29, 33] from chiral splitting and
pure-spinor methods, with the result (7.91) of the RNS computation will be demonstrated
in the following five steps,

(i) match the loop-momentum dependent terms with contractions εa · pI

(ii) organize the εa · pI -independent terms from (i) and (7.91) into Ra;b|c,d,e and tab

(iii) show agreement of the terms tab including those from (ii)
(iv) match the ka · pI parts of remaining terms Ra;b|c,d,e

(v) match the ka · kb parts of remaining terms Ra;b|c,d,e

8.2.1 Step (i)

We begin by comparing the first line of (7.91) with the εa · pI terms Fp.ε in (8.2). Based on
Pµ(a) = PI

µ(a)ωI(a) and the definition (7.80) of DI , their difference is given by

Fdiff = Fp.ε − 4DI
(
t1ε

µ
1 PI

µ(1) + cycl(1, 2, 3, 4, 5)
)

= 8t1εµ1
{[
PI
µ(1)−PI

µ(2)
]
ωI(2)∆(3, 4)∆(5, 1)k4 · k5

+
[
PI
µ(1)−PI

µ(3)
]
ωI(3)∆(4, 5)∆(1, 2)k5 · k1 (8.5)

+
[
PI
µ(1)−PI

µ(4)
]
ωI(4)∆(5, 1)∆(2, 3)k1 · k2

+
[
PI
µ(1)−PI

µ(5)
]
ωI(5)∆(1, 2)∆(3, 4)k2 · k3

}
+ cycl(1, 2, 3, 4, 5)

and can be simplified to the following expression that no longer depends on the loop
momentum via permutations of (7.15)

Fdiff = −8t1εµ1
{[
GI1,2,3k

µ
3 +GI1,2,4k

µ
4 +GI1,2,5k

µ
5
]
ωI(2)∆(3, 4)∆(5, 1)k4 · k5

+
[
GI1,3,2k

µ
2 +GI1,3,4k

µ
4 +GI1,3,5k

µ
5
]
ωI(3)∆(4, 5)∆(1, 2)k5 · k1

+
[
GI1,4,2k

µ
2 +GI1,4,3k

µ
3 +GI1,4,5k

µ
5
]
ωI(4)∆(5, 1)∆(2, 3)k1 · k2 (8.6)

+
[
GI1,5,2k

µ
2 +GI1,5,3k

µ
3 +GI1,5,4k

µ
4
]
ωI(5)∆(1, 2)∆(3, 4)k2 · k3

}
+ cycl(1, 2, 3, 4, 5)
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8.2.2 Step (ii)

All the remaining terms Fp.k,Fscalar in the target expression (8.2) are written in terms of
the tensor structure Ra;b|c,d,e defined in (8.3). We shall therefore organize the kinematic
factors of (8.6) and the last four lines of (7.91) into Ra;b|c,d,e and tab using

t1 ε1 · k2 = −iR1;2|3,4,5 + 1
2 t12 (8.7)

In the difference (8.6), this leads to the unique decomposition

Fdiff = Fdiff
∣∣
R

+ Fdiff
∣∣
tab

Fdiff
∣∣
R

= Fdiff
∣∣
taεa·kb→−iRa;b|c,d,e

(8.8)

Fdiff
∣∣
tab

= Fdiff
∣∣
taεa·kb→ 1

2 tab

In the final result (7.91) of the RNS computation, the decomposition (8.7) casts the sum of
the second, third and fourth line into the compact form

FR = 8ik1 ·PI(1)
{
R1;2|3,4,5ωI(4)∆(1, 3)∆(2, 5) +R1;3|2,4,5ωI(4)∆(1, 2)∆(3, 5)

+R1;4|2,3,5ωI(3)∆(1, 2)∆(4, 5)
}

+ cycl(1, 2, 3, 4, 5) (8.9)

8.2.3 Step (iii)

As a key benefit of the reorganization (8.8) of (8.6), all the terms tab cancel between Fdiff
and the last line of (7.91) since

Fdiff
∣∣
tab

= 8ωI(1)∆(2, 3)∆(4, 5)k3 · k4

5∑
1≤i<j

tijg
I
i,j + cycl(1, 2, 3, 4, 5) (8.10)

where we have used the following corollary of the identity (7.34) among tij ,

5∑
2≤i<j

tijG
I
1,i,j =

5∑
1≤i<j

tijg
I
i,j (8.11)

On these grounds, the difference between Fp.ε in (8.2) and the complete RNS result (7.91)
entirely boils down to combinations of Ra;b|c,d,e in (8.3),

Fp.ε − F = Fdiff
∣∣
R
− FR (8.12)

with Fdiff
∣∣
R
and FR given by (8.8) and (8.9). In order to finish the proof of equivalence

between the pure-spinor and RNS computations, it therefore remains to show that,

FR − Fdiff
∣∣
R

= Fp.k + Fscalar (8.13)

where also the right-hand side is expressed in terms of Ra;b|c,d,e by virtue of (8.2).
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8.2.4 Step (iv)

It is convenient to first consider the loop-momentum dependent terms in proving (8.13).
For this purpose, we rearrange the cyclic orbit in (8.2) and eliminate R1;5|2,3,4 using the
extension R1;2|3,4,5 + (2↔ 3, 4, 5) = 0 of the four-term identity (7.34) to write,

FR − Fp.k = 8iR1;2|3,4,5k
µ
1

{
PI
µ(1)∆(1, 3)∆(2, 5)ωI(4) + Pµ(4)∆(5, 1)∆(2, 3)

− Pµ(3)∆(4, 5)∆(1, 2) + 1
2Pµ(2)∆(3, 4)∆(5, 1)− 1

2Pµ(5)∆(1, 2)∆(3, 4)
}

+ 8iR1;3|2,4,5k
µ
1

{
PI
µ(1)∆(1, 2)∆(3, 5)ωI(4)− Pµ(3)∆(4, 5)∆(1, 2) (8.14)

+ 1
2Pµ(2)∆(3, 4)∆(5, 1)− 1

2Pµ(5)∆(1, 2)∆(3, 4)
}

+ 8iR1;4|2,3,5k
µ
1

{
PI
µ(1)∆(1, 2)∆(4, 5)ωI(3)− Pµ(3)∆(4, 5)∆(1, 2)

}
+ cycl(1, 2, 3, 4, 5)

After decomposing Pµ(a) = PI
µ(a)ωI(a), reducing the five-forms to their cyclic basis and

exploiting the vanishing of k1 ·PI(1)ωI(1) = ∂z1 lnN5 upon integration, all the loop momenta
drop out. Based on (7.15) and R1;2|3,4,5 + (2↔ 3, 4, 5) = 0, we find

FR − Fp.k = 4i(R1;2|3,4,5 +R1;3|2,4,5)

×
{

∆(3, 4)∆(5, 1)ωI(2)(k1 · k3G
I
1,2,3 + k1 · k4G

I
1,2,4 + k1 · k5G

I
1,2,5)

−∆(1, 2)∆(3, 4)ωI(5)(k1 · k2G
I
1,5,2 + k1 · k3G

I
1,5,3 + k1 · k4G

I
1,5,4)

}
+ 8iR1;2|3,4,5∆(5, 1)∆(2, 3)ωI(4)(k1 · k2G

I
1,4,2 + k1 · k3G

I
1,4,3 + k1 · k5G

I
1,4,5)

+ 8iR1;5|2,3,4∆(4, 5)∆(1, 2)ωI(3)(k1 · k2G
I
1,3,2 + k1 · k4G

I
1,3,4 + k1 · k5G

I
1,3,5)

+ cycl(1, 2, 3, 4, 5) (8.15)

8.2.5 Step (v)

The final step in proving (8.13) is to show that the simplified expression (8.15) is equal to
Fdiff

∣∣
R

+ Fscalar. By (8.2), (8.4) and

Fdiff
∣∣
R

= 8i
{[
GI1,2,3R1;3|2,4,5 +GI1,2,4R1;4|2,3,5 +GI1,2,5R1;5|2,3,4

]
ωI(2)∆(3, 4)∆(5, 1)k4 · k5

+
[
GI1,3,2R1;2|3,4,5 +GI1,3,4R1;4|2,3,5 +GI1,3,5R1;5|2,3,4

]
ωI(3)∆(4, 5)∆(1, 2)k5 · k1

+
[
GI1,4,2R1;2|3,4,5 +GI1,4,3R1;3|2,4,5 +GI1,4,5R1;5|2,3,4

]
ωI(4)∆(5, 1)∆(2, 3)k1 · k2

+
[
GI1,5,2R1;2|3,4,5 +GI1,5,3R1;3|2,4,5 +GI1,5,4R1;4|2,3,5

]
ωI(5)∆(1, 2)∆(3, 4)k2 · k3

}
+ cycl(1, 2, 3, 4, 5) (8.16)

each term under consideration is of the form Ra;b|c,d,eG
I
i,j,k. In order to verify (8.13), the

single-valued functions have to be brought into a six-element basis of GI1,a,b with 2≤a<b≤5
via permutations of GI2,3,4 = GI1,2,3+GI1,3,4+GI1,4,2. Moreover, we need the relation (I.4)
among the gauge invariant combinations Rinv

1;2,3 = ik1 · k2R1;3|2,4,5 − ik1 · k3R1;2|3,4,5. With
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these manipulations of both the worldsheet functions and the kinematic factors, it is a long
but mechanical task to confirm (8.13) which we did with the help of Mathematica. This
concludes our proof of equivalence of the chiral amplitude (7.91) computed from the RNS
formalism and the bosonic components (8.1) of the pure-spinor computation in [29, 33].

8.3 Bootstrapping the odd parity five-point amplitude

The odd parity part of the chiral amplitude was constructed in [29, 33] using a combination
of chiral splitting and pure-spinor methods. No corresponding calculation has been carried
out from first principles in the RNS formulation to date. This is due, in large part, to the
fact that the zero modes of the worldsheet fermion fields complicate the structure of the
super moduli space M2,− of compact genus two super Riemann surfaces with odd spin
structures. In particular, it has been argued that M2,− is not projected [56], a property
which is presumably related to the fact that no simple super period matrix exists in the
odd spin structure case [30]. Now that a well-motivated proposal for the odd parity part
is available from [29, 33], it is urgent to obtain a first principles calculation in the RNS
formalism for the odd spin structure sector and to understand the supermoduli space M2,−
in greater detail than had been available thus far. Such a detailed derivation is relegated to
future work.

In this subsection we shall argue that the genus-two odd parity chiral amplitude may
be partially conjectured from symmetry arguments and the structure of the correlators of
vertex operators for massless NS states in the RNS formulation. The construction hinges on
simple assumptions regarding the role of the odd spin structure supermoduli space M2,−,
the power counting of loop momenta and the types of tensors contracting the one-forms
ωI(zi) in the chiral amplitude. To begin with, the integrated vertex operators are identical
to those given for even spin structure in (2.24) and (2.25). Furthermore, there are two odd
moduli ζα and therefore the gravitino slice χ is linear in ζα while the Beltrami differential
µ̂ may be chosen to be bilinear in ζα.

8.3.1 Zero-mode counting in RNS

For odd spin structures, each chiral worldsheet fermion field ψµ+ has one zero mode, providing
a total of 10 zero modes. In order to saturate the zero modes in the functional integral
over ψµ+, we need at least 10 insertions of the field ψµ+. At most 12 are available from the
5 vertex operators, the insertion of two supercurrents S, and the insertion of one stress
tensor Tψ. The contribution from the fermion bilinears in all 5 vertex operators being
saturated by zero modes cancels since ε10(f1, f2, f3, f4, f5) = 0 by momentum conservation.
A Lorentz-invariant and gauge-invariant contraction of all five field strengths is obtained
by forming the combination ε10(pI , ε1, f2, f3, f4, f5) and its cyclic permutations, which is
non-zero.

The first assumption we shall make regarding the net effect of the integration over
supermoduli space is that all contributions with two or more powers of loop momenta
in the chiral amplitude cancel. This assumption is consistent with the structure of the
corresponding supergravity amplitude [38, 39] and with the results of the construction
of [29, 33].
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8.3.2 Uniqueness of the kinematic factor

Invariance of ε10(pI , ε1, f2, f3, f4, f5) under all permutations of 2, 3, 4, 5 is manifest. To show
invariance under all permutations of 1, 2, 3, 4, 5, it suffices to prove that,

ε10(pI , ε1, f2, f3, f4, f5) = ε10(pI , ε2, f1, f3, f4, f5) (8.17)

since invariance under all other permutations then follows from combining this transposition
with the invariance under all permutations of 2, 3, 4, 5. To prove (8.17), we express f2 in
terms of ε2 and k2,

ε10(pI , ε1, f2, f3, f4, f5) = 2εµ1ν1µ2ν2···µ5ν5
10 (pI)µ1εν1

1 ε
µ2
2 kν2

2 f
µ3ν3
3 fµ4ν4

4 fµ5ν5
5 (8.18)

Using momentum conservation on k2 = −k1 − k3 − k4 − k5 we see that the contributions
from k3, k4, k5 cancel by the Bianchi identities for f3, f4, f5, leaving only the contribution
from −k1, and we obtain,

ε10(pI , ε1, f2, f3, f4, f5) = −2εµ1ν1µ2ν2···µ5ν5
10 (pI)µ1εµ2

2 εν1
1 k

ν2
1 f

µ3ν3
3 fµ4ν4

4 fµ5ν5
5 (8.19)

The identity (8.17) follows upon properly rearranging the indices and expressing the
combination in terms of f1 and ε2.

8.3.3 Uniqueness of the odd parity chiral amplitude

The second assumption we shall make is that the chiral amplitude Fodd is the product
of the universal chiral Koba-Nielsen factor N5 times a linear combination of products of
(1, 0)-forms ωIi(zi) for i = 1, · · · , 5 with constant coefficients, i.e. independent of zi and
ΩIJ . Indeed, contractions with gIa,b or analogous za-dependent objects obtained from higher
derivatives of prime forms are ruled out by our assumption of holomorphicity and homology
shift invariance. So this second assumption really boils down to requiring the tensors
contracting the ωIi(zi) to be independence of ΩIJ .

Using the GL(2,Z) subgroup of Sp(4,Z) under which ωI transforms linearly (see
appendix A), it may be established that the only invariant tensors of the modular weight
−2 of five factors of ωIi(zi) lead to linear combinations of the five-fold holomorphic forms
ωI(i)∆(j, k)∆(`,m). Specifically, this form for Fodd is required by the branching rules for
the tensor product 2⊗5 into a single 2 together with the modular weight −2. As a result of
the assumptions, the only holomorphic form that is invariant under all permutations, linear
in loop momenta, and that has no extra factors of external momenta is given as follows,

ε10(pI , ε1, f2, f3, f4, f5)ωI(1)∆(2, 3)∆(4, 5) (8.20)

plus all possible permutations. But the permutations include the subgroup of cyclic
permutations of (3,4,5) upon which the sum over such permutations vanishes. Hence
no permutation invariant exists without including extra factors of external momentum.
Investigating the possible contractions of the bosonic fields xµ+ in the correlators of vertex
operators, supercurrents, and stress tensor T , it is manifest that at most two additional
factors of external momenta can be produced beyond ε10(pI , ε1, f2, f3, f4, f5). (Additional
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factors of ki · pJ or pJ · pK would violate our earlier assumption on the power counting
of loop momenta.) For example, the bosonic stress tensor can be contracted with two
exponential factors in two different vertex operators, and analogously, the fields ∂xµ+ of the
two supercurrents can each be contracted onto a single exponential.

Thus, we consider combinations of five-forms that involve one power of ki ·kj , and begin
with the term that includes ωI(1). Since the total expression must be invariant under all
permutations, it must in particular be invariant under all permutations of 2,3,4,5 that leave
1 invariant. The corresponding combination is unique and generalizes the chiral four-point
amplitude written in a manner that does not make use of overall momentum conservation
(since this is different for the cases of 4 or 5 external states). Thus, the expression is unique
and given by,

ε10(pI , ε1, f2, f3, f4, f5)ωI(1)
[
(k2 − k3) · (k4 − k5)∆(2, 3)∆(4, 5) (8.21)

+ (k2 − k4) · (k5 − k3)∆(2, 4)∆(5, 3)

+ (k2 − k5) · (k3 − k4)∆(2, 5)∆(3, 4)
]

+ cycl(1, 2, 3, 4, 5)

To simplify it, we may expand each term in the canonical basis of five-forms given by the
cyclic orbit of W I

1 = ωI(1)∆(2, 3)∆(4, 5),

ε10(pI , ε1, f2, f3, f4, f5)
[
(k2 − k3) · (k4 − k5)W I

1 (8.22)

+ (k2 − k4) · (k5 − k3)(−W I
1 +W I

2 +W I
5 )

+ (k2 − k5) · (k3 − k4)(−W I
2 −W I

5 )
]

+ cycl(1, 2, 3, 4, 5)

Rearranging the cyclic permutations so as to expose the contribution proportional to W I
1

and applying momentum conservation, the preceding expression reduces as follows,

− 12ε10(pI , ε1, f2, f3, f4, f5)(k3 · k4)ωI(1)∆(2, 3)∆(4, 5) + cycl(1, 2, 3, 4, 5) (8.23)

which coincides, up to an overall multiplicative factor, with the result (1.11) we have
obtained from the pure-spinor calculation.

9 Conclusions and future directions

In this work, we have computed the contributions from even spin structures to the genus-
two amplitudes for five massless NS-NS states of Type II superstrings and five massless
NS states of Heterotic superstrings from first principles in the RNS formulation. Our
simplified result in (1.3) and (1.9) reproduces the bosonic components of the massless
genus-two five-point amplitudes in pure-spinor superspace [29, 33]. On the one hand, our
results provide the highest order in the number of loops and legs where string amplitude
computations in the RNS and pure-spinor formalism are explicitly shown to agree. On
the other hand, the superspace result of [29] combined the zero-mode structure of the non-
minimal pure-spinor formalism [8] with a bootstrap strategy involving BRST cohomology,
homology shift invariance and locality. Hence, our present work confirms the result of [29] by
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providing a first-principles computation, complementing a variety of earlier checks through
the supergravity limit [29] and S-duality of Type IIB superstrings [33].

Our final expressions for the chiral amplitude (1.3) and (1.9) provide a more compact
and more symmetrical alternative to its numerous superspace representations in [29, 33] and
expose an interesting similarity in structure to its genus-one counterpart. Straightforward
loop integration over the pairing of left and right chiral amplitudes yields Type II and
Heterotic superstring amplitude in terms of convergent integrals over the moduli space of
compact genus-two Riemann surfaces. The moduli-space integrand is itself an integral over
vertex points of combinations of Abelian differentials and the scalar Green function.

Given that the even parity genus-two chiral amplitude for five external NS bosons has
now been calculated in the RNS formulation, it becomes urgent to provide a complete
calculation of the odd parity part as well. While its general kinematic structure was
developed here in subsection 8.3, it still remains to understand how the measure on the
supermoduli space M2,− reduces to the odd parity amplitude on M2, and this will be
studied in future work. Equally urgent is a derivation of the R-sector of the chiral amplitude
in the RNS formulation, presumably using the results on the super period matrix in [57, 58]
and the spin-field correlators in [64, 65].

For genus two amplitudes with more than five external states, perhaps the greatest
challenge to overcome is the summation over spin structures of the various concatenated
products of Szegö kernels. Producing a method that is more systematic and more efficient
than the diverse fauna of methods used here will be of great importance for this goal.
Once the even spin structure sums have been performed, the general construction used
here should generalize to chiral amplitudes with an arbitrary number of external massless
NS states.

A Function theory for arbitrary genus

In this appendix we present a summary of relevant definitions and formulas for holomorphic
and meromorphic differentials on compact Riemann surfaces of genus h ≥ 1, in terms of
Riemann ϑ-functions and related objects (for standard references see for example [3, 66]).

A.1 Compact Riemann surfaces

A Riemann surface is a connected orientable complex manifold of dimension two over R.
The topology of a compact Riemann surface Σ without boundary, the only case needed in
this paper, is completely specified by its genus h which equals the number of handles of Σ.
On a compact Riemann surface Σ of genus h ≥ 1 we choose a basis of homology 1-cycles
AI ,BJ ∈ H1(Σ,Z) for I, J = 1, · · · , h with canonical anti-symmetric intersection pairing J,

J(AI ,AJ) = J(BI ,BJ) = 0
J(AI ,BJ) = −J(BJ ,AI) = δIJ (A.1)

Since Σ is a complex manifold, its cotangent bundle is the direct sum of the holomorphic
canonical bundle and its complex conjugate, whose sections are (1, 0) and (0, 1)-forms,
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respectively. As a result, the first cohomology group H1(Σ,Z) is the direct sum of the
Dolbeault cohomology groups H1(Σ,Z) = H(1,0)(Σ,Z)⊕H(0,1)(Σ,Z) of holomorphic (1, 0)-
forms and their complex conjugates, respectively. We normalize a canonical basis ωI ∈
H(1,0)(Σ,Z) of holomorphic (1, 0)-forms dual to the canonical basis of 1-cycles AI ,BI by,∮

AI

ωJ = δIJ

∮
BI

ωJ = ΩIJ (A.2)

The period matrix Ω is symmetric and its imaginary part Im Ω is positive definite by the
Riemann bilinear relations, and therefore takes values in the Siegel upper half space of rank
h, to be defined in the next subsection. A modular transformation acts by an invertible
linear map M with integer entries on the canonical homology cycles, represented below as
column matrices A and B with entries AI and BI for I = 1, · · · , h respectively,(

B

A

)
→
(
B̃

Ã

)
= M

(
B

A

)
(A.3)

As a map between canonical homology bases, the transformation M preserves the canonical
pairing J, so that the associated transformation matrix M belongs to Sp(2h,Z) and satisfies,

M tJM = J J =
(

0 −Ih
Ih 0

)
M =

(
A B

C D

)
(A.4)

where J is the symplectic pairing matrix, Ih denotes the h× h unit matrix and A,B,C,D
are h× h blocks. Under a modular transformation M the column vector of holomorphic
(1, 0)-forms ω and period matrix Ω transform as follows,

ω → ω̃ = (ΩCt +Dt)−1ω

Ω→ Ω̃ = (AΩ +B)(CΩ +D)−1 (A.5)

The periods of an arbitrary homology cycle in H1(Σ,Z) span a lattice Zh + ΩZh whose
associated torus is the Jacobian variety J(Σ) = Ch/(Zh + ΩZh). The Abel map is a
holomorphic map of an arbitrary number d of copies of Σ into J(Σ). The Abel map of a
divisor of degree d of points z1, · · · , zd ∈ Σ, symbolically denoted by z1+· · ·+zd, is defined by,

z1 + · · ·+ zd →
∫ z1

z0
ωI + · · ·+

∫ zd

z0
ωI (A.6)

where z0 is an arbitrarily chosen base point in Σ. The map is multiple-valued in Ch but
becomes single-valued in J(Σ).

A.2 The Siegel upper half space

The rank h Siegel upper half space Hh may be defined as the space of all h× h symmetric
matrices with complex-valued entries whose imaginary part is a positive definite matrix,

Hh =
{

Ω ∈ Ch×h |Ωt = Ω, Y = Im Ω > 0
}

(A.7)
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More geometrically, Hh is the coset of Sp(2h,R) by its maximal compact subgroup U(h),

Hh = Sp(2h,R)/U(h) (A.8)

The presence of a U(1) factor in the stability group implies that Hh is a Kähler manifold.
The Sp(2h,R)-invariant Kähler metric on Hh is given by,

ds2 =
h∑

I,J,K,L=1
(Y −1)IK(Y −1)JL dΩIJ dΩ̄KL (A.9)

The Siegel upper half space H1 is the upper half complex plane with the Poincaré metric.
The quotient of H1 by the modular group SL(2,Z) is given by SL(2,Z)\H1 and represents
the moduli space of compact Riemann surfaces of genus one.

The period matrix Ω, defined in (A.2) for a compact Riemann surface of arbitrary genus
h ≥ 1, takes values in the Siegel upper half space Hh for an arbitrary Riemann surface. But
the converse is false for h ≥ 4 as may already be seen from the dimension formulas, 1

2h(h+1)
for Hh and 3h− 3 forMh and h ≥ 2 which agree for h = 1, 2, 3 but differ for h ≥ 4.

For h = 2, the case used in this paper, the quotient of H2 by the modular group Sp(4,Z)
is Sp(4,Z)\H2 and represents the moduli spaceM2 of compact Riemann surfaces of genus
two, provided we remove the divisor of diagonal matrices Ω corresponding to the union of
two disconnected tori. Since the metric ds2 is invariant under Sp(4,Z), it pulls back to a
well-defined metric on the quotient Sp(4,Z)\H2 and thus on moduli spaceM2. From this
metric, one obtains the Sp(4,Z)-invariant volume form onM2,

|d3Ω|2
(det Im Ω)3 (A.10)

which arises in the physical amplitudes (1.1) and (1.2) upon integration over loop momenta
pI and forming modular invariant measures for integration over the vertex points.

For h = 3, the dimensions of H3 andM3 coincide, but obtainingM3 from H3 requires
taking the quotient by the involution of hyper-elliptic Riemann surfaces. For genus h ≥ 4,
the dimensions of Hh and Mh differ, and specifying Mh inside Hh requires Schottky
relations.

A.3 The Riemann ϑ-function

The Riemann ϑ-function of rank h, with given characteristics µ, is a holomorphic function
ϑ : Ch ×Hh 7→ C defined by,22

ϑ[µ](ζ|Ω) =
∑
n∈Zh

exp
(
iπ(n+ µ′)Ω(n+ µ′) + 2πi(n+ µ′)(ζ + µ′′)

)
(A.11)

where ζ = (ζ1, · · · , ζh)t ∈ Ch, Ω ∈ Hh, and µ is an array µ = (µ′, µ′′) where µ′, µ′′ ∈ Ch are
thought of as column matrices. For our purposes, µ will be “half-characteristics” specifying

22Throughout, when no confusion is expected to arise, we shall use a notation in which the contraction of
two column vectors, such as n and ζ, is denoted by nζ = ntζ and similarly nΩn = ntΩn.
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spin structures of line bundles on a Riemann surface so that the entries of µ′ and µ′′ take
the values 0 or 1

2 (mod 1). The parity of the ϑ-functions depends on µ and is even or odd
depending on whether the integer 4µ′ · µ′′ is even or odd. The corresponding spin structure
is then also referred to as even or odd.

The standard ϑ-function is defined by ϑ(ζ|Ω) = ϑ[0](ζ|Ω), and is related to ϑ[µ] by

ϑ[µ](ζ|Ω) = ϑ(ζ + µ′′ + Ωµ′|Ω) exp{πiµ′Ωµ′ + 2πiµ′(ζ + µ′′)} (A.12)

We have the following periodicity relation for ϑ[µ](ζ|Ω) where m,n ∈ Zh are column
matrices,

ϑ[µ](ζ +m+ Ωn|Ω) = ϑ[µ](ζ|Ω) exp{−iπnΩn− 2πin(ζ + µ′′) + 2πiµ′m}
ϑ[µ′ + n, µ′′ +m](ζ|Ω) = ϑ[µ](ζ|Ω) exp{2πimµ′} (A.13)

The following formulas for special cases of the above will be useful,

ϑ[µ](ζ − µ|Ω) = ϑ(ζ|Ω) e−iπµ′Ωµ′+2πiµ′ζ

ϑ[µ](ζ + µ|Ω) = ϑ(ζ|Ω) e−iπµ′Ωµ′−2πiµ′ζ+4πiµ′µ′′

ϑ[µ](ζ + 2λ|Ω) = ϑ[µ](ζ|Ω) 〈λ|µ〉 e−4πiλ′(Ωλ′+ζ) (A.14)

where µ and λ are even or odd characteristics. The signature symbol is defined by,

〈λ|µ〉 = exp{4πi(µ′λ′′ − λ′µ′′)} (A.15)

for µ, λ both half-integer characteristics, and we have 〈µ|λ〉 = ±1.

A.3.1 Modular transformations on ϑ-functions and characteristics

A modular transformation M ∈ Sp(2h,Z), parametrized in (A.4), transforms Ω and ζ by,

Ω→ Ω̃ = (AΩ +B)(CΩ +D)−1

ζ → ζ̃ = (ΩCt +Dt)−1ζ (A.16)

The transformation rule for Ω coincides, of course, with the expression given for the period
matrix in (A.5). The spin structure µ = (µ′|µ′′) transforms inhomogeneously as follows,(

µ̃′

µ̃′′

)
=
(
D −C
−B A

)(
µ′

µ′′

)
+ 1

2

(
diag(CDt)
diag(ABt)

)
M =

(
A B

C D

)
(A.17)

where diag(A) is the column matrix whose entries are the diagonal elements AII of the
square matrix A with entries AIJ . Finally, the ϑ-function transforms as follows (see [67],
page 85),

ϑ[µ̃](ζ̃|Ω̃) = ε(µ,M) det (CΩ +D)
1
2ϑ[µ](ζ|Ω)

× exp

πi∑
I,J

ζIζJ
[
(CΩ +D)−1C

]IJ (A.18)

The factor ε(µ,M) is independent of ζ and Ω and satisfies ε(µ,M)8 = 1. Its explicit
expression is complicated and may be found in [67], but will not be needed here.
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A.3.2 The Riemann identities

The Riemann identity for an arbitrary spin structure µ is given as follows,23

∑
λ

〈µ|λ〉
4∏

a=1
ϑ[λ](ζa) = 4

4∏
a=1

ϑ[µ](ζ+
a ) (A.19)

where ζ+
a is given in (A.21). The sum in λ is over all even and odd spin structures λ. The

Riemann identities for an arbitrary spin structure µ, but this time for the sum over even
spin structures δ only, or the sum over odd spin structures ν only, are given by,

∑
δ even

〈µ|δ〉
4∏

a=1
ϑ[δ](ζa) = 2

4∏
a=1

ϑ[µ](ζ+
a ) + 2

4∏
a=1

ϑ[µ](ζ−a )

∑
ν odd
〈µ|ν〉

4∏
a=1

ϑ[ν](ζa) = 2
4∏

a=1
ϑ[µ](ζ+

a )− 2
4∏

a=1
ϑ[µ](ζ−a ) (A.20)

where the relations between ζa and ζ±a are given by,
ζ±1
ζ±2
ζ±3
ζ±4

 = Π


±ζ1
ζ2
ζ3
ζ4

 Π = 1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 (A.21)

Note that we have Πt = Π and Π2 = I.

A.4 The Riemann vanishing Theorem

The definitions and results of subsections A.2 and A.3 were given for arbitrary points
Ω ∈ Hh, not necessarily corresponding to the period matrix of a Riemann surface. In this
subsection, as well as the subsequent subsection of this appendix, we shall specialize to
definitions and results that hold only when Ω is the period matrix of a compact Riemann
surface Σ, so that Ω is given by (A.2) as defined in subsection A.1.

The Riemann vanishing Theorem states that for Ω the period matrix of a compact
Riemann surface Σ, and ζ ∈ J(Σ), the relation ϑ(ζ|Ω) = 0 holds if and only if there exist
h− 1 points p1, · · · , ph−1 ∈ Σ, such that,

ζI =
h−1∑
i=1

∫ pi

z0
ωI −∆I(z0) I = 1, · · · , h (A.22)

where ∆I(z0) ∈ Ch is the Riemann vector with base-point z0 given by,24

∆I(z0) = −1
2 −

1
2ΩII +

∑
J 6=I

∮
AJ

ωJ(z)
∫ z

z0
ωI (A.23)

23When the dependence on Ω is clear from the context, we shall simply write ϑ[λ](ζ) = ϑ[λ](ζ|Ω).
24It should go without saying that the Riemann vector ∆I(z0) is not to be confused with the bi-holomorphic

form ∆ introduced in (3.1).
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All dependence on z0 cancels out of the combination ζI in (A.22). The points pi need not
be distinct. An important application of the Riemann vanishing theorem is to the existence
of the following holomorphic (1, 0)-form, defined for any odd spin structure ν by,

ων(z) =
∑
I

ωI(z)∂Iϑ[ν](0) (A.24)

Its 2(h− 1) zeros are all double zeros at points pi such that ζI = νI in (A.22). Therefore,
ων(z) admits a holomorphic and single-valued square root hν(z) such that ων(z) = hν(z)2.
For each odd spin structure ν, the holomorphic (1

2 , 0)-form hν is unique up to a sign.

A.5 The prime form, the Fay form, and the Szegö kernel

The prime form is defined in [66] by,

E(z, w) = ϑ[ν](z − w)
hν(z)hν(w) (A.25)

where z − w stands for the Abel map of the divisor z − w. The prime form E(z, w) has
weight (−1

2 , 0) and is holomorphic in z and w, independent of the odd spin structure ν, and
multiple-valued on Σ. Closely related to the prime form is Fay’s form σ defined in [66] by,

σ(z) = exp
{
−

h∑
I=1

∮
AI

ωI(y) lnE(z, y)
}

(A.26)

The form σ(z) has weight (h2 , 0), is nowhere vanishing, and multiple-valued on Σ. It satisfies
the following relation for p1, · · · , ph arbitrary points in Σ,

σ(z)
σ(w) = ϑ(p1 + · · ·+ ph − z −∆)E(w, p1) · · ·E(w, ph)

ϑ(p1 + · · ·+ ph − w −∆)E(z, p1) · · ·E(z, ph) (A.27)

The Szegö kernel Sδ(z, w) for even spin structure δ is a meromorphic (1
2 , 0)-form on Σ in

both z and w, with a single simple pole at z = w and is given by the following expression,

Sδ(z, w) =
ϑ[δ]

(
z − w

)
ϑ[δ]

(
0
)
E(z, w)

(A.28)

The definition of the Szegö kernel for an odd spin structure ν is complicated by the existence
of the holomorphic (1

2 , 0)-form, and will not be needed in this paper.
Additional properties of the prime form and Fay form are as follows. On a simply-

connected domain Σ′ obtained by cutting Σ along AI and BI cycles with a common
base-point, we may define a single-valued E(x, y) and a single-valued σ(z). On Σ′ the prime
form vanishes only on the diagonal,

E(z, w) = z − w +O
(
(z − w)3) (A.29)

The monodromy of E(z, w) and σ(z) around AI cycles is trivial, while around BI cycles it
is given as follows,

E(z + BI , w) = E(z, w) exp
{
iπ − iπΩII − 2πi

∫ z

w
ωI

}
σ(z + BI) = σ(z) exp {iπ(h− 1)ΩII + 2πiVI(z)} (A.30)
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where
VI(z) = (h− 1)

∫ z

z0
ωI −∆I(z0) (A.31)

The monodromies of the meromorphic (1, 0)-forms derived from the prime form are,

∂z lnE(z + AI , w) = ∂z lnE(z, w)
∂z lnE(z + BI , w) = ∂z lnE(z, w)− 2πiωI(z)
∂z lnE(z, w + BI) = ∂z lnE(z, w) + 2πiωI(z) (A.32)

The Abelian differential with a double pole ∂z∂w lnE(z, w) is invariant. Under modular
transformations E(z, w) and σ(z) transform as follows,

E(z, w)→ E(z, w) exp

iπ∑
I,J

∫ z

w
ωI
[
(CΩ +D)−1C

]IJ ∫ z

w
ωJ


σ(z)→ σ(z) exp

− iπ

h− 1
∑
I,J

VI(z)
[
(CΩ +D)−1C

]IJ
VJ(z)

 (A.33)

where VI(z) was defined in (A.31). The transformation rule for E(z, w) was given in [66],
while the transformation rule for σ(z) is presented above up to a multiplicative factor which
is independent of z, and clearly cancels out in the ratio σ(z)/σ(w) given in (A.27).

A.6 The Fay trisecant identity

The Fay trisecant identity [66] holds for the period matrix Ω of a Riemann surface Σ, four
points z1, z2, w1, w2 on Σ, and arbitrary real characteristics µ = [µ′, µ′′] with µ′, µ′′ ∈ Rh/Zh,

ϑ[µ](z1 + z2 − w1 − w2)ϑ[µ](0)E(z1, z2)E(w1, w2)
= ϑ[µ](z1 − w1)ϑ[µ](z2 − w2)E(z2, w1)E(z1, w2)
− ϑ[µ](z2 − w1)ϑ[µ](z1 − w2)E(z1, w1)E(z2, w2) (A.34)

The identity is automatically satisfied for every odd half characteristic µ (or spin structure)
for which the left side vanishes identically, and the terms on the right side are manifestly
equal upon using the expression for the prime form (A.25) by choosing ν = µ in (A.25).

For an arbitrary even spin structure µ = δ the Fay identity (A.34) may be expressed in
terms of Szegö kernels, prime forms, and a single ratio of ϑ-functions,

Sδ(z1,w2)Sδ(z2,w1)−(w1↔w2) = ϑ[δ](z1+z2−w1−w2)E(z1,z2)E(w1,w2)
ϑ[δ](0)E(z1,w1)E(z1,w2)E(z2,w1)E(z2,w2) (A.35)

Taking the limit of coincident points w2 → z2, we find an important special case,

Sδ(z1, z2)Sδ(z2, z3) = Sδ(z1, z3)∂z2 ln E(z2, z3)
E(z2, z1) −

∑
I

ωI(z2) ∂
Iϑ[δ](z1 − z3)

ϑ[δ](0)E(z1, z3) (A.36)

Taking yet another limit gives the further special case,

Sδ(z, w)2 = ∂z∂w lnE(z, w) +
∑
I,J

ωI(z)ωJ(w)∂
I∂Jϑ[δ](0)
ϑ[δ](0) (A.37)

The Fay identities will play a crucial role in this paper by simplifying the spin structure
dependence of products of Szegö kernels.
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A.7 The scalar Green functions

The Riemann bilinear relations show that ΩIJ = ΩJI , as well as the positivity of the
integral, ∫

Σ
d2z ωI(z)ωJ(z) = 2YIJ YIJ = Im ΩIJ (A.38)

where we recall that the measure and Dirac delta-function are normalized as in footnote 5,∫
d2z δ(z, w)f(z) = f(w) d2z = i dz ∧ dz̄ (A.39)

This allows us to define the canonical volume form κ(z) on Σ as the pull-back under the
Abel map of the canonical Kähler form on the Jacobian J(Σ), and we have,

κ(z) = 1
2h
∑
I,J

ωI(z)(Y −1)IJ ωJ(z)
∫

Σ
d2z κ(z) = 1 (A.40)

The string scalar Green function Gs(z, w) is symmetric in z, w and obeys the following
differential equation,

∂z̄∂zGs(z, w) = −2πδ(z, w) + 2π hκ(z) (A.41)

The solution of the differential equation (A.41) is given as follows,

Gs(z, w) = − ln |E(z, w)|2 + 2π
∑
I,J

(Y −1)IJ
(

Im
∫ z

w
ωI

)(
Im

∫ z

w
ωJ

)
(A.42)

Note that the integral of the right side of (A.41) equals 2(h− 1)π, and therefore defines a
single-valued function on Σ× Σ only for h = 1. For h ≥ 2, the function Gs is well-defined
only on a cut surface Σ′ and transforms inhomogeneously under conformal transformations
in z, w. However, the mixed derivative,

∂z̄∂wGs(z, w) = 2πδ(z, w)− π
∑
I,J

ωI(z) (Y −1)IJ ωJ(w) (A.43)

obeys an equation whose right side integrates to zero against an arbitrary holomorphic
(1, 0)-form in z and an arbitrary anti-holomorphic (0, 1)-form in w.

The Arakelov Green function is defined to satisfy the differential equation

∂z̄∂zG(z, w) = −2πδ(z, w) + 2π κ(z) (A.44)

along with the condition
∫

Σ d
2z κ(z)G(z, w) = 0. The right side of (A.44) properly integrates

to zero against constant functions for all h. An explicit formula for the Arakelov Green
function may be constructed as follows from the string Green function Gs,

G(z, w) = Gs(z, w)− γs(z)− γs(w) + γ0 (A.45)

where,
γs(z) =

∫
Σ′
d2w κ(w)Gs(z, w) γ0 =

∫
Σ′
d2z κ(z)γs(z) (A.46)

The Arakelov Green function G is single-valued on Σ × Σ, independent of the how the
surface is being cut into Σ′, and conformal invariant.
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B Function theory for genus two

The function theory of a genus-two Riemann surface exhibits special relations many of
which are used in the calculation of the genus-two string amplitudes. Some of these relations
are more easily established in terms of modular geometry as will be shown in subsection B.1
while others more naturally make use of the hyper-elliptic nature of genus-two Riemann
surfaces, as will be shown in subsection B.2 of this appendix.

B.1 Multi-holomorphic 1-forms

A number of multi-holomorphic (1, 0)-forms are special to genus two and will be discussed
here. The ubiquitous bi-holomorphic (1, 0)-form was introduced in [15] and is given by,

∆(z, w) = ω1(z)ω2(w)− ω2(z)ω1(w) (B.1)

It is a holomorphic (1, 0)-form in both z and w, anti-symmetric in z, w (viewed as the
coefficient of the coordinate (1, 0)⊗ (1, 0)-form dz dw), and satisfying the following relations
on tri- and quadri-holomorphic forms,

ωI(z1)∆(z2, z3) + ωI(z2)∆(z3, z1) + ωI(z3)∆(z1, z2) = 0
∆(z1, z2)∆(z3, z4) + ∆(z1, z3)∆(z4, z2) + ∆(z1, z4)∆(z2, z3) = 0 (B.2)

Further ubiquitous combinations of significance for the five-point function are the vector-
valued (1, 0)-forms in five points ωI(zi)∆(zj , zk)∆(z`, zm), for which a cyclic basis may be
chosen of the form,

ωI(z1)∆(z2, z3)∆(z4, z5) and 4 cyclic permutations in 1, 2, 3, 4, 5 (B.3)

To show that all forms ωI(zi)∆(zj , zk)∆(z`, zm) may be decomposed in this cyclic basis, we
use a cyclic permutation to set i = 1, producing the three forms ωI(z1)∆(z2, z3)∆(z4, z5),
ωI(z1)∆(z2, z5)∆(z3, z4), and ωI(z1)∆(z2, z4)∆(z5, z3). The first form is already of the
desired form; the third form is related to the first two by the second identity in (B.2); and
the second form may be reduced to a linear combination in the cyclic basis by implementing
the first identity of (B.2) on the product ωI(z1)∆(z2, z5).

B.2 The hyper-elliptic formulation

Every compact genus-two Riemann surface Σ is hyper-elliptic: it possesses a holomorphic
involution I and may be represented as a double cover of the sphere Ĉ ramified over 6
branch points u1, · · · , u6 ∈ C. The surface Σ may be parametrized by z = (x, s) where,

s2 =
6∏
i=1

(x− ui) (B.4)

The involution I acts by I(x, s) = (x,−s) where s = s(x) is given by the above relation.
The action of the modular group reduces to the group S6 of permutations of the branch
points. The SL(2,C) conformal automorphism of Ĉ allows one to fix three of the six branch
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points at arbitrary points leaving the remaining three branch points to parametrize the
complex moduli of a genus-two surface.

A basis for holomorphic (1, 0)-forms in the hyper-elliptic formulation is given by,

dx

s(x)
x dx

s(x) (B.5)

The normalized holomorphic (1, 0)-forms ωI may be expressed in the hyper-elliptic basis
with the help of a matrix σIJ as follows,

ωI(z) =
∑
J

σIJ
xJ−1dx

s(x) δIK =
∑
J

σIJ

∮
AK

xJ−1dx

s(x) (B.6)

where the coefficients σIJ depend on moduli but not on z. The bi-holomorphic form ∆ may
be expressed in terms of the hyper-elliptic basis for zi = (xi, s(xi)),

∆(z1, z2) = (detσ) (x1 − x2) dx1 dx2
s(x1) s(x2) (B.7)

Therefore, as a function of z1 = (x1, s(x1)), the two zeros of the holomorphic (1, 0)-form
∆(z1, z2) are at z2 = (x2, s(x2)) and its image under involution Iz2 = (x2,−s(x2)).

B.3 The chiral bosonic partition function

There exists a one-to-one correspondence between the six odd spin structures νi and the
branch points ui for i = 1, · · · , 6 given by a relation on the Abel map,

(νi)I =
∫ ui

z0
ωI −∆I(z0) (B.8)

where ∆I(z0) is the Riemann vector of (A.23), considered here for h = 2. For each branch
point ui with i = 1, · · · , 6 there exists a holomorphic (1, 0)-form ωνi with a unique double
zero at that branch point ui given by (A.24) and a holomorphic (1

2 , 0)-form hνi(z) with a
unique simple zero at ui which enters the construction (A.25) of the prime form.

For genus two, the nowhere vanishing form σ(z) of (A.26) is a (1, 0)-form with non-trivial
monodromy. The relation (A.27) may be expressed as the fact that the combination,

ϑ(u+ v − z −∆)
E(z, u)E(z, v)σ(z) (B.9)

is independent of z. Taking the limit z → v, we obtain an interesting equivalent formula,

ϑ(u+ v − z −∆)
E(z, u)E(z, v)σ(z) = ωI(v)∂Iϑ(u−∆)

E(u, v)σ(v) (B.10)

Recalling the expression for the chiral bosonic partition function Z from [15],

Z3 = ϑ(u+ v − z −∆)E(u, v)σ(u)σ(v)
E(z, u)E(z, v)σ(z)∆(u, v) (B.11)
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and combining the two formulas, we obtain the following simple relation,

∆(u, v) = Z−3 σ(u)ωI(v)∂Iϑ(u−∆) (B.12)

This formula proves that the right side is single-valued and odd under swapping u, v. Under
a modular transformation M ∈ Sp(4,Z), the bi-holomorphic form ∆ transforms by,

∆̃(u, v) = det (CΩ +D)−1∆(u, v) (B.13)

see (A.4) for the decomposition of M into 2× 2 matrices A,B,C,D and (A.5) for its action
on ωI . The modular transformation of Z is given as follows,

Z(Ω̃) = ε0 det (CΩ +D)
1
2 Z(Ω) (B.14)

where ε24
0 = 1, and ε30 = ε(0,M) occurs in the transformation law of the ϑ-function of (A.18).

B.4 Meromorphic (1, 0)-forms and the b, c system

An Abelian differential of the third kind is a meromorphic (1, 0)-form with two simple poles
of residues ±1 at the points z1 and z2, respectively. This condition does not define the
differential uniquely, as one may add a linear combination of the two holomorphic Abelian
differentials. To specify the differential uniquely, we fix two of its zeros to be at points pi
with i = 1, 2. The resulting differential G(z; z1, z2; p1, p2) satisfies,

∂z̄G(z; z1, z2; p1, p2) = 2πδ(z, z1)− 2πδ(z, z2)
G(pi; z1, z2; p1, p2) = 0 i = 1, 2 (B.15)

Here, G is a (1, 0)-form in z and a (0, 0)-form in z1, z2, p1, p2. It may be interpreted as
a Green function for the Cauchy-Riemann operator acting on (1, 0)-forms and may be
represented explicitly in terms of ϑ-functions and the prime form by,

G(z;z1,z2;p1,p2) = ϑ(z−z1−z2+p1+p2−∆)ϑ(−z+p1+p2−∆)E(z1,z2)
ϑ(−z1+p1+p2−∆)ϑ(−z2+p1+p2−∆)E(z,z1)E(z,z2) (B.16)

An alternative solution to the differential equation in (B.15) is given by,

τ1,2(z) = ∂z lnE(z, z1)− ∂z lnE(z, z2) (B.17)

The form τ1,2 is a single-valued (1, 0)-form in z and a multiple-valued (0, 0)-form in z1, z2.
Under a modular transformation τ1,2(z) behaves as follows,

τ̃1,2(z) = τ1,2(z) + 2πi
∑
I,J

ωI(z)
[
(CΩ +D)−1C

]IJ ∫ z2

z1
ωJ (B.18)

In terms of τ , the Green function G is obtained by requiring zeros at p1, p2, and is given by,

G(z; z1, z2; p1, p2) = τ1,2(z) + ∆(p2, z)
∆(p1, p2) τ1,2(p1) + ∆(z, p1)

∆(p1, p2) τ1,2(p2) (B.19)

Both (B.16) and (B.19) show that G(z; z1, z2; p1, p2) is invariant under p1 ↔ p2 and changes
sign under z1 ↔ z2. The monodromy in z1, z2 of the three individual terms given by (A.32)
cancels in the sum in view of the first relation of (B.2). Similarly, the shifts in τ1,2 produced
by modular transformations in each individual term in (B.19) cancel in the sum, and we
find that G is modular invariant.
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B.4.1 The b, c system for weights (1, 0) and (0, 0)

A useful unification of various formulas for holomorphic and meromorphic forms is provided
by the conformal field theory correlators of anti-commuting fields b and c of weights (1, 0)
and (0, 0), respectively.25 We shall normalize the OPE of the fields by,

b(z) c(w) ∼ 1
z − w

(B.20)

For genus two all non-vanishing correlators have one more b than c operators and we define,

Gn(z1, · · · , zn+1;w1, · · · , wn) = 〈b(z1) · · · b(zn+1)c(w1) · · · c(wn)〉 (B.21)

The form Gn is odd under swapping zi and zj with i 6= j and under swapping wa and wb
with a 6= b. Therefore, viewed as a function of zi, it has simple zeros at all points zj with
j 6= i, and viewed as a function of wa it has simple zeros at all points wb with b 6= a. Finally,
viewed as a function of zi the form Gn has simple poles at all points wa, governed by the
OPE and, for n ≥ 2, given by,

Gn(z1, · · · , wn) ∼ (−)n+a−i

zi − wa
Gn−1(z1, · · · , ẑi, · · · , zn+1;w1, · · · , ŵa, · · · , wn) (B.22)

where the wide hat on zi instructs the omission of the point zi, and similarly for wa.
Quantum field theory allows us to evaluate Gn by the rules of Wick contraction. However,
an equivalent but more useful evaluation is closely related to chiral bosonization,

Gn(z1, · · · , wn) = ϑ (∑i zi −
∑
awa −∆)∏i σ(zi)

Z3∏
i,aE(zi, wa)

∏
a σ(wa)

∏
i<j

E(zi, zj)
∏
a<b

E(wa, wb) (B.23)

where i, j = 1, · · · , n+ 1 and a, b = 1, · · · , n. The standard overall normalization factor pro-
duced by chiral bosonization is Z−1 instead of Z−3. The latter has been chosen here instead
to simplify subsequent formulas as well as the behavior of Gn under modular transformations.
With the factor of Z−3 the correlator transforms under modular transformations by,

G̃n(z1, · · · , wn) = det (CΩ +D)−1Gn(z1, · · · , wn) (B.24)

Note the absence in this transformation law of the 24-th root of unity factor ε0 in (B.14),
which is present in the transformation law for ϑ and also appears for the transformation
law of Gn if we had used the standard normalization obtained from replacing Z−3 by Z−1.
For n = 1, one may use (B.11) to obtain the explicit form

G1(z1, z2;w) = ϑ(z1 + z2 − w −∆)E(z1, z2)σ(z1)σ(z2)
Z3E(w, z1)E(w, z2)σ(w) = ∆(z1, z2) (B.25)

which manifests the transformation law (B.24). For n = 2 the correlator G2 is proportional
to the Green function G of (B.16),

G2(z, p1, p2;w1, w2) = ∆(p1, p2)G(z;w1, w2; p1, p2) (B.26)
25We note that the b, c system discussed in this appendix differs from the b, c ghost system associated

with diffeomorphism invariance, whose weights are (2, 0) and (−1, 0), respectively.
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and the relation (B.19) now takes on a more symmetrical form in terms of G2,

G2(z, p1, p2; z1, z2) = ∆(p1, p2)τ1,2(z) + ∆(z, p1)τ1,2(p2) + ∆(p2, z)τ1,2(p1) (B.27)

where τ1,2 was defined in (B.17). The three terms on the right side are obtained from
one another by cyclic permutations of z, p1, p2 thereby exhibiting the full permutation
antisymmetry of G2 between these points. Moreover, the monodromies of the individual
terms as z1,2 → z1,2 + BI again cancel in view of the first identity in (B.2). The explicit
formula (B.27) may alternatively be obtained from Wick contractions of the b, c correlator.

B.5 Compendium of formulas for genus two and unitary gauge

In this subsection we collect formulas for holomorphic and meromorphic forms on an
arbitrary genus-two Riemann surface in which the pair of points q1, q2 enters. Recall that
the points q1, q2 are the zeros of a holomorphic (1, 0)-form $(z), and are therefore related
to one another by the divisor relation,

q1 + q2 − 2∆ = 2κ (B.28)

where κ = (κ′, κ′′) is an arbitrary half-integer characteristic given by κ = Ωκ′ + κ′′ and ∆
denotes the Riemann vector (A.23). We have the following relations for α = 1, 2,

$(z) = cα∆(qα, z) (B.29)

or equivalently,
$(z) = (−)α−1 e2πiκ′(qα−∆)∑

I

ωI(z)∂Iϑ(qα −∆) (B.30)

and
cασ(qα) = (−)α−1Z3 e2πiκ′(qα−∆) (B.31)

The objects c1, c2 are holomorphic (−1, 0)-forms with non-trivial monodromy in q1 and q2,
respectively, and satisfy the following relations (see (2.19) for Z0),

c1 ωI(q1)− c2 ωI(q2) = 0
c2

1 ∂$(q1) + c2
2 ∂$(q2) = 0

Z0 c1c2 ∂$(q1) ∂$(q2) = 1 (B.32)

as well as the identity,

$(x)$(y)
(
c1τx,y(q1)− c2τx,y(q2)

)
= −c2

1∂$(q1)∆(x, y) (B.33)

The value of ∆′(z) at the zeros q1, q2 of the holomorphic (1, 0)-form $(z) is given by,

cα∆′(qα) = −∂$(qα) (B.34)

In particular, the meromorphic form evaluated at this point gives,

∆(z1, z2) ∆′(qα)
∆(z2, qα)∆(qα, z1) = cα∂$(qα)∆(z1, z2)

$(z1)$(z2) (B.35)
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Further useful formulas are as follows,

ϑ(q1 −∆ + z − w)ϑ(−q1 + ∆ + z − w) = −$(z)$(w)E(z, w)2e−4πiκ′(q1−∆) (B.36)

and
$(x)
$(y) = E(x, q1)E(x, q2)σ(x)2

E(y, q1)E(y, q2)σ(y)2 e
−4πiκ′(x−y) (B.37)

and
$(z1)G(z5; z1, z2;w, q2) = −$(z5)G(z1; z5, w; z2, q1) (B.38)

The latter formula is proven by expressing both sides in terms of (B.16) and then using the
following relation between ϑ-functions,

ϑ(z5 + w + q2 − z1 − z2 −∆)
ϑ(z1 + z2 + q1 − z5 − w −∆) = exp

{
4πiκ′(κ+ z1 + z2 − z5 − w − q2 −∆)

}
(B.39)

C Reducing products of Szegö kernels

In this appendix, we shall reduce certain products of concatenated genus-two Szegö kernels
for even spin structures to a small set of standard forms. The goal is to obtain a simplified
dependence on the spin structure, so that the sum over all even spin structures is facilitated.

To do so we use the hyper-elliptic representation of the Szegö kernel, which is obtained
as follows. Each one of the 10 even spin structures δ uniquely corresponds to a partition
(A|B) = (B|A) of the 6 branch points ui into two disjoint sets A,B of 3 branch points each,

A ∪B = {1, · · · , 6} A ∩B = ∅ #A = #B = 3 (C.1)

To a partition (A|B), we associate the degree 3 polynomials sA(x)2 and sB(x)2 defined by,

sA(x)2 =
∏
i∈A

(x− ui) sB(x)2 =
∏
i∈B

(x− ui) (C.2)

such that the product is sA(x)sB(x) = s(x) given in (B.4). The Szegö kernel for an even
spin structure δ specified by the partition (A|B) of the points zi = (xi, s(xi)) is given by,

Sδ(zi, zj) = 1
2
sA(xi)sB(xj) + sA(xj)sB(xi)

xij

(
dxi dxj

s(xi) s(xj)

) 1
2

(C.3)

where we use the standard notation xij = xi−xj . We note that no holomorphic (1
2 , 0)-forms

exist, for an arbitrary even spin structure, and throughout the genus-two moduli space.

C.1 Product of two Szegö kernels

The square of the Szegö kernel is an Abelian differential of second kind, namely with one
double pole. It may be expressed as follows,

Sδ(zi, zj)2 = S2
ij

dxidxj
4x2

ij

S2
ij = 2 + sA(xi)2sB(xj)2 + sA(xj)2sB(xi)2

s(xi) s(xj)
(C.4)

The numerator of the ratio in S2
ij is a polynomial of degree three in xi and in xj , which

depends on the spin structure through the partition (A|B), while all other ingredients in
the formula are independent of the partition (A|B).
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C.2 Product of three Szegö kernels

The product of three concatenated Szegö kernels forming a closed loop may be similarly
decomposed in powers of S2

ij by using only polynomial algebra,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1) = dx1dx2dx3
8x12 x23 x31

(
S2

12 + S2
23 + S2

31 − 4
)

(C.5)

Recasting S2
ij in terms of Sδ(zi, zj), we find the following reduction formula,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1) = − dx1dx2dx3
2x12 x23 x31

+
(
x12 dx3
2x23 x31

Sδ(z1, z2)2 + cycl(1, 2, 3)
)
(C.6)

The reduced product of three Szegö kernels to a sum of squares will be fundamental in our
ability to perform various sums over spin structures.

C.3 Product of four Szegö kernels

There are two distinct products of four Szegö kernels forming closed loops. The first is the
product of two one-loop contributions, of the form Sδ(z1, z2)2Sδ(z3, z4)2 and permutations
thereof. Its simplified expression is obtained by taking the product of two copies of (C.4).

The product of four concatenated Szegö kernels forming a single closed loop may be
similarly decomposed in powers of S2

ij by using polynomial algebra,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)

= dx1 dx2 dx3 dx4
32x12 x23 x34 x41

(
− 16 + 4S2

13 + 4S2
24 + S2

12S
2
34 + S2

23S
2
41 − S2

13S
2
24

)
(C.7)

In terms of the original Szegö kernel, this expression becomes,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)

= − dx1 dx2 dx3 dx4
2x12 x23 x34 x41

+ x2
13 dx2 dx4

2x12 x23 x34 x41
Sδ(z1, z3)2 + x2

24 dx1 dx3
2x12 x23 x34 x41

Sδ(z2, z4)2

+ x12x34
2x23 x41

Sδ(z1, z2)2Sδ(z3, z4)2 + x23x41
2x12 x34

Sδ(z2, z3)2Sδ(z4, z1)2

− x2
13x

2
24

2x12 x23 x34 x41
Sδ(z1, z3)2Sδ(z2, z4)2 (C.8)

The relative sign factors of the last three terms depend on whether the pairs of points that
occur as the argument of the Szegö kernels are adjacent or not.

C.4 Product of five Szegö kernels

There are two distinct products of five Szegö kernels forming closed loops. The first one
involves two loops and reduces with the help of (C.6) as follows,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1)Sδ(z4, z5)2 (C.9)

= − dx1dx2dx3
2x12 x23 x31

Sδ(z4, z5)2 +
(
x12 dx3
2x23 x31

Sδ(z1, z2)2Sδ(z4, z5)2 + cycl(1, 2, 3)
)
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The second involves a single loop and reduces as follows,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z5)Sδ(z5, z1) (C.10)

= dx1 dx2 dx3 dx4 dx5
64x12 x23 x34 x45 x51

[
− 16 +

∑
1≤i<j≤5

±4S2
ij

+ S2
12S

2
34 + S2

23S
2
45 + S2

34S
2
51 + S2

45S
2
12 + S2

51S
2
23

+ S2
12S

2
35 + S2

23S
2
41 + S2

34S
2
52 + S2

45S
2
13 + S2

51S
2
24

− S2
13S

2
24 − S2

24S
2
35 − S2

35S
2
41 − S2

41S
2
52 − S2

52S
2
13

]
The signs in the sum over 10 pairs (i, j) on the first line on the right side correspond
to whether i, j are nearest neighbors (minus sign) or not (plus sign). The last 15 terms
correspond to all possible inequivalent partitions of the five points into two pairs of points
each along with a single remaining point. Their sign corresponds to whether the points in
the two pairs are interlaced (minus sign) or not (plus sign).

Expressing the result in terms of the original Szegö kernels we obtain,

Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z5)Sδ(z5, z1)

= − dx1 dx2 dx3 dx4 dx5
20x12 x23 x34 x45 x51

− x2
12dx3dx4 dx5
4x12 · · ·x51

Sδ(z1, z2)2 + x2
13dx2dx4dx5
4x12 · · ·x51

Sδ(z1, z3)2

+ x2
23x

2
45dx1

4x12 · · ·x51
Sδ(z2, z3)2Sδ(z4, z5)2 + x2

25x
2
34dx1

4x12 · · ·x51
Sδ(z2, z5)2Sδ(z3, z4)2

− x2
24x

2
35dx1

4x12 · · ·x51
Sδ(z2, z4)2Sδ(z3, z5)2 + cycl(1, 2, 3, 4, 5) (C.11)

where the instruction to add cyclic permutations applies to the entire expression on the
right side of the equality. Note that the relative signs of the last three terms prior to the
instruction of cyclic symmetrization again relate to whether pairs of points are interlaced
(minus sign) or not interlaced (plus sign).

C.5 Alternative expressions for the ubiquitous meromorphic form

In each one of the above reductions, the coefficients of the squares of the Szegö kernels
and their products are expressed in terms of differential (1, 0)-forms in the hyper-elliptic
formulation. For example, the coefficient in the second term of (C.6),

x12 dx3
x23x31

= −dx3
x23
− dx3
x31

(C.12)

is a meromorphic (1, 0)-form in z3 (where zi = (xi, s(xi))) and a scalar in z1 and z2, with
four poles in z3, namely simple poles at z1, z2 and at their images under involution Iz1, Iz2,
with residues ±1. Its six zeros are simple zeros at the six branch points ui. It may be
expressed in terms of standard differentials with the help of the form ∆(x, y), and the
following holomorphic (3, 0)-form derived from it,

∆′(z) = ∂w∆(w, z)
∣∣∣
w=z

(C.13)
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Its expression in the hyper-elliptic formulation with z = (x, s(x)) is derived from (B.7),

∆′(z) = (detσ) dx
3

s(x)2 (C.14)

which makes it clear that this holomorphic (3, 0)-form has simple zeros at the six branch
points. Again using (B.7) it is now straightforward to see that we have,

x12 dx3
x23 x31

= ∆(z1, z2) ∆′(z3)
∆(z2, z3)∆(z3, z1) (C.15)

This result allows us to express all the reduced forms of the concatenated products of Szegö
kernels in two different ways: either in terms of the hyper-elliptic formulation as was done
in the first subsection of this appendix, or in terms of the canonical differentials ωI through
the bi-holomorphic form ∆, as we have done in this subsection.

D Summary of spin structure sums up to four points

In this appendix, we summarize the spin structure sums for up to four vertex points derived
in [15]. In the next appendix we shall derive the additional spin structure sums that are
needed for the five-point string amplitude with external NS states and even spin structures.
Throughout, the points zi will refer to vertex points, while q1, q2 will refer to the zeros of a
holomorphic differential $(w). The chiral partition function Z[δ] was calculated in [15],

Z[δ] = Z0E(q1, q2) e4πiκ′Ωκ′ 〈κ|δ〉ϑ[δ](0)4 (D.1)

Z0 = Z12

π12 Ψ10E(q1, q2)2σ(q1)2σ(q2)2

where the chiral scalar partition function Z can be found in (B.11) and [12], q1+q2−2∆ = 2κ
and Ψ10 is the Igusa cusp form (2.10).

D.1 Vanishing spin structure sums

The following spin structure sums over even spin structures δ vanish.

I1 =
∑
δ

Z[δ] Sδ(q1, q2)

I2 =
∑
δ

Z[δ] Sδ(q1, q2)Sδ(z1, z2)2

I3 =
∑
δ

Z[δ] Sδ(q1, q2)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1)

I4 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, q2)

I5 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, q2)Sδ(z2, z3)2

I6 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, q2)
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I7 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, q2)

I8 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, q2)

I9 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, q2)Sδ(z3, z4)2

I10 =
∑
δ

Z[δ] Sδ(q1, z1)Sδ(z1, q2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z2) (D.2)

D.2 More spin structure sums involving Sδ(q1, q2)

The following spin structure sums involve a product of Sδ(q1, q2) times loops of Szegö
kernels. They may be evaluated with the use of the Riemann relations (A.20),

I11(z1, z2; z3, z4) =
∑
δ

Z[δ]Sδ(q1, q2)Sδ(z1, z2)2Sδ(z3, z4)2

I12(z1, z2, z3, z4) =
∑
δ

Z[δ]Sδ(q1, q2)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1) (D.3)

and are given by,

I11(z1, z2; z3, z4) = −2Z0$(z1)$(z2)$(z3)$(z4)
I12(z1, z2, z3, z4) = −2Z0$(z1)$(z2)$(z3)$(z4) (D.4)

The holomorphic (1, 0)-form $(z) is proportional to both ∆(q1, z) and ∆(q2, z). It was
introduced in [15] and is given explicitly in (3.2), (3.4) as well as in the compendium of
formulas in (B.29).

The following spin structure sums involve the insertion ϕ[δ](w; zi, zj) of a fermion stress
tensor defined by (3.36),

I13(w; z1, z2) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1)

I14(w; z1, z2, z3) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z1)

I15(w; z1, z2, z3, z4) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)

I16(w; z1, z2; z3, z4) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1)Sδ(z3, z4)2 (D.5)

and produce the following simple results,

I13(w; z1, z2) = 4Z0$(z1)$(z2)$(w)2

I14(w; z1, z2, z3) = 2Z0$(z1)$(z2)$(w)2G(z3; z1, z2; q1, w) + (q1 ↔ q2) (D.6)
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as well as the following more involved expressions,

I15(w; z1, z2, z3, z4) = Z0$(z1)$(z2)$(w)2{G(z3; z1, z2; q1, w)G(z4; z1, z2; q2, w)
+G(z3; z4, z1; q1, w)G(z4; z3, z2; q1, w)
−G(z3; z4, z2; q1, w)G(z4; z3, z1; q1, w)
+ (q1 ↔ q2)

}
I16(w; z1, z2; z3, z4) = −Z0$(z1)$(z2)$(w)2{G(z3; z1, z2; q1, w)G(z4; z1, z2; q2, w)

+G(z3; z4, z1; q1, w)G(z4; z3, z2; q1, w)
+G(z3; z4, z2; q1, w)G(z4; z3, z1; q1, w)
+ (q1 ↔ q2)

}
(D.7)

see (B.16) or (B.19) for the Green function G(z; z1, z2; p1, p2).

D.3 Spin structure sums involving Ξ6[δ]

The following sums involve Ξ6[δ] given by (2.11) and vanish identically,

I17 =
∑
δ

Ξ6[δ]ϑ[δ](0)4

I18(z1, z2) =
∑
δ

Ξ6[δ]ϑ[δ](0)4Sδ(z1, z2)2

I19(z1, z2, z3) =
∑
δ

Ξ6[δ]ϑ[δ](0)4Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1) (D.8)

Finally, the following sums involve Ξ6[δ],

I20(z1, z2; z3, z4) =
∑
δ

Ξ6[δ]ϑ[δ](0)4Sδ(z1, z2)2Sδ(z3, z4)2

I21(z1, z2, z3, z4) =
∑
δ

Ξ6[δ]ϑ[δ](0)4Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1) (D.9)

and were also evaluated in [15],

I20(z1, z2; z3, z4) = −4π4Ψ10
(
∆(z1, z3)∆(z2, z4) + ∆(z1, z4)∆(z2, z3)

)
I21(z1, z2, z3, z4) = 2π4Ψ10

(
∆(z1, z2)∆(z3, z4)−∆(z1, z4)∆(z2, z3)

)
(D.10)

We note the identity I20(z1, z3; z2, z4) = −2I21(z1, z2, z3, z4).

E Evaluation of spin structure sums with five points

In this appendix we present the calculations and simplifications of the spin structure sums in-
volving various combinations of Szegö kernels anchored at five vertex points, complementing
the discussion in section 3.
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E.1 Simplification of J1 and J2

The starting point for the simplification of J1 and J2 is the formula obtained in (3.7) in the
hyper-elliptic formulation. To convert the expression for J1 into prime forms, we begin by
matching its poles by −2π4Ψ10 j

n
1 where jn1 is given by,

jn1 =
[
∂3 lnE(3, 2)− ∂3 lnE(3, 1)

](
∆(1, 4)∆(2, 5) + ∆(1, 5)∆(2, 4)

)
+ cycl(1, 2, 3) (E.1)

While −2π4Ψ10 j
n
1 matches the poles and residues of J1, has vanishing monodromy under

AI cycles in all points, and is single-valued in z4, z5, it has non-trivial monodromy in the
points z1, z2, z3, whereas J1 is single-valued. The monodromy transformation of jn1 under
z1 → z1 + BI is given by,

jn1 → jn1 − 2πi
(
ωI(4)∆(1, 5) + ωI(5)∆(1, 4)

)
∆(2, 3) (E.2)

The monodromy in z1, as well as in the points z2, z3, may be readily cancelled by the
addition to jn1 of the following holomorphic combination,

jf1 = +∂1 lnE(1, 4)∆(2, 3)∆(4, 5) + ∂4 lnE(4, 1)∆(2, 3)∆(1, 5)
+ ∂1 lnE(1, 5)∆(2, 3)∆(5, 4) + ∂5 lnE(5, 1)∆(2, 3)∆(1, 4) + cycl(1, 2, 3) (E.3)

The monodromy of jf1 in z4, z5 vanishes, and its monodromy in z1, z2, z3 cancels the
monodromy of jn1 . Thus, the combination −2π4Ψ10(jn1 + jf1 ) is single-valued in all its
variables and has exactly the same poles and residues as J1, so that its difference with J1
must be single-valued and holomorphic in all variables. Its general form must be,∑

I,J,K,L,M

T I,J,K,L,M ωI(1)ωJ(2)ωK(3)ωL(4)ωM (5) (E.4)

for some modular invariant tensor T . The subgroup of Sp(4,Z) which leaves the splitting
into A and B-cycles invariant is GL(2,Z), and contain the element −I under which ωI is
odd. But there can be no odd-rank invariant tensor T , so this tensor must vanish and we
have J1 = −2π4Ψ10(jn1 + jf1 ). The result may be simplified in terms of the functions gIi,j
introduced in (3.10), and regrouped in terms of the single-valued combinations GI of (3.13).
An analogous calculation gives also the simplified form of J2 and we recover the final results
for J1 and J2 given in (3.14).

E.2 Simplification of J3 and J4

The procedure used to simplify the expressions for J3 and J4 in (3.17) is analogous to the
one used to simplify J1 and J2, so we shall be brief here. We match the poles and residues
of (3.17) with an expression −Z0j

n
3 in terms of derivatives of the prime form,

jn3 =
(
∂1 lnE(1, 3)− ∂1 lnE(1, 2)

) ∏
i=2,3,4,5

$(i) + cycl(1, 2, 3) (E.5)

This object is single-valued in z4, z5 but has non-trivial monodromy in z1, z2, z3. Specifically,
under z1 → z1 + BI , we have,

jn3 → jn3 + 2πi
(
ωI(2)$(3)− ωI(3)$(2)

) ∏
i=1,4,5

$(i) (E.6)
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To match its monodromy by a holomorphic form, we use the relation between $ and ∆,

$(z) = c1∆(q1, z) = c2∆(q2, z)
cα = (−)α−1Z3σ(qα)−1e2πiκ′(qα−∆) (E.7)

This allows us to recast the monodromy using (B.2) as follows for either value of α,

ωI(2)$(3)− ωI(3)$(2) = cα ωI(qα)∆(2, 3) (E.8)

The monodromy of jn3 may be compensated by adding to jn3 the following holomorphic
combination whose monodromy is opposite to that of jn3 , i.e. J3 = −Z0(jn3 + jf3 ) with,

jf3 = −cα ∂qα lnE(qα, 1)$(1)∆(2, 3)$(4)$(5) + cycl(1, 2, 3) (E.9)

Using the relation (B.2) for the points z2, z3, qα, and reconverting ∆(qα, zi) to $(zi), we find,

jf3 =
∑
I

ωI(1)(gIqα,2 + gI3,qα)
5∏
i=2

$(i) + cycl(1, 2, 3) (E.10)

Proceeding analogously for J4 and assembling all contributions in terms of the functions
gIa,b, we recover the expressions for J3 and J4 in (3.19).

E.3 Calculation of J6, J7, J8 and J9

The functions J6, J7, J8, J9 are defined in (3.21) in terms of spin structure sums over a
product of six Szegö kernels. The Riemann identities (A.20) evaluate spin structure sums
with four ϑ-functions. To evaluate the spin structure sums in J6, J7, J8, J9 using the Riemann
identities, we need to reduce the number of δ-dependent ϑ-functions in the summand with
the help of the Fay identities (A.35), (A.36) and (A.37). Moreover, we will frequently
make use of the results on spin structure sums I1, . . . , I21 with four or fewer vertex points
reviewed in appendix D.

E.3.1 Calculation of J6

To compute J6 we shall use the Fay identity (A.37). Upon substituting this identity for
the squares of both Szegö kernels in the spin structure sum for J6, we see that all the
contributions from the first term on the right side of the identity (A.37) cancel in view of
I4 = I5 = 0. Making the δ-dependence of Z[δ] explicit, we have,

J6(z1; z2, z3; z4, z5) = Z0E(q1, q2) e4πiκ′Ωκ′

E(q1, z1)E(z1, q2)
∑

I,J,K,L

ωI(z2)ωJ(z3)ωK(z4)ωL(z5) JIJ ;KL
6

(E.11)
where the modular tensor J6 is given by,

JIJ ;KL
6 =

∑
δ

〈κ|δ〉ϑ[δ](q1 − z1)ϑ[δ](z1 − q2) ∂I∂Jϑ[δ](0) ∂K∂Lϑ[δ](0) (E.12)
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To carry out the sum, we use the Riemann relations of (A.20) for a sum over even spin
structures δ. We begin by evaluating,

J6 =
∑
δ

〈κ|δ〉ϑ[δ](q1 − z1)ϑ[δ](z1 − q2)ϑ[δ](2ζ3)ϑ[δ](2ζ4) (E.13)

in terms of which JI,J ;K,L
6 is given by,

JI,J ;K,L
6 = 1

16
∂4 J6

∂ζ3I ∂ζ3J ∂ζ4K ∂ζ4L

∣∣∣∣∣
ζ3=ζ4=0

(E.14)

We evaluate J6 using the Riemann identities (A.20) with the following values of ζ±a ,

ζ+
1 = q + ζ3 + ζ4 ζ−1 = z + ζ3 + ζ4

ζ+
2 = q− ζ3 − ζ4 ζ−2 = z− ζ3 − ζ4

ζ+
3 = −z + ζ3 − ζ4 ζ−3 = −q + ζ3 − ζ4

ζ+
4 = −z− ζ3 + ζ4 ζ−4 = −q− ζ3 + ζ4 (E.15)

with
q = q1 −∆− κ z = z1 −∆− κ (E.16)

When ζ3 = ζ4 = 0, each factor ϑ[κ](ζ±a ) vanishes by the Riemann vanishing Theorem of
appendix A.4, so that in computing the 4-fold derivative at ζ3 = ζ4 = 0, we need to apply
precisely one derivative to each factor. Doing so we find,

JI,J ;K,L
6 = ∂Iϑ[κ](z)∂Jϑ[κ](z)∂Kϑ[κ](q)∂Lϑ[κ](q)

+ ∂Iϑ[κ](q)∂Jϑ[κ](q) ∂Kϑ[κ](z)∂Lϑ[κ](z)
−
[
∂Iϑ[κ](q)∂Jϑ[κ](z) + ∂Iϑ[κ](z)∂Jϑ[κ](q)

]
×
[
∂Kϑ[κ](q)∂Lϑ[κ](z) + ∂Kϑ[κ](z)∂Lϑ[κ](q)

]
(E.17)

Contracting with the holomorphic differentials, we use,

$(z) =
∑
I

ωI(z)∂Iϑ[κ](q) eiπκ′Ωκ′ =
∑
I

ωI(z)∂Iϑ(q1 −∆) e2πiκ′(q1−∆) (E.18)

The remaining combination,

∑
I,J

ωI(zi)∂Iϑ[κ](z)ωJ(zj)∂Jϑ[κ](z)E(q1, q2) e2iπκ′Ωκ′

E(q1, z1)E(z1, q2) (E.19)

is a (1, 0)-form in z1, zi, zj which is holomorphic and symmetric in zi, zj , and is a scalar and
odd under swapping q1 and q2. As a function of z1, it vanishes at zi, zj and has simple poles
at q1, q2 with opposite residues ±$(zi)$(zj). These properties are uniquely matched by,

E(q1, q2) e2iπκ′Ωκ′

E(q1, z1)E(z1, q2)
∑
I,J

ωI(zi)∂Iϑ[κ](z)ωJ(zj)∂Jϑ[κ](z)

= −G(z1; q1, q2; zi, zj)$(zi)$(zj) (E.20)
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where G is the Green function defined in (B.16). The simple poles of G in zi and zj
are cancelled by the factors $(zi)$(zj) so that the expression is holomorphic in zi, zj as
required. In terms of these functions, we have,

J6(z1; z2, z3; z4, z5) = Z0 ρ1
(
−G(z1; q1, q2; z2, z3)−G(z1; q1, q2; z4, z5) (E.21)
+G(z1; q1, q2; z2, z4) +G(z1; q1, q2; z3, z4)
+G(z1; q1, q2; z2, z5) +G(z1; q1, q2; z3, z5)

)
where ρi was defined in (3.18). The result of (E.21) will be simplified in subsection E.3.5.

E.3.2 Calculation of J7

To calculate J7 we evaluate the following auxiliary quantity in two different ways,

Ĵ7 =
∑
δ

Z[δ]Sδ(q1, z1)Sδ(z1, q2)
(
Sδ(z2, z3)Sδ(z4, z5)− Sδ(z2, z5)Sδ(z4, z3)

)2
(E.22)

On the one hand, by expanding the square and identifying with the functions Ji we find,

Ĵ7 = J6(z1; z2, z3; z4, z5) + J6(z1; z2, z5; z3, z4)− 2J7(z1; z2, z3, z4, z5) (E.23)

On the other hand, evaluating the combination in parentheses using the Fay identity (A.35),
and factoring out the remaining spin structure independent factors, we have,

Ĵ7 = Z0 e
4πiκ′Ωκ′E(q1, q2)E(z2, z4)2E(z3, z5)2 J7

E(q1, z1)E(z1, q2)E(z2, z3)2E(z2, z5)2E(z4, z3)2E(z4, z5)2 (E.24)

where
J7 =

∑
δ

〈κ|δ〉ϑ[δ](q1 − z1)ϑ[δ](z1 − q2)ϑ[δ](z2 + z4 − z3 − z5)2 (E.25)

This sum may be evaluated using Riemann identities (A.20) with,

ζ+
1 = q1 −∆− κ+ z2 + z4 − z3 − z5 ζ−1 = z1 −∆− κ+ z2 + z4 − z3 − z5

ζ+
2 = q1 −∆− κ− z2 − z4 + z3 + z5 ζ−2 = z1 −∆− κ− z2 − z4 + z3 + z5

ζ+
3 = ∆ + κ− z1 ζ−3 = q2 −∆− κ
ζ+

4 = ∆ + κ− z1 ζ−4 = q2 −∆− κ (E.26)

Since we have ϑ[κ](ζ±3 ) = ϑ[κ](ζ±4 ) = 0, we readily have J7 = Ĵ7 = 0. Using this result in
conjunction with (E.23) we obtain a formula for J7 in terms of J6,

J7(z1; z2, z3, z4, z5) = 1
2J6(z1; z2, z3; z4, z5) + 1

2J6(z1; z2, z5; z3, z4) (E.27)

Using the expression (E.21) for J6, we notice some simplifications,

J7(z1; z2, z3, z4, z5) = Z0 ρ1
(
G(z1; q1, q2; z2, z4) +G(z1; q1, q2; z3, z5)

)
(E.28)

The result of (E.28) will be simplified in subsection E.3.5.
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E.3.3 Calculation of J8

To compute J8 we evaluate the following auxiliary combination in two different ways,

Ĵ8 =
∑
δ

Z[δ]
(
Sδ(z4, z5)2 − ∂z4∂z5 lnE(z4, z5)

)(
Sδ(q1, z1)Sδ(z1, z2)− τq1,z2(z1)Sδ(q1, z2)

)
×
(
Sδ(z2, z3)Sδ(z3, q2)− τz2,q2(z3)Sδ(z2, q2)

)
(E.29)

On the one hand, by expanding the summand term by term and expressing the sums in
terms of I and J-functions, we see that the contribution proportional to ∂z4∂z5 lnE(z4, z5)
cancels using I7 = 0, and the contributions proportional to τ cancel in view of I9 = 0. The
remaining contribution is exactly J8 so that Ĵ8 = J8. On the other hand, using the Fay
identity (A.37) for the first factor and (A.36) for the second and third factors, we arrive at
the following expression,

J8(z1, z2, z3; z4, z5) = Z0e
4πiκ′Ωκ′E(q1, q2)

E(q1, z2)E(z2, q2)
∑

I,J,K,L

ωK(z1)ωL(z3)ωI(z4)ωJ(z5) JI,J ;K,L
8

(E.30)
where

JI,J ;K,L
8 =

∑
δ

〈κ|δ〉ϑ[δ](0) ∂I∂Jϑ[δ](0) ∂Kϑ[δ](q1 − z2) ∂Lϑ[δ](z2 − q2) (E.31)

To calculate the spin structure sum, we first compute the auxiliary quantity,

J8 =
∑
δ

〈κ|δ〉ϑ[δ](0)ϑ[δ](2ξ2)ϑ[δ](q1 − z2 + 2ξ3)ϑ[δ](z2 − q2 + 2ξ4) (E.32)

so that,

JI,J ;K,L
8 = 1

16
∂4J8

∂ξ2I ∂ξ2J ∂ξ3K ∂ξ4L

∣∣∣∣∣
ξ2=ξ3=ξ4=0

(E.33)

Evaluating the spin structure sum using the Riemann relations (A.20) with,

ζ±1 = q1 −∆− κ+ ξ2 + ξ3 + ξ4

ζ±2 = q2 −∆− κ+ ξ2 − ξ3 − ξ4

ζ±3 = ∆ + κ− z2 − ξ2 + ξ3 − ξ4

ζ±4 = z2 −∆− κ− ξ2 − ξ3 + ξ4 (E.34)

we note that ϑ[κ](ζ±a ) = 0 for each a = 1, 2, 3, 4 when ξ2 = ξ3 = ξ4 = 0 by the Riemann
vanishing Theorem of appendix A.4. Hence, when taking the four derivatives, it must be
that exactly one derivative ends up on each factor. It will be convenient to convert ϑ[κ] to
ϑ-functions without characteristics. Carrying out the derivatives in ξ2, ξ3, ξ4 and setting
these variables to zero we find,

JI,J ;K,L
8 =

(
∂Iϑ(q1 −∆)∂Jϑ(q1 −∆)∂Kϑ(z2 −∆)∂Lϑ(z2 −∆) (E.35)

− ∂Kϑ(q1 −∆)∂Lϑ(q1 −∆)∂Iϑ(z2 −∆)∂Jϑ(z2 −∆)
)
e−4πiκ′(Ωκ′−q1−z2+2∆)
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We now use the formulas (B.29) and (E.20), observe that all exponential dependence on κ
cancels as expected, and we find,

J8(z1, z2, z3; z4, z5) = Z0 ρ2
(
G(z2; q1, q2; z4, z5)−G(z2; q1, q2; z1, z3)

)
(E.36)

The poles of the Green functions in z1, z3, z4, z5 at q1 and q2 are cancelled by the prefactor
ρ2 which vanishes there, while the poles in z2 at q1, q2 are cancelled in the subtraction of
the two Green functions, so that J8 is indeed holomorphic in all zi as expected. The result
of (E.36) will be simplified in subsection E.3.5.

E.3.4 Calculation of J9

We relate J9 to J6 and J8 by evaluating the following auxiliary quantity in two different
ways,

Ĵ9 =
∑
δ

Z[δ]
(
Sδ(q1, z1)Sδ(z2, z3)− Sδ(q1, z3)Sδ(z2, z1)

)
Sδ(z1, z2)

×
(
Sδ(z3, z4)Sδ(z5, q2)− Sδ(z3, q2)Sδ(z5, z4)

)
Sδ(z4, z5) (E.37)

On the one hand, by expanding both parentheses and identifying the result with the
J-functions, we have,

Ĵ9 = J9(z1, z2, z3, z4, z5) + J6(z3; z1, z2; z4, z5)
+ J8(z1, z2, z3; z4, z5) + J8(z3, z4, z5; z1, z2) (E.38)

On the other hand, by using the Fay identity (A.35) for each parenthesis, and factoring out
the sum over spin structures, we obtain,

Ĵ9 = Z0 e
4πiκΩκ′ E(q1, q2)E(q1, z2)E(z1, z3)E(z3, z5)E(z4, q2) J9

E(q1, z1)E(q1, z3)E(z2, z3)E(z3, z4)E(z3, q2)E(z5, q2)E(z1, z2)2E(z4, z5)2 (E.39)

where,

J9 =
∑
δ

〈κ|δ〉ϑ[δ](z1 − z2)ϑ[δ](z4 − z5)ϑ[δ](q1 + z2 − z1 − z3)ϑ[δ](z3 + z5 − z4 − q2) (E.40)

We calculate this spin structure sum using the Riemann identities (A.20) with,

ζ+
1 = q1 −∆− κ ζ−1 = q1 −∆− κ− z1 + z2

ζ+
2 = z1 + z4 − z2 − z5 − q1 + ∆ + κ ζ−2 = z4 − z5 − q1 + ∆ + κ

ζ+
3 = ∆ + κ− z3 ζ−3 = z2 − z1 − z3 + ∆ + κ

ζ+
4 = z1 + z3 + z5 − z2 − z4 −∆− κ ζ−4 = z3 + z5 − z4 −∆− κ (E.41)

The Riemann vanishing Theorem reviewed in appendix A.4 implies that ϑ[κ](ζ+
a ) = 0 for

a = 1, 3 which causes the product involving ζ+ to vanish. Converting ϑ[κ] to ϑ-functions
without characteristics, the product becomes,

4∏
a=1

ϑ[κ](ζ−a ) = e4πiκ′(z3−∆)ϑ(q1 + z2 − z1 −∆)ϑ(q2 + z4 − z5 −∆)

× ϑ(z3 + z1 − z2 −∆)ϑ(z3 + z5 − z4 −∆) (E.42)
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We use (B.10) to express the ϑ-functions as follows,

ϑ(qα + zj − zi −∆) = (−)α$(zj)
E(zi, qα)E(zi, zj)σ(zi)

E(zj , qα)σ(zj)
e−2πiκ′(qα−∆)

ϑ(zj + zk − zi −∆) =
∑
I

ωI(zk)∂Iϑ(zj −∆)E(zi, zj)E(zi, zk)σ(zi)
E(zj , zk)σ(zk)

(E.43)

and taking the product of all four ϑ-functions we use the variant of (E.20)

∑
I,J

ωI(z1)∂Iϑ(z3 −∆)ωJ(z5)∂Jϑ(z3 −∆) E(q1, q2)
E(q1, z3)E(z3, q2)

= −G(z3; q1, q2; z1, z5)$(z1)$(z5)e4πiκ′(∆−z3) (E.44)

to obtain,
Ĵ9 = 2Z0 ρ3G(z3; q1, q2; z1, z5) (E.45)

Combining this result with (E.38) and using the expressions (E.21) and (E.36) for J6 and
J8, we find,

J9(z1, z2, z3, z4, z5) = Z0 ρ3
(
G(z3; q1, q2; z1, z2) +G(z3; q1, q2; z4, z5)
+G(z3; q1, q2; z1, z5)−G(z3; q1, q2; z1, z4)
−G(z3; q1, q2; z2, z5)−G(z3; q1, q2; z2, z4)

)
+ Z0ρ2

(
G(z2; q1, q2; z1, z3)−G(z2; q1, q2; z4, z5)

)
+ Z0ρ4

(
G(z4; q1, q2; z3, z5)−G(z4; q1, q2; z1, z2)

)
(E.46)

The poles in z1, z2, z4, z5 at q1, q2 are cancelled by the prefactor ρ3, while the poles in z3 at
q1, q2 cancel in the sum of the six Green functions, so that J9 is holomorphic in z1, · · · , z5
as expected. The result of (E.46) will be simplified in subsection E.3.5.

E.3.5 Simplifications of J6, J7, J8, J9

The expressions obtained in (E.21), (E.28), (E.36) and (E.46) may be simplified further by
using the following relation

$(z)$(x)$(y)G(z; q1, q2;x, y) = c2
1∂$(q1)∆(z, x)∆(z, y) (E.47)

To prove this formula, we compare the properties of both sides which are single-valued in
x, y, z. The left side is a holomorphic (2, 0)-form in z since the poles in z at q1, q2 are cancelled
by $(z), and a holomorphic (1, 0)-form in x and y, since their poles at q1, q2 are cancelled by
$(x)$(y). Furthermore, the left-hand side is symmetric in x, y and vanishes at z = x and
z = y. Therefore it must be proportional to ∆(z, x)∆(z, y). The factor of proportionality
must be independent of x, y, z and may be determined by taking the limit z → q1.

Applying (E.47) to J7 readily gives its expression in (3.23). In the remaining cases,
namely J6 − J7 and J8, J9, the factor of the inverse of $ cancels out using the relations
of (B.2), in agreement with the fact that those spin structure sums are holomorphic in all
the variables. Their resulting simplified expressions are given in (3.23).
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E.3.6 Consistency checks for J6 to J9

We note some simple checks between the defining formulas for the spin structure sums
J6 to J9 in (3.21) and the expressions obtained in (3.23). From their definitions in (3.21)
one observes that J6 and J7 take the same value as we let either z2 → z4, or z3 → z5, in
agreement with the first formula of (3.23). As we let z1 → z4 (or similarly when z2 → z5),
it is seen from the definition in (3.21) that J9 tends to J5, which vanishes and this is borne
out in the last formula of (3.23). Finally, as we set z3 = q1 or q2 in the definition of J9
in (3.21) we obtain J5, in agreement with the last formula of (3.23).

The residue of J7 as z1 → q1 is related to I12 by inspection of the spin structure sums,

J7(1; 2, 3, 4, 5) ≈ − 1
z1 − q1

I12(2, 3, 4, 5) = 2Z0ρ1
z1 − q1

(E.48)

The rightmost expression is produced by evaluating the pole in J7 starting from (3.23) as
well as by using (D.4) for I12. Further checks relate J8 and J6 by letting z3 → z1, and J9
to J7 by letting z5 → z1 in the expressions for these functions given in (3.23),

J8(1, 2, 1; 4, 5) = −J6(1; 2, 1; 4, 5) = Z0c
2
1∂$(q1)

[
$(1)∆(1, 5)∆(2, 4)−$(5)∆(1, 2)∆(1, 4)

]
J9(1, 2, 3, 4, 1) = J7(1, 2, 3, 4, 1) = Z0c

2
1∂$(q1)∆(1, 2)∆(1, 4)$(3) (E.49)

Finally, one relates J3 to J8 and J4 to J9 by letting z1 → q2,

J3(q2, 2, 3; 4, 5) = J8(q2, 2, 3; 4, 5) = −Z0c2∂$(q2)∆(2, 3)$(4)$(5)
J4(q2, 2, 3, 4, 5) = J9(q2, 2, 3, 4, 5) = Z0c2∂$(q2)∆(2, 5)$(3)$(4) (E.50)

Both equalities on the left follow from the definitions of J3, J4 in (3.16) and the definitions
of J8, J9 in (3.21) in terms of spin structure sums. Both equalities on the right are obtained
from their general expressions in (3.23) by setting z1 = q2. To evaluate J3(q2, 2, 3; 4, 5) and
J4(q2, 2, 3, 4, 5) it is convenient to use the expressions of (3.17). The contributions from the
cyclic permutations vanish automatically, since ρi(q2) = 0 for i = 2, 3, 4, 5, so that only the
terms proportional to ρ1 remains. To evaluate those, we use (C.15) and (B.34) and obtain
the right side of both relations in (E.50).

E.4 Calculation of J11 and J12

To evaluate the spin structure sums in J11 and J12 we perform two further reductions of
the number of Szegö kernels in the summand on which the Riemann identities (A.20) can
be used. To do so, we introduce the following combinations,

Rδ(z1, z2;w1, w2) = Sδ(z1, w1)Sδ(z2, w2)− Sδ(z1, w2)Sδ(z2, w1) (E.51)

which satisfy the following symmetry properties,

Rδ(z2, z1;w1, w2) = −Rδ(z1, z2;w1, w2)
Rδ(z1, z2;w2, w1) = −Rδ(z1, z2;w1, w2)
Rδ(w1, w2; z1, z2) = Rδ(z1, z2;w1, w2) (E.52)
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On the one hand, by the Fay identity (A.35), it is given in terms of the following ratio of
ϑ-functions and prime forms,

Rδ(z1, z2;w1, w2) = − ϑ[δ](z1 + z2 − w1 − w2)E(z1, z2)E(w1, w2)
ϑ[δ](0)E(z1, w1)E(z1, w2)E(z2, w1)E(z2, w2) (E.53)

On the other hand, listing the three possible combinations involving four points,

Rδ(z1, z2; z3, z4) = Sδ(z1, z3)Sδ(z2, z4)− Sδ(z1, z4)Sδ(z2, z3)
Rδ(z1, z3; z4, z2) = Sδ(z1, z4)Sδ(z3, z2)− Sδ(z1, z2)Sδ(z3, z4)
Rδ(z1, z4; z2, z3) = Sδ(z1, z2)Sδ(z4, z3)− Sδ(z1, z3)Sδ(z4, z2) (E.54)

shows that the product of two Szegö kernels may be simply expressed in terms of Rδ,

Sδ(z1,z2)Sδ(z3,z4) = 1
2Rδ(z1,z2;z3,z4)− 1

2Rδ(z1,z3;z4,z2)− 1
2Rδ(z1,z4;z2,z3) (E.55)

We shall now introduce the following spin structure sums involving the combinations Rδ,

L1(w; 1, 2; 3, 4, 5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Rδ(1, 3; 4, 5)Rδ(2, 3; 4, 5)

L2(w; 1, 2; 3, 4, 5) =
∑
δ

Z[δ]Sδ(q1, q2)ϕ[δ](w; 1, 2)Rδ(1, 3; 4, 5)Rδ(2, 4; 5, 3) (E.56)

Applying the decomposition (E.55) of products of two Szegö kernels into the products
Sδ(2,3)Sδ(4,5) and Sδ(1,3)Sδ(4,5) in the summand of J11, and to the products Sδ(2,3)Sδ(4,5)
and Sδ(3,4)Sδ(5,1) in the summand of J12, one verifies that the functions J11 and J12 are
given by the simple linear combinations of these building blocks in (3.40). It remains to
evaluate L1 and L2 which is done in the subsequent two subsections.

E.4.1 Evaluating L1

Substituting the expressions (3.36) and (E.53) for ϕ[δ] and Rδ, respectively, into L1, we
obtain,

L1 = − Z0E(1, 2)E(1, 3)E(2, 3)E(4, 5)2 L1
E(1, w)2E(2, w)2E(1, 4)E(1, 5)E(2, 4)E(2, 5)E(3, 4)2E(3, 5)2 (E.57)

where L1 is given by,

L1 = e4πiκ′Ωκ′∑
δ

〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z1 + z2 − 2w)

× ϑ[δ](z1 + z3 − z4 − z5)ϑ[δ](z2 + z3 − z4 − z5) (E.58)

To apply the Riemann relations (A.20), we use,

ζ±1 = ±(q1 −∆− κ) + z1 + z2 + z3 − z4 − z5 − w
ζ±2 = ±(q1 −∆− κ) + z4 + z5 − z3 − w
ζ±3 = ±(q1 −∆− κ) + w − z2

ζ±4 = ±(q1 −∆− κ) + w − z1 (E.59)
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Since −(q1 −∆− κ) = q2 −∆− κ, the Riemann relations give,

L1 = 2 e4πiκ′Ωκ′
4∏

a=1
ϑ[κ](ζ+

a ) + (q1 ↔ q2) (E.60)

Using the relation,
ϑ[κ](ζ − κ) = e−iπκ

′Ωκ′+2πiκ′ζϑ(ζ) (E.61)

we find after various simplifications,

L1 = 2 e8πiκ′(q1−∆)ϑ(q1 −∆ + z1 + z2 + z3 − z4 − z5 − w)
× ϑ(q1 −∆ + z4 + z5 − z3 − w)ϑ(q1 −∆ + w − z2)
× ϑ(q1 −∆ + w − z1) + (q1 ↔ q2) (E.62)

Expressing the ϑ-functions in terms first of the Green functions G3 and G2 discussed in
appendix B.4, we recover the result for L1 in (3.43). More specifically, intermediate steps
are based on (B.23), (3.4) and (E.43).

E.4.2 Evaluating L2

Substituting the expressions (3.36) and (E.53) for ϕ[δ] and Rδ, respectively, into K2, we
obtain,

L2(w; 1, 2; 3, 4, 5) = − Z0E(1, 2)E(1, 3)E(2, 4)L2
E(1, w)2E(2, w)2E(1, 4)E(1, 5)E(2, 3)E(2, 5)E(3, 4)2 (E.63)

where L2 is given by,

L2 = e4πiκ′Ωκ′∑
δ

〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z1 + z2 − 2w)

× ϑ[δ](z1 + z3 − z4 − z5)ϑ[δ](z2 + z4 − z3 − z5) (E.64)

To apply the Riemann relations (A.20), we use,

ζ±1 = ±(q1 −∆− κ) + z1 + z2 − z5 − w
ζ±2 = ±(q1 −∆− κ) + z5 − w
ζ±3 = ±(q1 −∆− κ) + w + z3 − z2 − z4

ζ±4 = ±(q1 −∆− κ) + w + z4 − z1 − z3 (E.65)

Since −(q1 −∆− κ) = q2 −∆− κ, the Riemann relations give,

L2 = 2 e4πiκ′Ωκ′
4∏

a=1
ϑ[κ](ζ+

a ) + (q1 ↔ q2) (E.66)

Using the relation (E.61) we find,

L2 = 2 e8πiκ′(q1−∆) ϑ(q1 −∆ + z5 − w)ϑ(q1 −∆ + z1 + z2 − z5 − w)
× ϑ(q1 −∆ + z3 + w − z2 − z4)ϑ(q1 −∆ + z4 + w − z1 − z3) + (q1 ↔ q2) (E.67)

Expressing this combination in terms of the scalar Green function G in (B.16) we recover
the expression for L2 given in (3.43) using intermediate steps based on (B.36) and (B.38).
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E.4.3 Consistency checks for L1 and L2

By comparing the defining relations for L1 and L2 in (E.56) with the evaluations given
in (3.43) in various limits we obtain consistency checks on our results, especially regarding
the overall signs. We shall use the facts that ϕ[δ](w; z1, z2) tends to zero as z2 → z1;
Rδ(z1, z2;w1, w2) tends to zero as z2 → z1 and as w2 → w1; and that Rδ(z1, z2;w1, w2) has
a simple pole as wi → zj for i, j = 1, 2, whose residue is given by,

Rδ(z1, z2;w1, w2) ≈ 1
w1 − z2

Sδ(z1, w2) (E.68)

and permutations thereof.
From these observations and its definition in (E.56), it is clear that L1 → 0 as z1 → z2;

as z1 → z3; as z2 → z3; and as z4 → z5, and these results are indeed borne out by the
corresponding limits of the explicit solutions given in (3.43). Furthermore, L1 has a double
pole as z4 → z3, whose residue may be read off from inserting the limit of both factors
Rδ into the definition of L1 in (E.56), using the fact that the resulting sum is given by
−I14(w; 1, 2; 5), and then using the evaluation of I14 given in (D.5),

L1(w; 1, 2; 3, 4, 5)
∣∣∣
(E.56)

≈ −2Z0$(1)$(2)
(z3 − z4)2 $(w)2G(5; 1, 2; q1, w) + (q1 ↔ q2) (E.69)

On the other hand, the evaluation of the same limit from (3.43) gives,

L1(w; 1, 2; 3, 4, 5)
∣∣∣
(3.43)

≈ 2Z0$(5)$(2)
(z3 − z4)2 $(w)2G(1; 5, w; 2, q1) + (q1 ↔ q2) (E.70)

The overall sign of L1 may be checked by comparing the residues of these formulas at the
pole in z1 − z5, which are both given by 4Z0$(1)$(2)$(w)2 and thus agree. Actually, the
entire residues agree in view of formula (B.38).

Similarly, it is clear from its definition in (E.56) that L2 → 0 as z1 → z2; as z1 → z3; and
as z2 → z4, all of which are borne out by the corresponding limits of (3.43). Furthermore,
L2 has a double pole in z3 − z4, and we have,

L2(w; 1, 2; 3, 4, 5)
∣∣∣
(E.56)

≈ −2Z0$(1)$(2)
(z3 − z4)2 $(w)2G(5; 1, 2; q1, w) + (q1 ↔ q2) (E.71)

On the other hand, the evaluation of the same limit from (3.43) gives,

L2(w; 1, 2; 3, 4, 5)
∣∣∣
(3.43)

≈ −2Z0$(1)$(2)
(z3 − z4)2 $(w)2G(5; 1, 2; q2, w) + (q1 ↔ q2) (E.72)

These expressions manifestly agree with one another.

F Λ(qα)-dependence of pairing J10, J11, J12 against µ

In this appendix, we shall derive the pairing integrals of the spin structure sums J10, J11, J12
in (3.33) against the Beltrami differential µ and denote the resulting integrals by Ja for
a = 10, 11, 12, given in (4.29). The results will be expressed in terms of the function Λ
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introduced in (4.5) and its derivative. Two different types of contributions arise, namely those
which depend on Λ(zi) and ∂Λ(zi) and those which involve only Λ(qα). The contributions
involving Λ(zi) and ∂Λ(zi) were already shown to cancel against similar contributions from
the stress tensor of the bosonic fields in section 4.4 and do not need to be retained here.
Instead, we will only evaluate the contributions involving Λ(qα) as will be reflected by
superscripts (q) in the notation. Throughout, we shall make heavy use of the formulas given
in the compendium (B.32) and (B.33), and originally established in [15].

F.1 Integral of J10 against the Beltrami differential

Using (3.39), the fact that the integral of I13 against µ vanishes, and retaining only the
dependence on Λ(qα), we readily have,

J (q)
10 (1, 2; 3, 4, 5) = − x12 dx3

2x23x31
I(q)

16 (4, 5; 1, 2) + cycl(1, 2, 3) (F.1)

The expression for I(q)
16 is obtained from formulas (8.8), (8.12) and (8.14) of [15],

I(q)
16 (4, 5; 1, 2) = ζ1ζ2

8π2

(
∆(1, 4)∆(2, 5) + ∆(1, 5)∆(2, 4)

)
(F.2)

Hence we have,

J (q)
10 (1,2;3,4,5) =− ζ

1ζ2

16π2
x12 dx3
x23x31

(
∆(1,4)∆(2,5)+∆(1,5)∆(2,4)

)
+cycl(1,2,3) (F.3)

This is proportional to the expression (3.7) for J1,

J (q)
10 (1, 2, 3; 4, 5) = ζ1ζ2

32π6Ψ10
J1(1, 2, 3; 4, 5) (F.4)

Recasting J1 in terms of GI -functions as in (3.14), we find,

J (q)
10 (1,2,3;4,5) =− ζ

1ζ2

16π4

∑
I

(
ωI(1)∆(2,4)∆(3,5)GI1,3,5,4,2+(4↔ 5)

)
+cycl(1,2,3) (F.5)

F.2 Integrals of L1 and L2 against µ

The functions J11 and J12 are given in (3.40) as linear combinations with constant coefficients
of the building blocks L1 and L2 with simplified expressions in (3.43). Thus, to evaluate
the integrals of J11 and J12 against the Beltrami differential µ, it suffices to compute the
integrals of L1, L2 against µ,

La(1, 2; 3, 4, 5) = 1
2π

∫
Σ
µ(w)La(w; 1, 2; 3, 4, 5) (F.6)

Since we have already dealt with the contributions involving Λ at the vertex points, we shall
retain here only the contributions involving Λ(qα) and denote those by L(q)

a . Expressing µ in
terms of Λ, using the choice of additive constant by the vanishing of the sum Λ(q1)+Λ(q2) = 0
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as given in (4.9), and the expression for the difference in (4.8), we obtain the following
simplified expression,

L(q)
a (1, 2; 3, 4, 5) = ζ1ζ2

16π2c1c2

∑
α=1,2

c2
αLa(qα; 1, 2, 3, 4, 5) (F.7)

In carrying out the above simplifications, we have assumed that the limit of La(w; 1, 2, 3, 4, 5)
as w → qα exists, but we shall show by explicit calculation below that this is indeed the
case for both L1 and L2.

F.2.1 Evaluating L(q)
1

To evaluate L(q)
1 we use (3.43) for L1 and the behavior of G2 and G3 near these poles in w at

qα, which may be read off from their representation in terms of the b, c system, see (B.22),

G2(4, 5, q1; 3, w) ∼ ∆(4, 5)
w − q1

G3(1, 2, 3, q1; 4, 5, w) ∼ −G2(1, 2, 3; 4, 5)
w − q1

(F.8)

Since $(w) = (w− qα)∂$(qα) +O((w− qα)2) has a simple zero in w at qα, L1 has a smooth
limit as w → qα, and (B.32) implies that,

L(q)
1 (1, 2; 3, 4, 5) = ζ1ζ2

4π2 G2(1, 2, 3; 4, 5)∆(4, 5) (F.9)

This expression is nicely independent of q1, q2. Finally, we may use (B.27) to express G2 in
terms of τ , and then express that result in terms of the functions GI ,

L(q)
1 (1, 2; 3, 4, 5) = ζ1ζ2

4π2

∑
I

ωI(1)∆(2, 3)∆(4, 5)GI1,4,5 + cycl(1, 2, 3) (F.10)

F.2.2 Evaluating L(q)
2

To evaluate L(q)
2 , we need the limit of L2(w; 1, 2, 3, 4, 5) as w → qα. To this end, it will be

useful to recast the Green functions G in L2 of (3.43) in terms of the Green function G2,
and simplify the extra factors with the prefactor $(w)2 in L2 to obtain,

L2(w; 1, 2; 3, 4, 5) = 2c1c2Z0
$(1)$(2)
$(w)

[
c1G2(3, q1, w; 2, 4)G2(4, q1, w; 1, 3)G2(5, q2, w; 1, 2)

+ c2G2(3, q2, w; 2, 4)G2(4, q2, w; 1, 3)G2(5, q1, w; 1, 2)
]

(F.11)

As w → q1, both terms have a simple pole in w from the prefactor $(w)−1. The first term
has a double zero from the first two Green functions while the third Green function is
regular, so that the first term vanishes. The first two Green functions in the second term
are regular as w → q1 while the third Green function,

G2(5, q2, w; 1, 2) = w − q2
c2

∂$(q2)G(5; 1, 2; q2, q2) +O
(
(w − q2)2

)
(F.12)
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has a simple zero which cancels the pole in the prefactor. As w → q2, the roles of the terms
are reversed. Therefore, L2 has a smooth limit as w → qα which, after reconverting the
third Green function G2 back to G, is given by,

L2(qα; 1, 2, 3, 4, 5) = 2c
2
1c

2
2

c2
α

Z0$(1)$(2)G2(3, q1, q2; 2, 4)

× G2(4, q1, q2; 1, 3)G(5; 1, 2; qα, qα) (F.13)

This expression may be simplified considerably by using the following identity,

$(1)$(2)G2(3, q1, q2; 2, 4)G2(4, q1, q2; 1, 3) = −∂$(q1)∂$(q2)∆(1, 3)∆(2, 4) (F.14)

Both sides are single-valued holomorphic (1, 0)-forms in z1, z2, z3, z4 since the poles in all
these points at q1, q2 cancel on the left side, namely the pole in z3 at z2 cancels by (B.25)
and similarly for the pole in z3 at z4. To evaluate this combination in terms of more
standard objects, we use the expression for G2 in terms of τ of (B.27) in the following form,

G2(z, q1, q2;x, y) = $(z)
c1c2

(
c1τx,y(q1)− c2τx,y(q2)

)
(F.15)

Using formula (B.33) to simplify this expression and taking the product of the two copies
of G2 on the left side of (F.14) then establishes the formula. Using (F.14), the expression
for L2 simplifies, and we have,

L2(qα; 1, 2, 3, 4, 5) = −2c1c2
c2
α

∆(1, 3)∆(2, 4)G(5; 1, 2; qα, qα) (F.16)

so that,

L(q)
2 (1, 2, 3, 4, 5) = −ζ

1ζ2

8π2 ∆(1, 3)∆(2, 4)
∑
α

G(5; 1, 2; qα, qα) (F.17)

F.2.3 Simplifying L(q)
2

The poles in z5 at z1 and z2 are independent of qα, while the poles in z1 and z2 at qα are
holomorphic in z5, and may be isolated as follows,

1
2
∑
α

G(5; 1, 2; qα, qα) = τ1,2(5)−
∑
I

ωI(5)(BI
1 −BI

2) (F.18)

where the functions BI
i appeared in the discussion of section 4.7 and are defined as follows,

BI
i =

∑
α,J

cαε
IJ

2 ∂$(qα)
(
∂qαωJ(qα)τzi,z0(qα)− ωJ(qα)∂qατzi,z0(qα)

)
(F.19)

Here z0 is an arbitrary reference point which has been introduced via τ1,2(qα) = τ1,z0(qα)−
τ2,z0(qα) and cancels out of the differences BI

i − BI
j . The functions BI

i are single-valued
(0, 0)-forms in the points qα with double poles in zi at q1 and q2. Neither τ1,2(5) nor BI

1−BI
2

is single-valued in z1, z2, but their combination above is single-valued. The monodromy of
BI
j under zj → zj + BK is given by

BI
j → BI

j + 2πiδIK (F.20)
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which guarantees that L(q)
2 (1, 2, 3, 4, 5) is single-valued, and takes the following form,

L(q)
2 (1, 2, 3, 4, 5) = ζ1ζ2

4π2 ∆(1, 3)∆(2, 4)
∑
I

ωI(5)
(
gI1,5 + gI5,2 −BI

2 +BI
1

)
(F.21)

F.3 Evaluating J (q)
11 and J S11

The expression for J11 in terms of L1 and L2 restricted to only the contributions from L(q)
1

and L(q)
2 may be read off from (3.40) and is given by,

J (q)
11 (1, 2, 3; 4, 5) = 1

4
[
− L(q)

1 (1, 2; 3, 4, 5)− L(q)
1 (1, 2; 4, 5, 3)− L(q)

1 (1, 2; 5, 3, 4)

+ L(q)
2 (1, 2; 3, 4, 5) + L(q)

2 (1, 2; 3, 5, 4)− L(q)
2 (1, 2; 4, 5, 3)

+ L(q)
2 (1, 2; 4, 3, 5) + L(q)

2 (1, 2; 5, 3, 4)− L(q)
2 (1, 2; 5, 4, 3)

]
(F.22)

Substituting the corresponding expressions (F.10) and (F.21) for L(q)
1 and L(q)

2 ,

L(q)
1 (1, 2; 3, 4, 5) = ζ1ζ2

4π2 G2(1, 2, 3; 4, 5)∆(4, 5)

= ζ1ζ2

4π2

∑
I

ωI(1)∆(2, 3)∆(4, 5)(gI1,4 − gI1,5) + cycl(1, 2, 3)

L(q)
2 (1, 2; 3, 4, 5) = ζ1ζ2

4π2

∑
I

ωI(5)∆(1, 3)∆(2, 4)(gI1,5 − gI2,5 +BI
1 −BI

2) (F.23)

The definition of BI
a may be found in (F.19) respectively. Working out the combinatorics

for the cyclically symmetrized version J S11 in (4.28), we find,

J S11(1, 2, 3; 4, 5) = ζ1ζ2

8π2

{∑
I

ωI(1)∆(2, 4)∆(3, 5)
(
gI1,2 + 2gI2,4 + 2gI4,5 + 2gI5,3 + gI3,1

+BI
2 −BI

3

)
+ (4↔ 5)

}
+ cycl(1, 2, 3) (F.24)

The result may be related to the final expression (3.14) for J1 as follows,

J S11(1,2,3;4,5) = ζ1ζ2

8π2

∑
I

ωI(1)∆(2,4)∆(3,5)
(
gI2,4+gI4,5+gI5,3+BI

2−BI
3

)
+cycl(1,2,3)

+ ζ1ζ2

8π2

∑
I

ωI(1)∆(2,5)∆(3,4)
(
gI2,5+gI5,4+gI4,3+BI

2−BI
3

)
+cycl(1,2,3)

+ ζ1ζ2

16π6Ψ10
J1(1,2,3;4,5) (F.25)
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F.4 Evaluating J (q)
12 and J S12

The expression for J12 in terms of L1 and L2 restricted to only the contributions from L(q)
1

and L(q)
2 may be read off from (3.40) and is given by,

J (q)
12 (1,2,3,4,5) = 1

4
[
L(q)

1 (1,2;3,4,5)−L(q)
1 (1,2;4,5,3)+L(q)

1 (1,2;5,3,4)

−L(q)
2 (1,2;3,4,5)−L(q)

2 (1,2;3,5,4)+L(q)
2 (1,2;4,3,5)

−L(q)
2 (1,2;4,5,3)−L(q)

2 (1,2;5,3,4)+L(q)
2 (1,2;5,4,3)

]
(F.26)

We shall now substitute the expressions (F.10) and (F.21) for L(q)
1 and L(q)

2 into the cyclically
symmetrized combination J S12 in (4.28) that actually enters the calculation of the amplitude.
Converting this result into the functions gIa,b, and decomposing onto the canonical cyclic
basis of five-fold holomorphic (1, 0)-forms, we find the following simplified result,

J S12(1, 2, 3, 4, 5) = ζ1ζ2

8π2

∑
I

ωI(1)∆(2, 3)∆(4, 5)
(
2gI5,1 + 2gI1,2 + gI2,3 + 3gI3,1 + 3gI1,4 + gI4,5

−BI
2 + 2BI

3 − 2BI
4 +BI

5

)
+ cycl(1, 2, 3, 4, 5) (F.27)

Part of J S12 may be expressed in terms of J2 given by (3.15),

J S12(1, 2, 3, 4, 5) = ζ1ζ2

8π6Ψ10
J2(1, 2, 3, 4, 5) (F.28)

− ζ1ζ2

8π2

∑
I

ωI(1)∆(2, 3)∆(4, 5)
(
gI2,3 + gI4,5 + gI1,3 + gI4,1

+BI
2 − 2BI

3 + 2BI
4 −BI

5

)
+ cycl(1, 2, 3, 4, 5)

where the cyclic permutations are taken only of the last two lines. The poles of the terms
in gI1,3 and gI4,1 are cancelled upon cyclic permutation, and one may write a manifestly
pole-free expression, as follows,

J S12(1, 2, 3, 4, 5) = ζ1ζ2

8π6Ψ10
J2(1, 2, 3, 4, 5) (F.29)

− ζ1ζ2

8π2

∑
I

ωI(1)∆(2, 3)∆(4, 5)
(
gI2,3 + gI4,5 +BI

2 −BI
3 +BI

4 −BI
5

)
− ζ1ζ2

8π2

∑
I

ωI(1)∆(2, 5)∆(3, 4)
(
gI2,5 +BI

2 −BI
5

)
+ cycl(1, 2, 3, 4, 5)

where the cyclic permutations are applied only to the last two lines.

G The vanishing of C̃1 and C̃2

We shall now demonstrate the vanishing of the differential forms C̃1 and C̃2 in (6.20). This
result will establish another major cancellation within the chiral five-point amplitude among
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the contributions in (6.19) indicated by the blue arrows in figure 1. It will be useful to
re-express these combinations as follows,

C̃1(i, j, k; `,m) =
∑
I

ωI(i)∆(j, `)∆(k,m)
(
gIj,` + gI`,m + gIm,k

)
−∆(i, k)H(j, `,m) + cycl(i, j, k)

C̃2(i, j, k, `,m) =
∑
I

ωI(i)∆(j, k)∆(`,m)
(
gIj,k + gI`,m + gIi,k + gI`,i

)
−∆(i, k)H(j, `,m) + cycl(i, j, k, `,m) (G.1)

The instructions to add cyclic permutations apply to all terms in each expression. The
form H(j, `,m) contains all the double poles of the vertex points at qα, and is given by,

H(j, `,m) =
∑
I

(
ωI(`)∆(j,m) + ωI(m)∆(j, `)

)
BI
j +$(`)$(m)

∑
α

∂zj∂qα lnE(zj , qα)
cα∂$(qα)

(G.2)

G.1 Properties of the differential forms C̃1 and C̃2

The differential forms C̃1 and C̃2 obey the following properties,

1. C̃1 and C̃2 are single-valued (1, 0)-forms in each vertex point zi;
2. C̃1 and C̃2 are single-valued (0, 0)-forms in qα;
3. C̃1(i, j, k; `,m) is invariant under cyclic permutations of i, j, k and `,m;
4. C̃1(i, j, k; `,m) is odd under the interchange of i, j;
5. C̃2(i, j, k, `,m) is invariant under cyclic permutations of i, j, k, `,m;
6. C̃2(i, j, k, `,m) is odd under reversal (i, j, k, `,m)→ (m, `, k, j, i);
7. C̃1 and C̃2 are holomorphic in each zi;
8. as a consequence of the previous items, C̃1 = C̃2 = 0.

Single-valuedness in items 1 and 2 was achieved by construction. The symmetry
properties in items 3 to 6 may be shown from the explicit formulas for C̃1 and C̃2 in (6.20)
and the transformation properties of gIa,b and BI

i . Next, we shall show prove item 7 that C̃1
and C̃2 are holomorphic in the vertex points zj , namely that there are no singularities as
two vertex points collide, and there are no singularities as zj → qα.

G.2 Holomorphicity of C̃1 and C̃2

To show that C̃1 has no singularities at coincident vertex points, we use the fact that
H(j, `,m) has no such singularities, that the contribution from gI`,m to C̃1 cancels out, and
that the poles in gIj,` + gIm,k are cancelled by the prefactor ∆(j, `)∆(k,m). Similarly, the
poles in C̃2 arising from gIj,k +gI`,m are cancelled by the prefactor ∆(j, k)∆(`,m), while those
of gIi,k + gI`,i are cancelled upon adding the cyclic permutations. This leaves only the poles
of H(j, `,m) and their cyclic permutations as zj → qα.
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To show the absence of the remaining singularities in C̃1 and C̃2 we use the following
formulas to extract the double and simple poles as zi → qα,

∂qα lnE(zj , qα) = − 1
zj − qα

+ reg

∂zj∂qα lnE(zj , qα) = 1
(zj − qα)2 + reg

∂2
qα lnE(zj , qα) = − 1

(zj − qα)2 + reg (G.3)

The terms in C̃1 and C̃2 with poles in zj at qα are proportional to H(j, `,m) defined in (G.2).
Using the expression for BI

j we obtain the forms of the double and simple poles,

∑
I

ωI(a)BI
j = −

∑
α

$(a)
2∂$(qα)(zj − qα)2 −

∑
α,I,J

cαωI(a)εIJ∂qαωJ(qα)
2∂$(qα)(zj − qα) + reg (G.4)

The double pole in zj at qα cancels in view of the identity cα∆(qα, a) = $(a), while the
simple pole in zj at qα is given by,

H(j, `,m) = −1
zj−qα

∑
α

(
$(`)∂qα∆(qα,m)+$(m)∂qα∆(qα, `)

2∂$(qα)

+
∑
I,J

cα
(
$(`)ωI(m)+$(m)ωI(`)

)
εIJ∂qαωJ(qα)

2∂$(qα)

)
+reg (G.5)

also cancels in view of cα∆(qα, `) = $(`). In summary, we have the following Lemma.

G.3 The vanishing of C̃1 and C̃2

To prove item 8 we shall begin by combining the implications of the properties established in
items 1 to 7. Since C̃1(i, j, k; `,m) is a single-valued holomorphic (1, 0)-form in each vertex
point zi, it may be expressed in the basis of holomorphic (1, 0)-forms ωI(zi) for each zi,

C̃1(i, j, k; `,m) =
∑

I,J,K,L,M

ωI(i)ωJ(j)ωK(k)ωL(`)ωM (m) CI,J,K;L,M
1 (G.6)

The modular tensor CI,J,K;L,M
1 is a single-valued scalar in qα in view of item 2, and inde-

pendent of all zi in view of item 7. It has cyclic symmetry in I, J,K and L,M in view of
item 3, and is odd under swapping I, J in view of item 4. Because of the last property, its
components may be parametrized in terms of a rank three tensor AK;L,M as follows,

CI,J,K;L,M
1 = εIJAK;L,M + εJKAI;L,M + εKIAJ ;L,M (G.7)

As a result, we have,

C̃1(i, j, k; `,m) =
∑

K,L,M

ωL(`)ωM (m)AK;L,M
(
∆(i, j)ωK(k) + cycl(i, j, k)

)
(G.8)

but this combination vanishes by the fundamental identity (B.2) of the bi-holomorphic form
∆. This completes the proof of item 8 for C̃1.
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Since C̃2(i, j, k, `,m) is a single-valued holomorphic (1, 0)-form in each vertex point zi
in view of item 1 it may be expressed in the basis ωI(zi) for each zi, so that we have,

C̃2(i, j, k, `,m) =
∑

I,J,K,L,M

ωI(i)ωJ(j)ωK(k)ωL(`)ωM (m) CI,J,K,L,M2 (G.9)

The tensor CI,J,K,L,M2 is a single-valued scalar in qα in view of item 2, which is independent
of all zi in view of item 7. It has cyclic symmetry in I, J,K,L,M in view of item 5
and is odd under reversal (I, J,K,L,M) → (M,L,K, J, I) in view of item 6. Since the
indices I, J,K,L,M can take the values 1, 2, the implications of its behavior under cyclic
permutations and reversal are readily analyzed on its 32 components, for J 6= I,

CIIIII2 = −CIIIII2

CIIIIJ2 = −CJIIII2 = −CIIIIJ2

CIIIJJ2 = −CJJIII2 = −CIIIJJ2

CIIJIJ2 = −CJIJII2 = −CIIJIJ2 (G.10)

The first equality from the left on each line follows from oddness under reversal, while the
second equality on the second, third and fourth lines follows from cyclic symmetry. When
(I, J) = (1, 2) or (2, 1) the first line gives 2 identities while each one of the remaining lines
gives 10 identities totaling 32. Every line implies that the corresponding components vanish,
which proves the vanishing of C̃2 in item 8.

H Kinematic rearrangement of F8 + F9 + F10

The purpose of this appendix is to prove formula (7.54) which is the key to express the
entire kinematic dependence of the five-point amplitude in terms of t8 tensors. To begin,
we obtain the following decomposition of the tensors Sµνij into the parts Mµν

ij , N
µν
ij and Qµνij

which arise from the decompositions of F8, F9, and F10, respectively,

Sµνij = Mµν
ij +Nµν

ij +Qµνij (H.1)

The individual contributions, properly symmetrized in i, j, may be read off from match-
ing (7.51) with (7.52),

Mµν
ij = −1

4
∑

k,`,m 6=i,j

[
2(fkf`fm)µν(fifj)− 2(fkfjfm)µν(fif`)− 2(fkfifm)µν(fjf`) (H.2)

+
{
(fifjfk)µν − (fifkfj)µν + (fkfjfi)µν

+ (fjfifk)µν − (fjfkfi)µν + (fkfifj)µν
}
(f`fm)

]
Nµν
ij =

∑
k,`,m 6=i,j

[
(fifjfkf`fm)µν − (fifmfkf`fj)µν − (f`fjfkfifm)µν + (f`fmfkfifj)µν

+ (fjfifkf`fm)µν − (fjfmfkf`fi)µν − (f`fifkfjfm)µν + (f`fmfkfjfi)µν
]

Qµνij = 1
6

∑
k,`,m 6=i,j

fµνk

(
2(fif`fjfm)− 2(fif`fmfj) + (fifj)(f`fm)− (fifm)(fjf`)

)
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The sums are over mutually distinct k, `,m which are different from i and j, say six
permutations of 3, 4, 5 if (i, j) = (1, 2). By construction, the tensors Mµν

ij , N
µν
ij , Q

µν
ij are

anti-symmetric in µ and ν and symmetric in i and j. The relations in (7.53) originate
from the corresponding relations of each individual tensor, and in particular guarantee that
F8,F9,F10 are individually independent of the arbitrary point z0.

H.1 Kinematics: notation and identities

We start by deriving auxiliary identities that will later on facilitate the simplification of the
tensor contractions kµiM

µν
ij and kµi N

µν
ij . In addition to the conditions k2

i = εi · ki = 0, we
have the linearized Bianchi identity,

kµi f
νρ
i + kνi f

ρµ
i + kρi f

µν
i = 0 (H.3)

Throughout we use the notations,

(f1f2 · · · fn) = fµ1µ2
1 fµ2µ3

2 · · · fµnµ1
n

(f1f2 · · · fn)µν = fµµ2
1 fµ2µ3

2 · · · fµnνn (H.4)

The Bianchi identity implies the following identities,

kµi (f1 · · · fi · · · fn) = (fi · · · fnf1 · · · fi−1)µν kνi + kνi (fi+1 · · · fnf1 · · · fi)νµ (H.5)

as well as,

kµi (f1 · · · fi · · · fn)νρ = (f1 · · · fi−1)νσkσi (fi · · · fn)µρ + (f1 · · · fi)νµkσi (fi+1 · · · fn)σρ (H.6)

for 1 < i < n, and the following identities for i = 1, n,

kµ1 (f1f2 · · · fn)νρ = kν1 (f1f2 · · · fn)µρ + fνµ1 kα1 (f2f3 · · · fn)αρ

kµn(f1f2 · · · fn)νρ = (f1f2 · · · fn−1)να kαn fµρn + (f1f2 · · · fn)νµ kρn (H.7)

Further identities that seem to be useful may be obtained by contracting µ, ν in (H.6),

kµi (f1 · · · fi · · · fn)µρ = (−)i−1kµi (fi−1 · · · f1fi · · · fn)µρ + (f1 · · · fi)kσi (fi+1 · · · fn)σρ (H.8)

with the special cases for i = 1, 2, n given by,

kµ1 (f1f2 · · · fn)µρ = 0
kµn(f1f2 · · · fn)µρ = −(fnf1f2 · · · fn−1)ρα kαn + (f1f2 · · · fn) kρn

kµ2 (f1f2 · · · fn)µρ = 1
2(f1f2) kµ2 (f3f4 · · · fn)µρ (H.9)

We single out the special cases for n = 3,

kµi (fifjfk)µν = 0
kµj (fifjfk)µν = 1

2(fifj)kµj f
µν
k

kµk (fifjfk)µν = (fifjfk)kνk − (fkfifj)ναkαk (H.10)
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and for n = 5,

kµi (fifjfkf`fm)µν = 0
kµj (fifjfkf`fm)µν = 1

2(fifj) kµj (fkf`fm)µν

kµk (fifjfkf`fm)µν − kµk (fjfifkf`fm)µν = (fifjfk) kµk (f`fm)µν

kµ` (fifjfkf`fm)µν + kµ` (fkfjfif`fm)µν = (fifjfkf`) kµ` f
µν
m

kµm(fifjfkf`fm)µν − kµm(f`fkfjfifm)µν = kνm(fifjfkf`fm) (H.11)

H.2 Inner products with kµi
To prove the relation (7.54), we shall evaluate the inner products kµiM

µν
ij , kµi N

µν
ij and kµi Q

µν
ij

for all i 6= j and then obtain their sum. Straightforward application of the kinematic
identities in (H.10) gives the following result,

kµiM
µν
ij =

∑
k,`,m 6=i,j

[
1
2k

µ
i (fkfjfm)µν(fif`)− 1

2k
µ
i (fkf`fm)µν(fifj) + 1

4(fifk)(fjf`)kµi fµνm

− 1
4
{
(fkfjfi)kνi + 1

2(fifj)kµi f
µν
k + 1

2(fifk)kµi f
µν
j

}
(f`fm)

]
(H.12)

Similarly, we obtain,

kµi N
µν
ij =

∑
k,`,m 6=i,j

[
kµi (fjfifkf`fm)µν−kµi (f`fifkfjfm)µν−kµi (f`fjfkfifm)µν

+kµi (f`fmfkfifj)µν−kµi (fjfmfkf`fi)µν+kµi (f`fmfkfjfi)µν
]

(H.13)

The evaluation of the first and second terms proceeds directly using the first identity
in (H.11). To evaluate the remaining terms we use the last two lines of (H.11) to obtain,

kµi (f`fjfkfifm)µν + kµi (fkfjf`fifm)µν = (f`fjfkfi)kµi fµνm
kµi (f`fmfkfifj)µν + kµi (fkfmf`fifj)µν = (f`fmfkfi)kµi f

µν
j

kµi (f`fmfkfjfi)µν − kµi (fjfkfmf`fi)µν = (f`fmfkfjfi)kνi (H.14)

After summing over all permutations of k, `,m, the terms on the left side precisely correspond
to the combinations occurring in the summand of kµi N

µν
ij , and we have effectively,

kµi (f`fjfkfifm)µν → 1
2(f`fjfkfi)kµi fµνm

kµi (f`fmfkfifj)µν → 1
2(f`fmfkfi)kµi f

µν
j

kµi (f`fmfkfjfi)µν − kµi (fjfmfkf`fi)µν → (f`fmfkfjfi)kνi (H.15)

Putting all together, we obtain,

kµi N
µν
ij =

∑
k,`,m 6=i,j

[
− 1

2(f`fjfkfi) kµi fµνm + 1
2(f`fmfkfi) kµi f

µν
j + kνi (f`fmfkfjfi)

+ 1
2(fifj) kµi (fkf`fm)µν − 1

2(fif`) kµi (fkfjfm)µν
]

(H.16)
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Evaluating kµi Q
µν
ij does not require any use of kinematic identities, and we find,

kµi Q
µν
ij = 1

6
∑

k,`,m 6=i,j
kµi f

µν
k

[
2(fif`fjfm)−2(fif`fmfj)+(fifj)(f`fm)−(fifm)(fjf`)

]
(H.17)

Adding up the contributions to kµi S
µν
ij from (H.12), (H.16) and (H.17), we see that the

two terms (fafbfc)µν on the second line of (H.16) cancel the first two terms in (H.12).
Assembling the remaining contributions, we find,

kµi S
µν
ij =

∑
k,`,m 6=i,j

kµi f
µν
k

[
1
12(fifm)(fjf`) + 1

24(fifj)(f`fm)− 1
6(fif`fjfm)− 1

3(fif`fmfj)
]

+
∑

k,`,m 6=i,j
kµi f

µν
j

[
1
2(f`fmfkfi)− 1

8(fifk)(f`fm)
]

+
∑

k,`,m 6=i,j
kνi

[
− 1

2
(
[fi, fj ]fkf`fm

)
+ 1

8
(
[fi, fj ]fk

)
(f`fm)

]
(H.18)

The sums k, `,m are over all permutations of the three distinct values in {1, 2, 3, 4, 5}\{i, j}.
In the last two lines, we immediately recognize the structure of t8 which is defined only as a
sum over cyclic permutations of the last three indices. By writing out the six permutations
of (k, `,m) in the first line of (H.18), one can also identify −1

3 t8(fi, fj , f`, fm) along with
kµi f

µν
k . In terms of the notation ti and tij in (1.7) and (7.31), we recognize the formula (7.54),

whose proof was the purpose of this appendix, and is now complete.

I Vanishing of F′C + F′′E

The qα-dependent combinations F′C and F′′E in (7.69) and (7.77) have the same structure
in their worldsheet data W I

a;b and GIi,j,qα,k. Accordingly, their kinematic data consistently
combines to the following quantity in their sum,

Rinv
1;2,3 = t1f

µν
1 kµ2 k

ν
3 + 1

2k1 · k2 t13 −
1
2k1 · k3 t12 (I.1)

and permutations thereof. This combination may be related to the quantity R1;2|3,4,5 that
provides an effective description of the bosonic components in pure-spinor calculations [33]
as reviewed in section 8.1,

−iRinv
1;2,3 = k1 · k2R1;3|2,4,5 − k1 · k3R1;2|3,4,5

R1;2|3,4,5 = i(ε1 · k2)t1 −
i

2 t12 (I.2)

and permutations thereof. Contrarily to the individual R1;2|3,4,5, the combination Rinv
1;2,3 is

manifestly gauge-invariant, obeys the symmetry Rinv
1;2,3 = −Rinv

1;3,2, and the cyclic identity,

Rinv
1;2,3 +Rinv

1;2,4 +Rinv
1;2,5 = 0 (I.3)

The independence of qα of F and the vanishing of the combination F′C + F′′E hinges on the
following remarkable identity, which was proven using Mathematica,

Rinv
1;2,4 +Rinv

4;2,1 +Rinv
3;2,5 +Rinv

5;2,3 = 0 (I.4)
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We note that this identity is manifestly invariant under swapping 1, 4, independently swap-
ping 3, 5, and independently swapping the pairs (1, 4), (3, 5). Because, in this presentation,
the second index is always 2, it follows that the tifi terms factor out a momentum k2. The
terms of the form tij may be similarly rearranged, so that the identity is equivalent to,

kµ2

[
(k1 − k4)µt14 + (k3 − k5)µt35 + 1

2(k1 + k4)µ(t12 + t42) + 1
2(k3 + k5)µ(t32 + t52)

+ 2t1fµν1 kν4 + 2t4fµν4 kν1 + 2t3fµν3 kν5 + 2t5fµν5 kν3

]
= 0 (I.5)

We have properly symmetrized under swapping the pairs (1, 4), (3, 5) at the cost of introduc-
ing the factors of 1

2 above. One may speculate whether there exists a vector-valued identity
that is first order in momenta ki and quadri-linear in fj from which this relation follows.

I.1 The vanishing of F′C + F′′E

The combination F′C + F′′E may be expressed exclusively in terms of Rinv,

F′C+F′′E =−8
∑
I

(
W I

1;3+W I
1;5−W I

3 −W I
5 −W I

1;4+W I
4

)[
Rinv

1;2,3G
I
1,3,qα,5+Rinv

1;2,4G
I
1,4,qα,5

]
−8
∑
I

(
W I

1;3+W I
1;5−W I

3 −W I
5

)[
Rinv

1;3,2G
I
1,2,qα,5+Rinv

1;3,4G
I
1,4,qα,5

]
−8
∑
I

(
W I

1;3−W I
3

)[
Rinv

1;4,2G
I
1,2,qα,5+Rinv

1;4,3G
I
1,3,qα,5

]
+cycl(1,2,3,4,5) (I.6)

and the five-forms Wa;b,Wa in (7.17), where the instruction to add cyclic permutations
applies to all terms on the right side. We use Rinv

1;a,b = −Rinv
1;b,a and the identity (I.4)

to express the Rinv in terms of two independent terms Rinv
1;2,3 and Rinv

1;3,4 and their cyclic
permutations. The remaining combinations are given by (I.4),

Rinv
1;2,4 = Rinv

3;4,5 +Rinv
4;1,2 −Rinv

5;2,3 −Rinv
3;5,1 (I.7)

and cyclic permutations thereof. The first term on the right side is in the cyclic orbit of
Rinv

1;2,3, while the second, third and fourth terms are in the cyclic orbit of Rinv
1;3,4. Cyclicly

permuting all terms to the same representative in a given cyclic orbit, we find,

F′C + F′′E = −8Z1R
inv
1;2,3 − 8Z2R

inv
1;3,4 + cycl(1, 2, 3, 4, 5) (I.8)

The coefficients Z1, Z2 are obtained by collecting all the contributions in the same orbit,

Z1 =
(
W4;4 −W1;4

)
G1,3,qα,5 +

(
W3;3 +W5;5 −W1;3 −W1;5

)
G1,2,qα,3

+
(
W4;1 −W1;1

)
G4,2,qα,5 +

(
W4;3 −W4;2 −W3;3 +W2;2

)
G4,2,qα,3

Z2 =
(
W1;1 −W2;2 −W3;1 +W3;2

)
G3,1,qα,2 +

(
W3;5 −W5;5

)
G3,1,qα,4

+
(
W1;1 −W5;5 −W2;1 +W2;5

)
G2,5,qα,1 +

(
W2;4 −W4;4

)
G2,3,qα,5

+
(
W3;3 −W2;2 −W4;3 +W4;2

)
G4,2,qα,3 +

(
W1;1 −W4;1

)
G4,2,qα,5

+
(
W1;5 −W5;5

)
G1,4,qα,5 +

(
W3;3 −W1;3

)
G1,3,qα,4 (I.9)

where we suppress the superscripts of W I
a;b and GIi,j,qα,k as well as the associated ∑I for

ease of notation throughout the remainder of this appendix.
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I.2 The vanishing of Z1 and Z2

The combinations Z1 and Z2 in (I.9) are,

1. differential (1, 0)-forms in zi for i = 1, 2, 3, 4, 5 and scalars in qα;
2. free of singularities as zi → qα so that they are holomorphic in qα and therefore

independent of qα;
3. free of singularities as zi → zj for all j 6= i, and are thus holomorphic in zi;
4. zero Z1 = Z2 = 0.

To show item 2, namely that Z1 and Z2 are free of singularities as zi → qα, we use the fact
that such singularities are of the form (zi−qα)−1 and can arise from Wi;j with j 6= i as
well as from the parts proportional to gi,qα in G. Furthermore, we shall use the fact that
Gi,a,qα,b → 0 as zi → qα, as well as the following identities,

W I
1;2 +W I

1;5 = W I
2 +W I

5

W̃1 + W̃3 = $(2)∆(1, 3)∆(4, 5) (I.10)

and permutations thereof. We begin by establishing the cancellation of all singularities
in Z1 as zi → qα. The absence of poles as z1 → qα is obvious since any W1;j with j 6= 1
is accompanied by a factor of G1,a,qα,b with the corresponding zero. For z2 → qα, none
of the Wa;b in Z1 has a singularity, so the leftover source of poles is g2,qα . After some
simplifications, using the first equation in (I.10) this part is given by,

g2,qα
(
W4;1 +W4;3 −W4;2 −W1;1 −W1;3 +W1;2

)
(I.11)

Using now also the second identity in (I.10), we see that the entire expression is proportional
to g2,qα$(2) and thus regular as z2 → qα. For z3 → qα, the pre-factors are regular and the
terms proportional to g3,qα simplify using the first equation in (I.10) to give,

g3,qα
(
W1;3 −W1;2 −W1;4 +W4;4 −W4;3 +W4;2

)
(I.12)

Using a shift forward by 1 of the second equation of (I.10), we see that the entire combination
is proportional to g3,qα$(3) and thus regular as z3 → qα. For z4 → qα each individual term
has a regular limit by the zeros of G4,a,qα,b. For z5 → qα, the pre-factors are regular and
the terms proportional to g5,qα simplify using the first equation in (I.10) to give,

g5,qα
(
W1;1 +W1;4 −W4;4 −W4;1

)
(I.13)

This combination is proportional to g5,qα$(5), using the second equation of (I.10) shifted
forward by 3, and thus also regular as z5 → qα. This concludes the proof of item 2 for Z1.

Item 2 is established in exactly the same way for Z2, so we shall be brief here. For
example, as z1 → qα, the potentially singular terms in Z2 are proportional to g1,qα ,

g1,qα
(
W3;2 −W3;1 +W3;5 +W2;1 −W2;2 −W2;5

)
(I.14)

Using a shift backward by 1 of the second equation of (I.10), we see that the entire
combination is proportional to g1,qα$(1) and thus regular as z1 → qα. The other limits are
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computed analogously and all vanish as well so that Z2 is also holomorphic in qα, thereby
completing the proof of item 2.

Item 3 is proven by letting zi → zj for all 1 ≤ i < j ≤ 5, in which limit all pre-factors
Wa;b in Z1 and Z2 are regular, so that all singularities arise from the G-functions. For Z1,
we begin by considering the limits z1 → z2 and z1 → z3 which are proportional to,

g1,2
(
W3;3 +W5;5 −W1;3 −W1;5

)
g1,3

(
W1;3 −W3;3 +W1;5 −W5;5 −W1;4 +W4;4

)
(I.15)

respectively. The coefficient of g1,2 is proportional to ∆(1, 2) which cancels the pole as
z1 → z2. For the coefficient of g1,3 in turn, the first two terms W1;3−W3;3 and the remainder
separately vanish as z1 → z3. All the constituents of Z1 are manifestly regular as z1 → z4.
For z1 → z5 the relevant terms of Z1 are given by g1,5(W4;4 −W1;4) which is manifestly
proportional to ∆(5, 1) and is thus regular in the limit. The remaining limits may easily be
established along analogous lines, which concludes the proof that the limits zi → zj of Z1
are all regular. Item 3 may be established in exactly the same way for Z2.

To prove item 4 we use the arguments used in appendix E.1 for the forms Z1, Z2 which
are independent of qα, and holomorphic in z1, · · · , z5.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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