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Abstract

We compute the sharp time decay rates of the solutions of the IVP for quasi-geostrophic
equation and the Boussinesq model, subject to fractional dissipation. Moreover, we
explicitly identify the asymptotic profiles, the kernel of the « stable processes, which
are analogues of the Oseen vortices.
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1 Introduction

The initial value problem for the Navier—Stokes equation,

ur+u-Vu—Au=Vp, xe Rt >0 1.1
u,x) :=up(x),V-u=0 )

where u is the fluid velocity and p is the pressure, is ubiquitous and much studied model
in the modern PDE theory. Basic issues like global well-posedness remain elusively
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unresolved in spatial dimensions n > 3. In the case of two spatial dimensions though,
the problem is globally well-posed. This is mostly due to the following representation,
which eliminates the pressure term and leads to equivalent vorticity formulation,

. _ — 2
{a),+u Vo—Aw=0, xeR%t>0 (12)

w(0, x) := wo(x),

where the vorticity w, a scalar! quantity, is given by w = d1us — dru1. We denote
vt = _882 for future reference, so that @ = V-1 u. Many generalizations of this
1

model have been considered, in particular to respond to modeling situations where
the actual physical dissipation is different than the one provided by the Laplacian,
in particular in large-scale atmospheric models and large-scale ocean modeling, see
Abidi and Hmidi (2007), Chae (2006) and Jiu et al. (2014). In particular, we consider
the following “umbrella” model

{a,z+u-vZ+|V|“z=o, xeR2 >0, 03

u=(VH Pz v.u=0.

wherea > land g > 0, (V1) ~# = Vlm,ﬁ,1(|V|) =m_g(&), where m, is a sym-
bol of order a, see Sect. 2.1 for precise definition.” These types of equations frequently
arise in fluid dynamics, and as such, they have been widely studied, especially so in
the last 20 years. We refer the reader to the works Abidi and Hmidi (2007), Ben-Artzi
(1994), Carpio (1994), Chae (2006), Cordoba and Cordoba (2004), Giga and Kambe
(1988), Jiu et al. (2014), Niche and Schonbek (2007), Wu (2012), Yang et al. (2014)
and references therein.

A few examples, that we would like to emphasize as model cases, are as follows.
The 2D Fractional Navier—Stokes equation arises, if we take z = w and 8 = 1,

w;+u-Vo+ |V = 0. (1.4)

If we let z = 0 be the temperature of a flow, @ > 1 and 8 = 0, the resulting equation
is the so-called active scalar equation,

0 +u-Vo+|V|"0 =0, (1.5)

where u; = —R;0,u> = R10, and R, j = 1, 2 are the Riesz transforms, given by
the symbols m ;(§) = llgé_jl

' Note that in the 3D case, where the vorticity formulation is still available, it is a vector quantity and it
does not seem to lead to any improvement over the original formulation

2 Note that it is a requirement that m_g_1(|V]) is a radial symbol of order —f — 1.
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The Boussinesq system, with general dissipations, reads

o +u-Vu+|V|°lu =—-Vp+ ey, xeR? t>0,
30 +u-VO+|V[20 =0 xeR> t>0, (1.6)
V-u=0.

where u is the velocity of the fluid, 6 is its temperature, p is the pressure and o1, o2 > 0
are the dissipation rates for the velocity and the temperature respectively, see Abidi
and Hmidi (2007), Brandolese and Schonbek (2012), Chae (2006), Hadadifard and
Stefanov (2017), Jiu et al. (2014), Wu (2012) and Yang et al. (2014) for background
and various well-posedness results.

We consider the equivalent vorticity formulation, with the usual scalar vorticity
variable is given by @ = 01up — du. For the purposes of this work, we will only
consider the diagonal case 01 = 02 = «. That is in vorticity formulation, the system
consists of the following coupled equations

do+u-Vo+|V|[%0 =960, xeR2 t>0,
30 +u-VO+|V[*0=0 xeR? >0, (1.7)
u=VHle, V.u=0.

1.1 Previous Results

As we have mentioned earlier, a lot of work has been done on the question of well-
posedness, regularity of the solutions to these systems. We do not even attempt to
overview the results, as this is only tangentially relevant for the current work, but the
previously mentioned references contain lots of information about these issues. As
the purpose of this paper is to study the long-time behavior of the said models, we
discuss some recent works on the topic. Most of the research has been done in the
important (and classical) Navier—Stokes case in two- and three-dimensional cases. As
the global regularity for this model remains a challenging open problem in 3D, some
authors restricted themselves to weak solutions? or they considered eventual* behavior
of strong solutions. In this regard, we would like to reference the following works,
Carpio (1994), Gallay and Wayne (2002a,b), Giga and Kambe (1988), Miyakawa and
Schonbek (2001), Schonbek (1985, 1991, 1992), Schonbek and Schonbek (2000) and
Schonbek and Wiegner (1996).

In Schonbek (1991), the author has exhibited lower time decay bounds for the solu-
tions, which match the upper bounds and are therefore sharp. The approach in Gallay
and Wayne (2002a, b), for the same question, uses the method of the so-called scaled
variables. This was pioneered in Giga and Kambe (1988) and Carpio (1994), although
the idea really took of after the work (Gallay and Wayne 2002a). It showed not only
the optimal decay rates for the Navier—Stokes equation (this was actually previously
established in Brandolese and Schonbek 2012), but it provided an explicit asymptotic

3 Which may be non-unique.

4 That is, past eventual singularity formation.
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expansion of the solution, which explains the specific conditions on the initial data in
Brandolese and Schonbek (2012), under which there are better decay rates. Recently,
Goh and Wayne (2018) have considered the Boussinesq model, with rapid rotation in
3D. They have shown, using the method of scaled variables, convergence to the Oseen
vortex and associated leading order asymptotics.

In this paper, we follow this idea, to provide an explicit asymptotic expansion
for the two models under consideration—the generalized quasi-geostrophic equation
(1.3) and the Boussinesq system (in vorticity formulation) (1.7). Note that we work
exclusively in two spatial dimensions. There are several reasons for this—2D is the
natural playground for (1.3), while the IVP for the Boussinesq system, the three (and
higher)-dimensional case, faces the same difficulties as the Navier—Stokes problem,
namely absence of a global regularity theory. Moreover, we explore relatively low
levels of dissipation, which in some sense brings the global regularity theory to its
limits, and we are still able to analyze the asymptotic behavior. Another interesting
feature that we deal with is the fractional dissipation. These have been studied in the
recent literature, but there are certain technical (and conceptual!) difficulties associated
with them, that we deal with by applying advanced Fourier analysis methods.

1.2 Main Results

The main goal of this work is to establish the sharp time decay rates of (various norms
of) the solutions to (1.3) and (1.7). Our results actually provide explicit asymptotic
profiles, of which the precise asymptotic rates are a mere corollary.

Since it is clear that the equation for 6 in (1.7) is basically5 (1.3), it is essential that
we start with (1.3). This is the content of our first result, but in order to state it, we shall

need to introduce a function G:G(p) = e~ 17!, see Sect. 2.4 for proper definitions
. . . Lo kP .
and properties. This is a variant of the function e™ 2", or the Oseen vortex in the case

o =2
In order to state our results, we shall need to introduce weighted spaces. More
specifically, for any m > 0 we define the Hilbert space L?(m) as follow

200\ _ 2. _ 2vm 2 2
L~(m) = {f €L : Nflirzgm = </RZ(1 + X[ f )] dx) < OO} (1.8)

One can show by means of Holder’s, the embedding L?(2) — LP(R?), whenever
1 < p < 2. We are now ready for the statement of the main result.

Theorem 1 (Global decay estimates for SQG) Let | < « < 2, and o + 8 < 3. Then,
assuming that the initial data 7z is in L%2(2) N L%, the Cauchy problem (1.3) has a
unique, global solution in L2(2) N L. Moreover, for all € > 0, there is a constant

5 Albeit the relation of 1 with 6 is not a direct one, but through the vorticity w.
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C=Cqypeandforallp e[1,2]andt >0,

llz(, ) =

zo(x)dx . Cugellzoll2 i~
e 20l ( | ) lop < HRCEREONE ()
+ne  \A+0e (1 +1)e ¢
Moreover, if B > 1, we have that (1.9) holds for the full range of indices 1 < p < oo.
In particular, for generic initial data, i.e., fRZ zo(x)dx # 0, we have from (1.9),
after selecting € < é and for large t, that

2(p=1)

lz(t, e ~ A +1) e | 1<p<2. (1.10)

which extends to all 1 < p < oo, provided B > 1.
Remark

e Perhaps, we need to explain a bit the conclusion (1.10). The right-hand side of
(1.9)is %, that is, for each € > 0, there is C¢, so that this estimate holds.

a5 €

(4@~ ap
That is, one get better statement for large ¢ (which is the goal here), every time €

is smaller, but pays with a larger and larger constant, basically our construction

here says lim¢_, o+ Ce = 0o. The explicit expression inside the norm in (1.9) has

decay rate in L?, which is ﬁ Clearly, for small enough € > 0 (namely

(14n@ @
€ < é), one has that

Ce 1

> << 5 -

R 7 12
(1+t)a ap (1+t)a ap

for large ¢. Thus, fixing € < é say € = %, and applying (1.9) yields

C C C c
7 —— < 2@l < S ;

(+0)a"ar  (I41)a ar

3 2 :
ap € A+ e (14w €

From this, one gets (1.10).

e Our results extend those in Constantin and Wu (1999), as they provide an upper
bound for the time decay, for weak solutions of the SQG.

e In Gallay and Wayne (2002a, b), the authors go one step further in deriving explic-
itly the next order asymptotic profiles. The analysis required for this step is
performed in higher order weighted L? space. This cannot be done in this frame-
work, since the function G does not belong to the next order weighted space,
namely L2(3), see Proposition 3. This is in sharp contrast with the case o = 2,
considered in Gallay and Wayne (2002a,b), where the function is in Schwartz
class.

e Related to the previous point, we need to address a problem, where the function
G and the heat kernel of the semigroup e’ have limited decay at infinity. Thus,
any attempt to use the dynamical system approach in Gallay and Wayne (2002a)
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to construct stable manifolds faces serious obstacles. We take a different approach
to the problem in that we use a priori estimates and estimates on the evolution
operator to establish the asymptotic decomposition.

Our next result concerns (1.7).

Theorem 2 (Global decay estimates for Boussinesq) Let o € (1, %). Consider the
Cauchy problem for (1.7), with initial data wo, 6y € Y = L*>(2) N L™ N H'(R?).
Then, the Cauchy problem (1.7) is globally well-posed in Y - that is for every t > 0,
the solution (w(t),0()) € Y x Y.

Moreover, for every § > 0, there exists C = C(a, 8, ||lwolly, 100lly), so that for all
p €[1,2] and forall t > 0,

e, ) - —29 81G( ' 1)
(1+na! (1+0)=
y1(0) : Casll(wo, O0) I
! 2G( 1)llm < e L (1.11)
+07 \(1+00 (L +ne

16, ) — YZ(O)ZG< ' 1>||L,,
(I+0e \(+0)e

< Lasll@o. B0)lly (1.12)

where y1(0) = [g2 wo(x)dx, y2(0) = g2 60(x)dx. In particular, if y2(0) # 0, we
have

1 1
lw (@ e ~ —————= 10 Iy ~ ————, (1.13)

(L+ne e (+ne"@
Remark

e Again, we shall need to explain (1.13). We only discuss the w, the argument for 6
is similar. We have the following decay for the two terms inside of (1.11),

3G <—1>
I+

1 1

~

3 T 3_2 ¢
(14n)a! o (e et
1 . 1
7 |G T - Z_32°
(1+t)°‘ (1+t)a LP (1+t)nt ap
For o € (1, %), the slowest rate is ————, which is clearly slower than the

(4pa @~
decay rate on the right-hand side of (1.11). More precisely, forsmallé : § = % -1,
we have that for large ¢
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whence (1.13) follows.
e Related to the previous point, for o € (%, %), the correction term

LO)ZG — | is faster decaying than the error term and we can restate the
a+na  \(+n@
result as follows

0 . C, 0
e | B
(I+0a /)|, Q+pe @

e As in Theorem 1, the results can be extended to provide asymptotic expansions
for w, 6 in the norms L?, p € (2, c0), with the exact same statement.

The paper is organized as follows. In Sect. 2.1, we introduce some basic Sobolev
spaces, weighted L2 spaces and some relevant estimates that will be useful in the
sequel. In Sect. 3.1, we study the operator .Z—we establish the basic structure of
its spectrum, as well as an explicit form of the semigroup e’Z. The semigroup is
shown to act boundedly on certain weighted L? spaces. This is helpful for the study of
the nonlinear evolutions problem, but it also helps us identify the spectrum, through
the Hille-Yosida theorem, see Sect. 3.4. In Sect. 4, we develop the local and global
well-posedness theory for the generalized quasi-geostrophic equation, both in the
original variables and then in the scaled variables. This is done via standard energy
estimates methods. Even at this level, the optimal decay estimates start to emerge, in
the scaled variables context.® Our asymptotic results for the quasi-geostrophic model
are in Sect. 6. In it, we use the a priori information from Sect. 4, together with new
estimates for the Duhamel’s operator to derive the precise asymptotic profiles for
the solutions. For the Boussinesq system, we provide the necessary local and global
well-posedness theory in Sect. 5. Some of these results are basic and could have been
recovered from earlier publications. Others provide new a piori estimates for the scaled
variables system, which are used in Sect. 7. In Sect. 7, we provide the proof of our
main result about the precise asymptotic profiles for the Boussinesq evolution.

2 Preliminaries
2.1 Fourier Transform, Function Spaces and Mulitpliers

The Fourier transform and its inverse are taken in the form

f = /R fe ™ Pdx, f(x) = @2m) ™" /R fperdp

6 But at this point, we cannot yet conclude the optimality of these estimates, as we are missing an estimate
from below.
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Consequently, since —/A\f (p) = | p|2 f (p), we define the operators |V|¢ :=
(—A)*2,a > 0, via its action on the Fourier side m(p) = |p|“f(p). More
generally, the operators F(|V|), for reasonable functions F', are acting as multipliers
by F(|p|). We also make use of the following notation—we say that m is a symbol of
ordera, a € R, ifitis asmooth, possibly vector-valued function on R\ {0}, satisfying
for all multi-indices & € N,

19%m(&)| < Cyl°71,

It is actually enough to assume this inequality for a finite set of indices, say |«| < n.
The prototype will be something of the form m(§) = |£|“, but note that a will be often
negative in our applications. We schematically denote a symbol of order a by m,.

1
The L? spaces are defined by the norm || f|| r = (f | f(x)|P dx) p, while the

weak L? spaces are

LP® = {f Nl = iu%{x s 1l > x}ﬁ} < oo}.

In this context, recall the Hausdorff—Young inequality which reads as follows: For
p,q,re(l,oo)and1+%:ql+i

I

If*gler <CpgrllfliLa=liglior

For an integer k and p € (1, 00), the Sobolev spaces are the closure of the Schwartz
functions in the norm || f|lyx.r = || fllLr + Zlalik [10% £l Lr, while for a non-integer
s one takes

I fllws.e = 11— A2 flipe ~ I fllee + 1IVE Fllze.

The Sobolev embedding theorem states || fllLr@ry < CIIVI® fllLa®rr), where 1 <
g < p < ooand n(% — %) = s, with the usual modification for p = oo, namely

| fllLe®rny < Csll fllwsa®ny, s > 3. In particular, an estimate that will be useful for
us, is

1 1
IV fllr <Cllflle, 1<g<p<oo,f=n <E - ;) (2.1

This follows from the Mikhlin’s criteria for L”, 1 < p < oo boundedness. Sometimes,
we use the following replacement of (2.1), when p = oo and 8 < n,

L _ﬂ oo n n
IOV e < C (171 5o + 171 5) 2.2)
We provide a proof for this inequality in “Appendix A.” Note that these estimates hold
in a more general setting, when (V+)~# is replaced by an arbitrary symbol of order

—pf, that is
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I f e < Ce (171 5ec + 171 5) 23)
Another useful ingredient will be the Gagliardo—Nirenberg interpolation inequality,
VP fllee < IVE FIZ VIR F1Y,

where s = 0s; + (1 — 6)s, and % = é + %

2.2 The Scaled Variables

We now introduce the scaled variables, for the models under consideration. Basically,
the method consists of introducing a new time variable t : e* ~ ¢ and the correspond-
ing variables in x are rescaled to accommodate this scaling, by keeping the linear part
of the equation autonomous. In this way, an algebraic decay in ¢ will manifest itself
as an exponential decay in 7. As is well-known, algebraic decays in time (especially
non-integrable ones) are notoriously hard to propagate along nonlinear evolution equa-
tions, while any (however small) exponential decay, due to its integrability, is more
amenable to this type of analysis. Here are the details.

2.2.1 The Scaled Variables: The SQG Equation

Consider the Eq. (1.3) and use the scaled variables to rewrite the variables in terms of

L t=Ihd+0). (2.4)

T a4t

We define new functions Z(&, t) and U (€, t) correspond to z(x,t) and u(x,?) as
follows:

z(x,t) =

— Z —In(14+1) ), (2.5)
1+t (1+41)=

u(x,t) =

0 U( . In(l —|—t)>. (2.6)
A+ \d+0na

The choices of the parameters are clearly dictated by the stricture of the corresponding
equation—the goal is to ensure an autonomous PDE in the new variables. Indeed, a
straightforward calculation shows

Z, 1 1 x 1+ &1
@ = zﬂ__ oy B-L llvgz_ oy B 7
A+« YA+ I+0na (1+n*te
IVI*z = 1“Z,

ST
(140> |
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1
u-Vz =

- _U.-V:Z
Qo

Hence, Z (&, 1) satisfies the equation
Z.=%7Z-U-V:Z 2.7

where

1 -1
$Z=—|V|“Z+—S-VSZ+<1+[3 )Z- (2.8)
o o

Note that the relation u = (|V|+)~#z transforms into U = (|V|+)~# Z. In addition,
the property V - u = 0 is retained, i.e., V- U = 0.
Next, we introduce the scaled variables for the Boussinesq system.

2.2.2 The Scaled Variables: The Boussinesq System

Similar to the SQG case, we use the scaled variables

X
T = In(1 +1).

1

T+

We define new functions W (&, t), U(§, 7) and O (£, t), corresponding to w(x, t),
u(x,t) and 6(x, t) as follows

1 by
w(x,t) = a+0 W((l_{_t);,ln(l—i—t))

u(x,t) = ! - U( al l,ln(l—i—t))
A+n= (14w

O(x,t) = -0 ( =, In(1 —l—t))
(1+n*a \(l+na
Then, we calculate
W: 1 1 X 1
W = 5 — = 5 o VeW — —= W,
I+ o (+0D7 1 4na (I+1)
Vifw = |VI*W, u- Vo = U-VW, 910 = 010
Vle = VW v Ve =475 T A
For the 6 equation similar computation shows that
e 1 1 2-1
0 = - T I > T Ve® — 7O,
A+0%a % A+ a (A40)= (141)’"=
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1 1
V% = ————|V[%®, u-V8 = ————U - VO.

(1+1)"a (140w

Therefore W (&, t) and © (&, 1) satisfy (with the . defined above in (2.8), but with
B=1

2.9

We =W —U-VeW + 9,0
O, =(L+1-,)0—(U-V:0)

Clearly, the relations V - u = 0 and u = (IVIH) 1w continue to hold for the capital
letter variables as well, that is V- U = 0 and U = (|V|+)~!W. In addition to the

above equations, we can define p(x, ) = L_p ( L log(l + t)) and find
(140> & (14+n)@
the following equation for U (€, 7),
1
U =(Z——)U—-U-VeU)—VP+0-e (2.10)
o

2.3 The Fractional Laplacian

First, we record the following kernel representation formula for negative powers of
Laplacian. This is nothing, but a fractional integral—for a € (0, 2),

|V|—“f<x>=ca/ AN @.11)

R2 ¥ — y[>7e
For positive powers, we have a similar formula—for a € (0, 2),

SO = fO)

VI*f(x) =Cyup.v.
[VI* f(x) aD ke Jx — y[2ta

see Cordoba and Cordoba (2004, Proposition 2.1). Next, we have the following result
(Cordoba and Cordoba 2004), see also Theorem 2, (Chamorro and Lemarié-Rieusset
2012) for a more refined version.

Lemmal Forp:1<p <o0,acl0,2]and f € WP (R?),

[R2 | FIP2FOLVI £1(x)dx = 0. (2.12)
If in addition, p = 2", n = 1,2, ..., there is the stronger coercivity estimate
1 a
fRz FOIP2FOIVI flx)dx = ;uwwwﬁn;mz). (2.13)
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Finally, for p € [1, 00), a € (0, 2),

/ |fOIP2 FOIVI fl(x)dx > —IIf|I2 o (2.14)

- (RZ)
2.4 The Function G

The function G defined by G(p) = e 1P, p e R? will be used frequently in the
sequel. We list and prove some important properties.

Lemma2 Forany p € [2,00]and o € (1, 2),
(1+ &%) G@E), (1 + [EHVGE) € Lg (2.15)

In particular, G, VG € L'(R?) N L®(R?).

Note For o € (1, 2), the function G does not belong to L2(3), due to the lack of
smoothness of G at zero (or what is equivalent to the lack of decay of G at 00).

Proof For the L? estimate, |G||;2 = [|G||;2 < 00. Since | - [2G(-)(p) = —A,G(p),
we obtain by Plancherel’s,

~ T 1  a
HEPGE) 2 = 1A,G(P)ll2 = 1A pe™ P12 = (3 + ;ap)(e PO L2 (pdp)-
where in the last identity, we have used that G is a radial function. But, (8pp

Fo0) (") = —aa = 1)p" e " 4o Ne 0" Therefore, [5G (€)1l
I + I, where I} = ||p* 2e=""||2 I = ||pX@—De=r" |2 We have

L2—

L2(pdp)’ L%(pdp)*

1 1 00
2a—2)+1 ,—2p¢
I 5/0 —p2(2—a)—1 dp +/1 0 e pdp.

Since 2(2 — a) — 1 < 1, the first term is bounded. The second term is also
bounded by the exponential decay, whence I; is bounded. The second term, I, =
| p2@—De=r|2 L2(pdp) is also bounded—no singularity at zero and exponential decay
at co. This proves the L? estimate.

For the L™ estimate, we can use the Hausdorff~Young’s to bound ||G| e <

|Gll,1 < oc. Similarly,

o0
HEPGE®) e < 18,8(PIp1 < ala - 1)/ “2¢0" pdp + /0 P2« pdp

< ala — 1)/ 0% le™dp + « / p2 e " dp < o0.
0 0
Now the interpolation between L? and L™ yields (1 + |£]?) G(£) € L , 1 < p <oc.
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Regarding the claims about VG, note that | - |2VG(p) = —Ap[pé(p)], whence
by Plancherel’s |||§|2VG||L2 = ||Ap[pe_|1"a]||Lz < 00. The last conclusion follows
easily from an identical argument as the one above, as the central issue was the singu-
larity at zero for || A pe_“’ ) 2. Now the situation is better as we multiply by p, which
actually alleviates the singularity at zero. Similar argument applies to |||£|>V G|,
so we omit the details. O

The following Lemma will be used frequently in the next sections—it is an easy
consequence of the Hausdorff—Young’s inequality.

Lemma3 Leta > O, then foranyt > 0and 1 < p < o0,

le™ ™ fliee < Cll fliLr (2.16)
« _1
le VIV fller < Ctma | fllLe (2.17)

Proof Clearly,
eIV f = / Gy(x — ) f(dy

—_ ~ 1 o
where G;(p) = G(t« p). Then [le™" V" fllo < IGlIp1ll fllLr = CllfllLr, where
C =Gl (Rr2)-

v _1 -1
eIVl Vil =t « <Ct o fllrr,

f VG (- — ) f(y)dy

Lr

where C = ”VG”LI(RZ) O

2.5 Kato-Ponce and Commutator Estimates

The classical by now product rule estimate, usually attributed to Kato—Ponce, can be
stated as follows.

Lemma4 Leta € (0,1)and 1 < p,q,r < 00, s0O that% = 37 + % Then, there exists
C=Cpqra

NVI“Lfgllier = CpgraUIVI® fllallgller + 1VI“glizall fllzr)

We also make use of the following Lemma from Hadadifard and Stefanov (2017).

Lemma5 Let s1, 52 be two reals so that 0 < sy and 0 < sp —s1 < 1. Let p,q,r be

related via the Hélder’s L = % + % where2 < g < 0o, 1 < p,r < oo. Finally, let

p
V -V =0. Then for any a € [s» — s1, 1]
VTSIV, V- Viglie < CHVIV L[V 4 (2.18)
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In addition, we have the following end-point estimate. For s; > 0, 52 > 0, 53 > 0 and
s1 < 1,83 < 1,8 <81+ 83, there is

HVITHIVIZ, VTSV - Vgl < CIV e IV 5. (2.19)

2.6 A Variant of the Gronwall’s Inequality

We shall need a version of the Gronwall’s inequality as follows.

Lemmaé6 Leto > 0,u > 0,k > 0anda € [0, 1). Let Ay, Az, A3 be three positive
constants so that a function I : [0, 00) — Ry satisfies [(t) < Aje™ 7T, for some real
y and

e—a(r—s)

T
I@)sAyf”V+A3/ ——— T [(s)ds. (2.20)
o (min(l, [t —s|)4

Then, there exists C = Cq o, 11.,y> SO that
1(7) = Caopiey (1 + [A1l + [A2] + [A3])e™ ™.

The proof of Lemma 6 is rather elementary, but we provide it for completeness in the
“Appendix B.”

3 The Operator .Z in L%(2): Spectral Analysis and Semigroup
Estimates

3.1 Spectral Theory for &

The following result discusses the spectrum of .Z.

Proposition 1 Let £ be as defined in (2.8), then

(1) The discrete spectrum: Let k € N U {0} be fixed and o = (01, 02) be such that
|o| = o1 4+ 02 = k. Then the function ¢, (§) defined by

¢ () = 3/'97°G, (3.1

is an eigenfunction of £ of the multiplicity greater or equal to (k'}gl) =k+1
related to the eigenvalue by = 1 — iﬂ In fact,

3-B+k

Od(f)g{)uke(c:)\kzl—
o

;k=0,1,2,-~-}.

(2) The continuous spectrum: Let . € C be such that Ry < —é and define, ¥, € L?
such that

U (p) = |pl~“re Pl (3.2)
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Then ,, is an eigenfunction of the operator £ with the corresponding eigenvalue’
A=1 +;L—3?Tﬁ.lnfact,

aess(z)g{xeC:mA51—4_ﬁ}.

o
Proof Regarding discrete spectrum, we start with a calculation, which will allow us to

identify some of the eigenvalues. Let ¢o(£) be a radial function, i.e., ¢0( p) = g(ph.
Then

3”%(p)

— 1 —
—IVI%¢o + & - Vedo(p) + (1 + L) $0(p)

_ 2 1 & - B—1\ ~
—mwwwr7ﬁmm—5§:m%mwn(}+i7)mw>

j—l

ﬂmgmrwmw——zmgwnu O+é—>mw

(1 + L) $o(p) + (— Ip1“g(ph — alpl g/(|p|)> (3.3)

Now if g satisfies,

1
—Ipl“g(ph — i g'(ph=0 (34

then clearly A = (l - %) is an eigenvalue for .Z. The solution of (3.4), gives the

eigenfunction, d%(p) =e P orgy =G
Now, let ¢ be an eigenfunction corresponding to the eigenvalue Ay = (1 — 3_544'1‘),
that is

L () = (1 - S_Z;Hj 2 35
Taking a derivative 8; in (3.5), we obtain
(1 - 3‘:;“‘) 0 = LD E) = VI + ;& - V)
+ (1 + %) 9Pk
= VIOt L0+ £ V(0

+ (1 + ’3—) 91(6)

7 Note however that all this eigenvalues are not isolated; hence, they are in the essential spectrum.
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1
= Z[0j¢] + Eaﬂﬁk-
It follows that

;o

3— k+1
Z10;px] = (1 _ %)

It follows that

0j¢k. Thus, we have identified a family of eigenvalues and eigenvectors as follows.
Fix k € N, and let (01, 02) be so that o1 + 0o = k. Then, by induction, for the
function ¢y := 37357 ¢o, we have (3.5). Note that what we have proved so far does
not guarantee that there is not any more discrete spectrum, but merely an inclusion,
as stated. o

Regarding essential spectrum, we compute .£v,,. From the calculation (3.3), we
have

1 - %ﬂ) is an eigenvalue, corresponding to an eigenfunction

J— —3\ -
LY (p) = (M +1+ ﬁT> Vu(p),

whence v, is an eigenfunction. Indeed, ¥, € L2(2), when fu < —%. This is easy
to see with a computation similar to the ones performed in Lemma 2.

oo
R 1 _ _a
HEP Y72 = 1A pYul7. = fo @+ 300 e P pdp.

The worst term (when o > 1) is exactly fol p~B+2¢mdp which converges for i <

1
— O

3.2 The Semigroup e™%

The following proposition yields an explicit formula for the semigroup e™ . This is
an extension of the formula established in Gallay and Wayne (2002a).

Proposition 2 The operator £ defines a Cq semigroup on L?>(2)(R?), L. In fact,
we have the following formula for its action

€7 f)(p) = 17O o ), (3.6)
-8y _ .

@ HE) = f G (5 7) fleEmdn, (3.7)
a(t)e JR? a(t)e
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where a(t) = 1 — e . In particular, for 1 < p < o0,

1—
1" Flir < Ce™ % ~@ )| £l (3.8)
-ZL-2yr

o

"LV fllr < C I f e (3.9)

a ('C)é
Remark Note that a(t) ~ min(1, 7). This will be used frequently in the sequel.

Proof The generation of the semigroup would follow, once we prove that the function
~ _3=8 a = _z . A /\

g:8(z, p) = = )Te=a@IPl" £ (p.e~u) satisfies 9; 8 (7, p) = Lg(t, -). Clearly,

20, p) = f(p),s0 g(0,&) = f(&). Next, we compute 9 &(t, p). We have

~ 3— / ay 7y - 1 = 7 -z
0:8(z, p) = [(1 - Tﬂ —a(@Ipl")f(p-e =) — -¢ «ap-Vyf(p-e a)}
ot1=38) —a@pl”

-3 A
= (1 + ﬂ7> g(t, p) + (a(r) — D|p|“&(z, p)

1 = —~ _z _ p
—;e ap-V,f(p-e a)ef(l ) a(r)\pl

where we have used the relation a’(t) = 1 — a(z). Next, by (3.3), we have

2
. 1 . —3\ .
Zg(t, ~)=—|p|"§(f,p)—;§ pjajg(f,p)+<1+—ﬁa )g(f,p)-

j=1
But,
1 2 T T T
— Zp, 0j8(z, p) = — ij(—aa(t)pjlpl"‘_zf(p-e’E) +e’58jf(p-e’a)>
] 1 j=1
(=28 —am)|pl®
= —a@|pl F(p-ei)er 1= e a®pl
%e—él, Vpfp eyt 1= eamIpl”,
Altogether,
Lg(t.) = —pl%4(z. p) +< )g(f p) ta(@)|pl*g(z, p) —

——e ap \v4 f e a)ef(l .5 e—a@Ipl”

An immediate inspection reveals that 3, g(z, p) = f?(?;)( p) and so the semigroup
formula (3.6) is established. The formula (3.7) is just a Fourier inversion of (3.6).
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Regarding the estimate (3.8), we proceed as follows

1—1=8_
1||L1||f<ea>||u—e< @Gl f .

1-8
e fllr <= 7)G aork

For (3.9), note that integration by parts yields

- - :
@29, £)(&) e—/RZ G <$—?) (dj f)(e=n)dn

a(t)s a(r)a
1-Ebe _
- e—/ e (é )f(ean)dn,
a(t)e JR? a(r)
whence
(=22
1™V F)E)llrr < — VGl fllLe.
a(t)«

O

We need a variant of Proposition A.2 in Gallay and Wayne (2002a), which discusses
the commutation of the semigroup with differential operators.

Lemma 7 We have the following commutation relation for 'L

Ve'? = eae™ ¥V (3.10)

Proof Letu(x,7) = e’ f(x), then u satisfies the following equation

u; = ZLu,
u(0, x) = f(x).

Clearly, taking a derivative 9; in (2.8) yields, for j = 1,2

@ju)r = 3j(Lu) = Ldju+ Lo;u,
dju(x,0) =9; f(x),

which has the solution 9ju(x,7) = et[ngé]ij(x). In other words Ve™? =
exe™?V. o

3.3 Semigroup Estimates
We need to address an important question, namely the behavior of the bounded opera-

tors e’ on L2(2). The next Proposition does that. More precisely, we are interested in
the decay of the operator norms ||eT$ l22(2)— £.2(2)- Importantly, good decay estimates
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only happen, when the functions have mean value zero. The proof of this proposition
will be given in “Appendix D.”

Proposition3 Let f € L2(2), f(0) = 0and y = (y1,72) € N2, |y| = 0,1 and
0 < € << 1. Then there exists C = C. > 0, such that for any T > 0,

e 1—¥+e T
VY @ P2y < C————11fl2)- (3.11)
a(t) «
or
_lvl
T, T <1

V7€ P2y < Cllifllzze - (1 10)e (3.12)
e

3.4 The Decay Estimates for e’ Givea Description of the Spectrum of ¥

In this section, we show that the spectral inclusions in Proposition 1 are actually

equalities. We also compute explicitly the Riesz projection &2 onto the eigenvalue of

Z with the largest real part. In Proposition 1, we have already identified G as being
3-8

an eigenfunction for £’ corresponding to an eigenvalue Ao = 1 — =_=. On the other

hand, applying Proposition 3, for functions with f (0) =0and y = (0, 0), implies

1-2£ 4
||er‘$f||L2(2) = Cee< “ G)T”f”LZ(Z)‘ (3.13)

Denote the co-dimension one subspace Xg = {f € L2(2) : f (0) = 0}. Clearly, the
operator . acts invariantly on Xy, since for every f € L?(2) : [ f&)dE =0, we
have [po & -V fdé =0, whence [ .2 f(£)dé = 0.

Introduce %) = .Z|x,, with domain D(%) = D(Z) N Xo = H* N Xo. By the

Hille-Yosida theorem, this estimate (3.13) implies that the set {A : A > (1 — 477'3)}

is in the resolvent set of .%p, since the integral representing (A — .#)~!, namely
fooo e e’ dr, converges by virtue of (3.13). Combining this with the results from

Proposition 1, we conclude that 0 ((Z) N {A : RA > (1 — %)} is a singleton—the

eigenvalue Ag = 1 — % which is simple, with eigenfunction G. We conclude that

3-— 4 —
o(&) = {1 - —ﬁ} U055 (L); Oess (L) = {)\ DA< (1 - _‘B>} )
o o
Moreover, its Riesz projection &, a rank one operator, is given by

2r = ([ ree) 6
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Clearly, such an operator is well-normalized, since L@g f = (G, 1)Pyf =
G(O) Pof = Py f, since G(O) = 1. The projection 2y := Id — &, over the com-
plementary part of the spectrum, satisfies £y = 2y 2y. Also, 2 : L%(2) — Xo.
Now, (3.13) can be reformulated as

e 17¥+e>r
IV e fll120) < Ce———— 1 fl122)- (3.14)
a(t)«

for any function f, since ef”%f = ™2 9, f and the entry 2 f has mean value
zero, so (3.13) is applicable. In addition, we can derive estimates for the action of the
semigroup e’ on L2(2), without the mean value zero property f(0) = 0.

Proposition 4 Let f € L?(2). Then, there exists a constant C, so that

3-8
1-==)7

e
VY @ Plllz2a) < C———— 1 fll20)- (3.15)

a(t) «

Proof We use the decomposition

f=20+20f=(f.1HG+Lf—(f. 1G]

Thus,
el'c.(ff — (f’ l)ef(l—¥)G + e'[f()[f]

It follows that

€™ fll 22y < CI{F, D]t a>||G||Lz<z>+cee( @ f>’||f||m)

3—

B
< Ce" T Fll 22y

where we haveused (3.14) and |[(f, 1)| < C| f1l.2(2)- Similar estimates can be derived,

1274

as before, for |V|¥e™, we omit the details. m|

4 Local and Global Well-Posedness of the SQG

The local and global theory of the Cauchy problem for SQG has been well-studied in
the literature. Local and global well-posedness holds under very general conditions on
initial data. Regardlessly, we will present a few results for our problem (1.3). This is
necessary, since we assume a nonstandard relation between « and z, but also because
we need precise properties, beyond the scope of the well-posedness. Then, we will
turn to properties of the rescaled equation, (2.7). We will do so, both in L? spaces as
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well as in L?(2) spaces—the reason is that we will use some of our preliminary results
as a priori estimates in the subsequent Lemmas.
Our first results are about the well-posedness of the standard model (1.3) in L?

spaces.’

4.1 Global Well-Posedness and a Priori Estimates in LP Spaces

Lemma 8 Suppose that zo € L' N L™ =: X. Then, (1.3) is globally well-posed in the
space X. Moreover, for every p € [1,00], t — |z(:, t)||Lr is non-increasing in time.

Proof We first prove the local existence of the strong solution in the space
C ([0, T); X), that is, with T to be determined, we are looking for a fixed point of
the integral equation

t
2(6) =e V7 —/ e IVEY (- 2) ds. 4.1
0

According to Lemma (3) eIV

t € (0, T), consider

20llLinze = CollzollLinze. For any T > 0 and

1
06122 1= [ &IV -z ds,
0
where u1 is given by u; = (VH)=Bzi.Fort € (0, T), using (2.17)

[ o [ 1
1021 (1), 22(0)) I .1 =|\f e INVEY @y - 20) dsll g 5C/ 1 - 22) |l 1 ds
0 0 (t—s)a

1
<Ct'"@ sup Jlui(s, )l sup llza(s, )l

0<s<T 0<s<T

-1
ST 7w sup (lzi(s, Il 2, + Mz, )l 2 sup llzals, )l
T LB LB o<s<T

0<s<

-1
ST 7« sup lzillx sup llzallx.
0<s<T 0<s<T

where we have used the Sobolev embedding estimate (2.2). Similarly,

-1 -1
191, z2)llpee = CT " sup lupllze sup flzaflpe < CT 7« sup [izillx sup [lz2llx-

0<s<T 0<s<T 0<s<T 0<s<T
Finally, following similar path, we also have

1
10(z1,21) — Q(z2, 22)llx < CT " a (Jlz1llx + lz2ll)lz1 — 2201 x-

8 The results can be made more precise, in individual L? spaces, rather than in all L? spaces. We will not
do so here, because our goal is to extend to L2(2), which is yet smaller space.
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Upon introducing Y7 := {z : supg<,<7 lI2(¢, )llx =< 2Collzollx} and taking into
account the estimates above, we realize that the mapping (4.1) has a fixed point in the
metric space C([0, T], X), for small enough T = T (]|zo]lx). In fact, the argument

shows that 7 ~ [|zol y* .

For the global existence, we need to show that the ¢t — ||z(¢, -)||L» does not blow
up in finite time. In fact, we show that the t — ||z(z, -)||» is non-increasing, which
will allow us to conclude global existence as well. To that end, we dot product the
Eq. (1.3) with |z|P 72z, p € (1, 00) to get

1 -
p R?

By the positivity estimate (2.12), we have fRZ |V|%z - |z|P~2zd¢ > 0. Therefore,
8,||z||[L7,, < 0, and r — ||z(¢, -)||L» is non-increasing in time. For p = 1, p = oo the
monotonicity follows from an approximation argument from the cases 1 < p < oo.

O

Our next result is about a priori estimates in L? spaces, but this time in the rescaled
variable formulation, (2.7). Note that the global existence of the rescaled equation is
not in question anymore, due to Lemma 8. However, we show precise decay estimates
for the norm of the solution Z. This fairly elementary Lemma already shows the
advantage of the rescaled variables approach and its far reaching consequences.

Lemma9 Let Zg € L' N L®R?), a € (1,2),0 < B <2 and p € [1, 00). Then the
unique global strong solution Z of (2.7) satisfies

Y O Il |
1Z(@) e < | ZoliLre (7-1-), (4.2)

Proof If we dot product (2.7) with Z|Z|P —2, we have by the positivity estimate (2.12),
-/RZ |V|*Z -|Z|P~2Zd¢ > 0. Furthermore, using the divergent free property of U ()

1d P 1 -2 -2
——NZlpy = = [ E-VeDZIZIPTdé — [ (U - VeZ)Z|Z|P™"d§
pdr o

g—1 B—1 2
+<1+— 1z, =(1+~————=—)1ZI¥{,, 43)
o o ap

therefore, we arrive at

1d 2 B—1
;Enznfp - (@ -1- T) 1Z|y, <o.

Now we use the Gronwall’s inequality to finish the proof. O

The Lemma above shows a priori bound for ||Z(z, -)||zr, for any p € [1, oo], and
a decay rate for p < #ﬂ_l, but it is not giving any decay rate for p > # On
the other hand, as we shall see later, the decay rate predicted by Lemma 9 is in fact
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optimal for p = 1 (but certainly not so, for any other value of p). We can bootstrap the
results of Lemma 9 in the next Lemma to find, what it will turn out to be, the optimal
decay rate for any p > 1.°

Lemma10 Let Zg € L' N L®R?),1 < p <ooanda € (1,2), a + B < 3. Then,
there exists constant C = C, o g, so that the unique global strong solution Z of (2.7)
satisfies

_ (3=«
1Z(t, e < CpapllZolpinpee T 0. 4.4)

Proof Recall that the estimate (2.14) is available to us. Taking dot product |Z|f’_ZZ
and taking into account (2.14) which implies [p> [V|*Z-|Z|P~ 27dg > Cp, a||Z||

o(

We further add C||Z ||§ », for some large C, to be determined. We have

.B_ 2 p
”Z”Lp+C||Z||Lp+cpa||z|| 2 _<C+1+T_@ 1Z1z»

By Gagliardo—Nirenberg’s, with y = 2§p2ia, 1ZlLr < ||Z||V ||Z|| , whence

by Young’s inequality

1
;—IIZIILp +CIZI, +Cpa||Z||p

—a

p—1 2 1
§<C+1+———— 12177, 12175
o ap

<elZl”,, +
L=

A

1d -
;EllzllprrCIIZIIip = = I1ZII7,

3—p—a
p —
1Zol} e~ 7"

IA

where we have used Lemma (9) to estimate || Z(z, -)|| ;1. Denoting o := (3_5%) >0,
select C =  + 1. We have

I'(t) + pu+ DI(z) < DI Zoll} e PH7,

9 For generic data.
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1
(w24t 2T

where I(t) = |Z(D)|},, D = pITTy L . Now we use the Gron-
T=y
Cu

wall’s inequality to derive the estimate
D
I(r) < e PWHDT10) + = Zo||] e P17
p

Taking p”* root and simplifying yields the final estimate

D\ —UT D 117 —HT
I1Z(@) e = ([ Zollzr + o 1 ZollL)e™™ < (I + » WZollrngeoe™

For the case p = oo, we take limits in the previous identity, for fixed t > 0, as

1
p — oo. Note that by the explicit form of D, lim, (%) " =1, so (4.4) holds
true in this case with C = 2. O

4.2 Global Solutions and a Priori Estimates in L2(2)

From the previous section, we know that the SQG equation in its standard form, namely
(1.3), has global solutions in L”. Thus, the rescaled equation (2.7) also has unique
global (strong) solutions in L”. We now would like to understand the Cauchy problem
in the smaller space L*(2). In particular, even if the initial data is well-localized, say
Z(0,-) € L?(2), it is not a priori clear why the solution Z(t) will stay in L2(2) for
(any) later time T > 0. In other words, one needs to start with the local well-posedness
for (2.7), and then, we shall upgrade it to a global one, by means of a priori estimates

on || Z(T) ||L2(2)‘

Theorem 3 Suppose that Zy € L*(2)(R*) N L®(R?) =: X. Then (2.7) has an unique
global strong solution Z € C°([0, oo]; L2(2)(R?) N L>®(R?)), with Z(0) = Zo. In
addition, there is the a priori estimate

_ 3—a—B
I1Z(T)l2)nree = Ce r( “ )||ZO||L2(2)mL°°v 4.5)

where C is an absolute constant.

Proof We set up alocal well-posedness scheme for the integral equation corresponding
to (2.7), with initial data Z(0) = f, namely

T
Z(t)=e"Lf —/ "Ly (UZ) ds, (4.6)
0
where U = Uz = (|V|J-)_/3 Z. We have, according to (3.8) and (3.15),

_1=p _3=8
||Crgf||L2(2) + e flipe < CEe1™a )7 4177 O ll2@ynee
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Thus, with 7 < 1 to be determined later, set

_1= _3B
=(Z(r.) e X sup [ Z(s,)llx =2€ (17 + 170 ) | £lx),
0<s<T

where the bound in Y is selected to be twice the value of the bound above, at T = 1.
For the nonlinear term, we have for each t € (0, T'),

v U=
< c/ o UL ()Za(s)lds <
Loo 0 a(t —s)«

T
/ eTIELNY Uy, Z,) ds
0

T
1
<C sup |UgzllLe sup ||ZZ||L°°/ —ds <
0 (t—s)«

0<s<T 0<s<T

_1
<CT'"% sup (|Zi 2+€+||le| ,,e) sup || Z2]l =
0<s<T 0<s<T

<CT" % swp | Zillx sup [Zalx.

0<s<T 0<s<T

where we have used (3.9), e(l_z;i)(f_s) <3 a(t—s)=1—e"T9 ~ (1 —y),
for 0 < s < t < 1, the Sobolev embedding estimate (2.2) and finally the fact that
X = L*2)NL>® < L' N L. For the other norm in the definition of X, we have

by Lemma 7,
[
= e
L2(2) 0

(B ()
<c / U2 ) - Za®)ll 20y ds <
0 a(t —s)«

T WUz, - )l ds

T
/ TIVLY Uy, - Zy) ds
0

T
1
= C sup [[Uz ()|l sup IIZz(S)IILz(z)/ (—ds

1
0<s<T 0<s<T T — s)&

<cr'tu sup [[Zillx sup [1Z2l12(p)-

0<s<T 0<s<T

Having these two bilinear estimates allows us to conclude that for sufficiently small

T, of the form T ~ | f|l* x ' (which should also be taken T < 1), we have local
well-posedness in the space X.

Regarding global existence in X = L?(2) N L>®, we obviously need a priori
estimates for the solution to prevent potential blow up. We already have those in
L and in L2, by the results of Lemma 10. Thus, it remains to control the norm
J(1) := [p2 1E1*1Z(x, &)|?dE. To this end, take a dot product of the Eq. (2.7) with
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|E|*Z. We have
aféfwzzds+/|s|4|V|“Z-st=
- é/@vgznsr‘z dé—/(U'VsZ)|$|4Z dé 4 (1 +?)/|s|4zzds.
We first analyze the terms on the right-hand side. Integration by parts yields
é/@-vszm“ms - —2/|§|4zzds; [w-vipierzas
- —2/ £ - U)Z2de.

Note that by Young’s inequality, we have for all € > 0

V@F(&U)zzds < c/|s|3||U||Loozz<s>ds

<e f EFZ2E)dE + Ce U 1212

By the Sobolev embedding (2.2) and Lemma 10, we have

3—ﬂ—a)r

Ul <C|( Iz V4 < Ce e
Ul < (ll IIL%+€+|| lngg)_ e

where C = C(Zy). So for every € > 0, we have the estimate

3—ﬁ—a)

' / E12(€ - U)ZdE| < € / 14 Z2(&)dE + Ce e 070

The term f |E|*|V|*Z - Zd& will give rise to some harder error terms (involving
commutators between the |V|%/2 and the weights), which we need to eventually con-
trol. It turns out that the most advantageous way to reign in the error terms is to split
the weight |£|* between the two entries. More precisely,

/Iél“IVI“Z-ZdS =f|§|2|V|°‘Z-|5|ZZd§ = (|E}|VI*/2[|V|*/? 2], |£1* Z)
(IVI*21EPV 220, 1EPZ) — (VY2 16NV 21, 1617 Z)
(EPIVI2Z1, IVIPRIE R ZY) — (V1% 18NV 21, €12 Z)
(EPIVIY2Z, 182V Z) + (E1PIVI*2Z, [IVI*%, 15171 2)

—([IVI¥2, €PNV 21, 1€ Z)

:/|s|4||V|%Z|2ds+<|s|2|V|“/2z,[|V|“/2, 1£1%12)

—([IVI*2, [EPIIVI2 21, 1612 Z).
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Denote the error terms E = (|€|*|V|*2Z,[|V|¥/2, |€]121Z) — ([|V|*/?, €2
[|V|*/2Z], |&€|>Z). Putting it all together implies

l 4—0( — a 3—B—«a
AR (Tﬂ —e) J(7) +/|s|4||V|fZ|2ds < |E|+ Ce 3707 =)

SNERIVIE2ZI 2V, 1E1P1Z) 2
3—B—a
IV, EPNVIPZU 2 NEP Z o + € e 7). 4.7)

m}

At this point, it becomes clear that we need to control the commutator expression
above. In fact, we have the following Lemma.

Lemma 11 Let « € (1, 2). Then, there is C = C,, so that
VI, 1ER fll2mey < CHIERPTE fll2me)- (4.8)

We postpone the proof of Lemma 11 for the “Appendix,” see Section C. We finish
the proof of Theorem 3 based upon it. By Gagliardo—Nirenberg’s inequality

a

2-¢ PR Sl ST
NE2gll 2 < NIEIgH, . gl

Continuing with our arguments above [see (4.7)], we conclude from Lemma 11 that

1 4—a—-p
57+ (T - e) J(@©) + NEPIVIPZIZ, < ellEPIVI*2ZI3,
3—B—a
+ellEPZI72 + CllZI3, + e e 0 )
All in all, for all € < 1, we have by Lemma 10,

1 4—a—p _hp(3=B-a
2/ (T - 26) J(1) < CllZII32 < CllZoll3 1y )

_3 (===
+6366r( « ).

By Gronwall’s, we finally conclude that

4—a—p

J(r) < J(0)e > e 72 4 C|| Zo)17 1 pe

3—a—B
),

As a consequence

222 = Cl1Z )
NEFZ@l2 = CliZoll L22)nr~e ~

This completes the proof of Theorem 3. O
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5 Local and Global Existence of the Solutions to the Boussinesq
System

The results of this section closely mirror Sect. 4. Consequently, we omit many of
the arguments, when they are virtually the same. There are however a few important
distinctions, which we will highlight herein.

5.1 Global Regularity for the Vorticity (@, 0) Boussinesq System in LP (R?)

Our first result is, non-surprisingly, a local existence and uniqueness result in L? (R?).
Most of the claims in this Lemma are either well-known or follow classical arguments,
but we provide a sketch of the proof for completeness.

Lemma 12 Suppose that wy,0y € LP, 1 < p < oo. Then there exists T =
T (I[(wo, B0) |l L 1nLo), Such that unique strong solutions w,0 € C([0, T); L' N L>™)
exist.

Moreover, the solutions w(t), 0(t) exist globally. In addition, the function t —
10, )llLr, 1 = p < o0 is non-increasing, [[0(t, )llLr < l6ollLr, 1 < p < o0,
while

e, )Nz < lluollz2 + £ll6oll 2.

Proof For the local existence, we work in the space X = L' NL> = NLP. The strong
solutions of the system of Eq. (1.7) are solutions of the integral equations

wE )=Vl + (e IV - w)ds — foe V9,0 ds,

0. 1) ="V + [(e VIV - 0) ds. SR
By (2.16), we have that
le™ el x + lle™ ¥ 6ollx < Clllwollx + 1601x)
One can now consider the space ¥ := {(w,0) : supg,<rllwlx + [0lx] <

2C(Jlwollx + l6ollx)}. For the bilinear forms
! o ! o

Qi(@1, ) = / eIV (- ) ds, Q2(w1,0) = / e IV (- 0) ds
0 0

where u = (V1) 1w, we establish the estimates

Q1(w1, w2) — Q1(@1, @2)|lx < CT1_$(||(w1, )|l x

+l(@1, @) lIx)(lor — @1llx + lw2 — @2llx)

102(1.6) — Q2(@1.0) | x < CT "4 (||(w1. 0)llx
+1(@1, O)llx)(lwr — @1llx + 10 — 0]l x)
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for j = 1, 2. This is done in an identical manner as in the proof of Lemma 8. It remains
to deal with the integral term fé e~ U=9IVI* 5,0 ds, for which we have

t
/ e =IOV, 6 — ) ds
0

t
1 -
scf 16— Bl ieeds
LInLe® 0 (t—9)

_1 ~
<CT'""w sup [0(s) —O(s)|| 100
O<s<T

for0 <t < T. All in all, we can guarantee that with an appropriate choice of 7', the
nonlinear map given by (5.1)has a fixed point w, 6 in the space X.

Regarding the global well-posedness, we can continue the solution, as long as the
norm t — ||0(¢, -)||Lr stay under control. First, for | < p < oo, take dot product
of the 6 equation with |6|”~26, p € (1, co) and using the fact the positivity estimate
(2.12), we obtain

1 1 _
=30, NIL, < =3 1017, +/ 017720 - |V|*0dx = 0
p p R2

It follows that + — ||0(¢, -)||Lr is non-increasing in any interval (0, ), whence the
solution is global and (|0(¢, -)||Lr < ||60llLr. For p = 1, p = 0o, we use approxima-
tion arguments to establish the same result.

Finally, we use this information to establish the global well-posedness of the u
equation in (1.6). Taking dot product with u, we obtain

s 2 1, 2 YISl
St N < 3ot N + IV Euls
= (u2,0) < uzll 210l 2 = Nlu2@®ll 2160l 12

It follows that

(e, )iz < lluolizz + 2160l L2,

which provides the necessary bound to conclude global regularity, as stated. O

The next Lemma provides a global existence and uniqueness result for the (w, 8)
system.

Lemma13 Let o > 1. Then, assuming wy € L?, 0y € H?, the Cauchy problem

(1.7) has unique global solutions. In addition, for any T > 0, there exists C =

CT*”‘“OHLZ»”@O” « > 0, so that the solutions satisfy
H?2

sup [loll2 + sup [IVI26]2 < C. (5.2)
T

0=<t<T 0<t<

Remark The constant C7 obtained in this argument is exponential in 7', which is very
non-efficient. On the other hand, it is sufficient for our purposes in bootstrapping the
solution.
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Proof The global regularity for (1.7) is of course very similar to the global regularity
established in Lemma 12. For the energy estimates, needed for (5.2), we can dot
product the first equation in (1.7) with @ and the second one with |V|*6 to get the
following energy estimate

1d

R (nwniz - |||V|‘59||iz) +VIZ0l?, + 1IVI0112,

=

/w.aleds‘ + ‘mwi,u-vw, vI%6)

=1L+ .

Then for some 0 < y < 1,

< NIVI20ll 2 1011VI7 201112 < €lllVIZwl?, + Celld11V] 26112,

112‘/60-319(15

a 2 2(1—
< ellVIZ0l2, + ClIVIeal )35
< ellVIZoll7, +€lVI*017, + Celibol? .

We also have

L= ‘mwg,u V16, IVI26)| < IIVI"20IVIZ, u - VIO 2 IV]*6]l 12

We can make use of the inequality (2.18) witha = 1,51 = s, = %, p=2,q= %

_ 8
and r =  to get

8
F—a

8
—a

NVIZE0VIE u- VIOWI 2 < ClIBl s [ Vall,

o
<C|6 w <C|6é VItw
= Clitoll s lleoll s = Cliooll s [IVIZoll2

7
R
< Clooll, s 11VI3 0l Ll .

where we have used the Sobolev embedding and the Gagliardo—Nirenberg’s inequality.
Then,

o 1
I < €|Vl +€llIVI*0117 + Celiboll, s ol 1)*.

1

Therefore, fore < 5, we can hide the terms ||| V| 3 a)||i2 and |||V|*6 ||2L2 and we obtain

d o a
E(nwniz + |||V|29||iz> = Clitoll” s (nwniz + |||V|29||iz> +Cloll7.

We use Gronwall’s to conclude (5.2). O
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5.2 Some a Priori Estimates for the Scaled Vorticity Boussinesq Problem (W, ©) in
LP

We now turn our attention to the scaled vorticity system. By the results of Lemmas 13
and 14, such solutions exist globally, by virtue of the change of variables. Now that we
have a global solution, together with the global estimate (5.6), we can actually obtain
global a priori estimates for ® in all L? spaces.

Lemma14 Let p > 1, and ®y € L' N L®(R?) N H*(R?), Wy € L. Then for any
T>00c¢ CO([O, t]; L?), there exists C = Cq, ) such that

p_1_2
1Oz, )Ly < CapllO0llpgeye® @7, (5.3)

Proof We take a dot product of the ® equation in (2.9) with |©1P720, p > 1. We
obtain

1 _ 1 2
_aT”@”Zp +/ IVI“®|0|P 2®d§ = (2 - - _) ”@)”121"
p R2 o ap

Recall however that fRZ IVI*®|e|°P _2®d$ > 0, by Lemma 1. Thus, integrating this
inequality yields (5.3). O

Lemma 14 provides us with a decay rate for ®(z,-) for 1 < p < 20‘%, but clearly
an increasing exponential bound for p > % However, we can use it to get a decay

rate for any p > 1.

Lemma15 Let p > 1, and ®y € L' N L®(R?) N H*(R?), Wy € L. Then for any
>0, 0¢ecC'0,r]; L?), there exists C = Cq,) such that

_3
1O(t, )ILr < CapllOollpreye® " (5.4)

Proof Similar to Lemma 10, we have the following energy estimate

1 » » 1 2 »
;a‘L'”@”LP +Cp,ot||®||L 2p = (2 - (; - EN'@”LP

—u

In other words

1 2
= OI7, + pepal®lf 5, <p2———-)O|f,
o ap

L2—«a

1 2 .
< (2 - —) o1, 1ej "
o ap L

—a
1

—= Y
I-y

PC-i-3)]"
o ap 1—
< el o) ”
€ L

2—a

1 2
=p <2 - —) el +6||®I|Z@_.

ap 2—a
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Now we use (5.3) with p = 1 to get the following energy estimate

1 2 1 2 _3
3NOI7, + (pepa =GN 5, < p2——=— -, < p2 -~ — )P,
= o ap o« ap

Finally, we use Gronwall’s inequality to finish the proof. O

We can use above Lemma to find some decay rate for U (7, -). We need this to be
able to get some bounds for W in higher L? spaces.

Lemma 16 Let Uy € L2(R2). There exists C = Cq,p, such that for any © > 0,
U € C°(0, t1; L?) and

23
U, Iz < Ca,pIIUolle(Rz)e( ">T~ (5.5

Proof If we dot product the equation (2.10) with U, we get the following relation

1 o 1 1
EafnUuiz +IIVIZULZ, = 5/@ -VU)UdE + (1 — ;)uUniz +f® -Udé.

Then
ar||U||L2+2|||V|2U||L2—2(1 )IIUIIL2+ 0-Ud¢
2
=2\1-- U7 + 181 21U 2
2
<2(1=>+¢) WU +CelOl:
2 3
<2 ( - e) U7z + Cee?®a)".
We finish the proof by the Gronwall’s inequality. O

The next lemma provides a priori estimates for W and ® in L? spaces, which allows
us to conclude global regularity.

Lemma 17 Leta € (1, %), Wo € L2. Then the solution W of (2.9), satisfies

3
IW (T, )2 + 10, 2 < Ce®a)T, (5.6)
T
sup / <|||V|2W<s)||iz + |||V|2®(s>||iz)ds <C 5.7
0<t<00 JO

Sfor some C = C(||Woll 12, |®0ll 2, &), independent on t.
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Proof We dot product the first equation in (2.9) with W, and the second equation with
®. We also use the trick from Lemma 10—we add the term A(||W||i2 + ||®||i2),
where A is a large constant to be determined. Then

1d 2 2 2 SR a2
S IWI7. + 10172 ) + AAWI7. + 18172) + IIVIZ Wi, + IVIZ 6],

1 2
a]@)st;‘ + <A—|— 1 - &) W2, + (A +2- E) 1912,

But by Gagliardo-Nirenberg (and taking into account that 1 — 5 < 5 ) and Young’s
inequalities,

‘/al@st < VI 2002 IVIZW2 < elllVIZO]2, +€llIVIZWIZ, + Cc|O]3,

o a _3
< elIVIZO)2, +€l|IVIZWI[3, + Cce? @),

where we have used the estimate for ||®|| ;2 from (5.3), with p = 2. We also have

1 1 2(1—
(A“‘a) W2, sc(A+1—f) ||VU||22§C(A+1—*> Wi+ zoRg

2(1—

<cfa 1—7 v|? Y < IVIE W
+ ||UH 2 IIVIZWI, <ellVIZWI;2

[C(A+1—é)]ﬁ ,
+ - 112,

el-r

L
[CA+1-PITT 503,
Lari—al 7, .

S w2
< elIVITWIZ, +
el-r

Considering the estimate for ||®||;2 from (5.3)(with p = 2)

d o
a(uwniz + ||@||iz> +2A(IWI2, + 1012,) +2(1 = 20) [ [VIZ W2,

+2(1 - 20)[IV]2 0|3,

1
2[C(A+1 — )]17
<

= A
el-v

o222t

We choose A = 2(% —2) (recall e < %). Then the last relation has two consequences.

First we can drop the term 2(1 — 2e)|||V|%W|| +2(1 — 2e)|||V|2 ®||L2,

1
d 3 [CE =TT L, 3
a(nwniz + ||®||iz> +4 (; - 2) (w12, +1012,) = B a— X7,
14

eT-
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and then use the Gronwall’s inequality for the following inequality and get the decay
rate (5.6). The second consequence is that we get

Ce
23 —2)°

o

T
fo NVIEWON3, + 1IVIZO®7,)dt < <||Wo||iz + ||®o||iz> +

This implies (5.7). O

We shall need some a priori estimates for ||W | p» for some p > 2, as these will be
necessary in our subsequent considerations. This turns out to be non-trivial. It turns
out that it is easier to control |[W| g1, |®] 51 and then use Sobolev embedding to
control |W||Lr, |®|lLr, 1 < p < oo. In this way, we get the control needed, but we
end up needing to require smoother H'! initial data.

Proposition5 Wy, ®¢ € H'. Then, the global solution satisfies W, ® € CO([O, T];
H'(R?)). Moreover,

(s
W@ g +110@)][g1 = Ce™ e (5.8

C=C(Wollg1, 190l g1, @), independent on .

Proof Local well-posedness in the space H', for the original (unscaled) equations
works as in Lemma 13, so we omit it. Thus, we have local solutions for the scaled
system as well. We now need to establish a priori estimates to show that these are
global.

We differentiate each of the equations in (2.9). Then, we dot product it with'® W
and 0© respectively. We add the two resulting equations to obtain the following energy
inequality

1d a o
55(nawniz - ||a®||iz) +NVIET W, + VT e, <
1 1
< |/ala®ast| + <1 — 5) 1OWIZ2 +2(1 = )90, + [QUVW, 3W)|
+(dUVO, 90)].
By Gagliardo—Nirenbergs’ and Young’s

IOW 2, + 19012, < e(IVIZH W2, + IVIZHO12,) + C(IW 2, + 10]1%,)

Next,

'/ala(aavvds < CIIVIEH O IV W2

<e(IVIZH W2, + IVITT012,) + C W2,

10 Here § means either d1 or 7.
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where in the last estimate we have used that 2 — % <1+ % Finally,

(U - VW, dW)| = [(V - (QUW), aW)| < CIVIZH Wl 2llIV|'~2 QU W)l|2
IVIZHWIZ, + C VI 2 U W12,

IA

By product estimates, lemma (4) and Sobolev embedding

NVI'=2@U W2 < cUIVI'=2au) s Wl s +1IVI'" 2w 28Ul 5)
L4« L L4 L«

1y

< VI FaU 191 = E W2 < VI Ewid, < vt i, i Wi,

where we have used dU ~ W (in all Sobolev spaces) and Gagliardo—Nirenberg’s.
This allows us to estimate by Young’s

3a

BU - VW, dW)| < 26 |IVITT W2, + C W5

Clearly, the appropriate estimate, obtained in the same way holds for

3a

(BUVO, 80)| < 2€[||VIZH O], + C W5
All in all, we obtain

1d

R (||aW||L2+||a®||L2>+<1—6e>(|||V| w2, +viztel?,)

’3

< C(IWIST + IWIZ2 + 10172,

Set € = 10 For every A > 0, there is ¢y, 4, so that |||V|2+1W|| > A||8W||%2 —

caall W||L2 and similar for ®, so we end up with

d _3
a<uawu’iz + ||a®||iz) + A(uawniz + ||a®||iz> < Cpae®® ),

where we have used the exponential bounds from (5.6). Setting sufficiently large A,
namely A = 2(% — 2), and applying Gronwall’s yields the result. O

As an immediate corollary, we have control of the L?” norms for W.

Corollary 1 Let Wy, ©g € H!. Then, forall p € (2, 0), there is the bound
_3
W (T, )lLr < C(IWoll g1, 10l 1, @, p)e®= )T, (5.9)
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5.3 Global Regularity for the Scaled Vorticity Boussinesq Problem (W, ©) in
L2(2) N L (R?)

Let us mention that the results in this section are valid under the assumption that
o € (1, 2). The more restrictive assumption o € (1, %) comes up later in Theorem 35,
in the more subtle estimates of the evolution of the solution, projected on various
pieces of the spectrum.

The next Lemma is a local well-posedness result, which is a companion to Theo-
rem 3.

Lemma 18 Suppose that Wy, ©g € L2(2) N L°°. Then, there exists time T =
T (|(Wp, ©9) ||L2(2)mL:>o), so that the system of equation (2.9) has unique local solution
W, 0 e C%0, T1; L?(2) N L™) with W(0) = Wy and ©(0) = ©,.

Proof We are looking for strong solutions in the space X = L?(2) N L, that is a
solutions of the following system of integral equations

W) =e LWy — /

: T
e(r—s),ZV(U - W)ds + f e(f_s)‘y(& ®)ds,
0 0

O(r) =" H D@, - /T TIEH-D (W - ©)ds
0

For the free solutions, according to (3.15) and (3.8),

12 _1
TEH=D 0l 2y < CeTUIWoll 200100 + 190011202y 100)-

1e™ Woll 122y 00 + lle
For 0 < T < 1, to be determined, introduce the space

Yri=(W.0): sup (WG )llx + 10 )lx] = 2CeIWoll 2z + 1901 20)nz0)-)
<t<T

According to (3.10) and (3.15),

T =) =5 | ot—sy

Te " a
5/ 1 U - W“L2(2)ﬂL°° ds
0 a(t —s)a

T
/ TNL W . wyds
0

L2(2)NL>®

T 1 _1
SC s 1UWlpgne [ ——pd SCT7F sup (Ul sup Wl 2y
T 0 0<t<T

0<t< |t —s|a 0<t<T
and similarly

_1
<Cr'"a sup Ul sup 101200100
0<t<T

T
H/ TE -y . @)ds
0 L2(2)NL>® 0<t<T

Recalling that U = (VL) ~1W, we further estimate by (2.2),
UL = CUIWlp2+e + [IWllp2-e) = CIW 2200y,
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since L2(2) < L*> € and L>(2) N L™ < L' N L>® < L>*€ Finally,

Clearly, appropriate estimate hold for the differences, whence the integral equa-

T
/ ™9 (5,0)ds
0

1—1
<CT "« sup [Olp22)nL-
L2(2)ﬂL°° 0<t<T

. . . . . . _1
tions provide a contraction mapping in the space Y7, provided, T'"a <<
1
O

2Ce([Woll .25y 1,00 H1O0l 122y 00)
Our next result provides a global regularity for the W, © system in the space L?(2).

Lemma 19 The system of equations (2.9), with Wy, ®¢ € X = L*(2) N L, and
also Wy, ©g € H'(R?) has an unique global solution, in space X. There exists
C =CWollx, I®llx) such that

sup (W (z, )2 + 10, )l120) < C. (5.10)

0<t<o00

Remark The decay rate by a constant is very inefficient. One could improve the argu-
ment below, at a considerable technical price, to obtain better decay estimates. Since
the results in Sect. 7 will supersede these anyway, we choose to present the simpler
arguments.

Proof The existence of a local solutions are guaranteed by Lemma 18. So, it remains to
establish energy estimates, which keep the relevant L?(2) norms under control. Note
that the unweighted portion of the norm has an exponential decay, by (5.3) and (5.6).
So, it remains to control the weighted norms.

We run a preliminary argument only on the ® variable. As usual, this is easier, due

to the lack of problematic term 91 ®, which appears in the equation for W. We dot
product the ® equation in (2.9) with |£|*®. We have

li/|é|“®2ds+f|$|“|V|°‘®-®ds+(f—2>f|a5|4®2ds
2dt o
= —/(U - Ve©)|£|*OdE.
Then
- /(U V:0)[E[*Ods = 2/ EPGE - U)OE.
But

‘/ISIZ(S-U)G)zdS sC/|s\3||UnLoo|®|2ds Se/\§|4|®|2dé+Ce’3|\UHiooll@||2Lz~
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Now, according to (2.2), for every 6 > 0

2 26
UL < Cs(IW 25 + Wl 2-5) < Cs(e@@)7 + ||W|| ||W||

<Cs+ C5||W||L2(2)'

We also have

/m“@m"‘@ds = (EPIVIZ VI 0, 51%0)

= (VIZ[EPIVIZ 0L, [£20) — (IVIZ, g1 V|2 O], &%)
= (E2IvIZ 0, EAVIE0) + (E2VITe, 1V, E210) — VI, €21 1IVIZ O], 5126)

:f|5|4||V|%®|2ds+<|5|2|V|%®,[|V|%,|5|21®>—<[|V|%,\s|2] [v|%el, &P2e)

Now if we define I (t) = f |E|*©2dE, and put all above together we have the following
relation

L, 4 4o g o2
El(l’)-l— 5—2—106 I(‘E)+/\§| [|V|2®|~dé

< HEPIVIZO,IVIZ, E1710)] + [IVI2, [EPINVIZ O], [E70)] + Cs | W (x, )“LZ(Z)

We can use Lemma 11 to get
HIEPIVIZO, [IV]Z, [£1210)] < IIEPIVIZ Ol lIIVIZ, |§|21®||Lz

< EPIVIZOll21EP 2012 < IEPIVIZOI 2 ]1E ®|I 4|I®|I
< e(lEPIVIZO)2, + [I1E170]122) + Ce.

For the other term we have

viz, |é|2][|V|%@] E120)] < [1E17O ]2 1I[IV|2, |é|21[|V|%®]||Lz
< ligPOI e SUvITell: < POl IERIVIZON; fIviten?,
< e(lEPIVIZ012, + 1E17O12,) + CellIVIZO]1%,.

It follows that

1, 4 4012 @2
51 (T)+<——2—20€> I(T)+(1—5€)/|§'| IVI% ©|2de

< Ce+ s IW(T, )L, + CellIVIZO2,.

L2(2)
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Choose € = ﬁ, apply Gronwall’s and then (5.7) implies that for every § > 0, there
is Cs, so that

25

5O, )2 < Ce+ Cse™ @2 T 4+ C5 sup [IW(s, )l fagyy-  (5.1D)
O<s<t
for every § > 0. In addition, we obtain the L% bound
/ 1EPIVIZ Oz, )IIdet <C+Cs sup [|[W(s, )|L2(2) (5.12)
0 O<s<rt

We are now ready for the bounds for W, which are always harder. If we dot product
in (2.9), the first equation with |&|*W, we have the energy equality

li/|§|4W2ds+/|~f|“|V|“W~Wd§+(3—1)/|5|“W2d$
2dt o
—/(U~ng>|é|4st+fal® £ Wde

Then — [(U - Ve W)|E|*Wdé = 2 [ |£|>(& - U)W?dE. We can bound this term as
follows

’ / £ - UYWde

< c/ EPNU Lo | WIAdE < e/|s|4|W|2ds+Ce—3||U||1x||W||iz.
Again, according to (2.1), for every § > 0

||U||Looscs(||W||Lz+a+||W||Lz-a)sC<<2—>f+||W|| Wl )

Taking into account (5.3), (5.9), L>(2) — L' and Young’s inequality, allows us to
estimate

< 2¢ [P + CoalWEe )l 20

'/m (& - U)YWd

We also have, similar to the ® variable calculation,

f|$|4W|V|“st = HEPNVIZWIZ, + (EPIVIZW, V]2, |62 1W)

—(VIZ, [EPIIVIZ WL, [E]2W)
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Now if we take J(t) = f |E1*W2dE, and put all above together we have the following
relation

1 @
AR (2 —1- 106) J (%) +/ E141V]2 W|*dg

< [EPIVIEW, [IVIZ, [EPIW)| + IVIZ, [EPIIVIE WL, [E2W))
"

+Ce + Ce 5l W(z, )||

=L+ DL+ 1+ Cc+ Ces|W(z, )||

L2(2) L2(2)

We can use Lemma 11 to get
= [IEPIVIZW, [IVIZ, [EPTW)] < IERIVIZW 20V 2, |‘<;=|2 Wan

NEPIVIZW 2 IEP S Wil2 < IEPIVIT W2 )1 Wll 4IIWII
< €(lIEPIVITWIT, + 11EPWI3) + Ce,

IA

A

where we have used the bounds (5.6) for | W|| ;2. Next, regarding I, we have

L= {[IVIZ, EPINVIZ W, [EPW)] < IEPW I 2IIIVI2, |$|2][|V|%W1||Lz
< WERPWIL1ER S IVIE Wil < NERPWIIERIVIEWILL VIS wi s,
c(IEPWI2, + IEPIVIZEWI2) + ClIVIZ W2,

A

IA

I3 is normally a problematic term, but now we have the decay estimates for [|®][;2(,),
which we have proved in the first part of this Lemma. We have

= ‘(a@, lE[*W)| < < [(@1IVI"2|E2IVIZ O, [£PW)

+‘<[al|vr%', E11 (V]2 6], IEI2W>‘ =L+ L.
I3 1 is estimated as follows

L= ‘(anvr%ﬂsﬁwﬁ‘@, EPW)| < CIEPIVIZON 2 VI 2 [EPP W] 2

2:1— 2—a

< WEPIVIZOI L EPWIL S IIVIZEPW] || < ClEPIVIZON, +
+e(lIEPWIT, + 1IVIZHEPWIIZ,)
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We bound the last term, by Lemma 11,

IVIZUEP W2 < NEPIVIZ W2 + V]2, [E2TW ] 12
< NEPIVIZWII2 + CIEP I W] 2
< NEPIVIZW 2+ CAW 12 + IEPW ] 12).

Collecting terms together yields the following estimate for /3 ; and using (5.8),

a a _3
B < 26(IEPWIT, + 1EPIVIZWIZ,) + CllEPIVIZO|3, + Ce*Pma)T,

We can easily bound I3, provided we know an appropriate estimate for the com-
mutator [9; |V|_% , |€]?1. In fact, this commutator is morally like [|V|1_% , |€]*1, which
was indeed considered in Lemma 11. However, there does not appear to be an easy
way to transfer the estimate (4.8) to it, so we state the relevant estimate here

IV 1E1PT Il 2 < CINENTT £l 2, a € (0, 1) (5.13)

The proof of (5.13) is postponed to the “Appendix B.”!! Assuming the validity of
(5.13), we proceed to bound 13 5.

Ba = [(1IVIT 2, IEPTIVIZ 0L [EPW)Y] < 1EPWI 200001V 2, [T 1IV]2 011l .2

22
< NEPWILNEMTZIVIZON L < 1EPWI 211 |V|2®||L2 nvizel 2

< elg? Wlle + |||V|2®||Lz + Celll)? |V|2®||Lz

Combining all the estimates, we obtain the following energy inequality

1, 3 4 L2
EJ(I)+(&—1—206> J(t)+(1—5€)/|é§| [IV]2W|“d&

45 O||

< Ce+ G WIS, + Ce(EPIVITONT, + IIVIZW3, + (V]2

L2(2) L2)

Applying Gronwall’s and taking into account the L2 integrability results (5.7) and

(5.12), and ||W||L2(2) < J(t) + C, we conclude for every § > 0

J(1) < J(0)e2G—172007 | 0 7¢=2G—1-2007 L of qun o

O<s<t

’ 2 “ 2 s 2

Ce/ (EIFIVIZO, Iy + 1IVIZW (s, )72
0

a 26
+IIVI30]72)ds < Ce+ Cs sup J(1)>

O<s<t

llm&mhwmﬂwmwwMMMmmmmm%mmwmd&M&Jm%mmﬁMmﬂmmew.
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Selecting small § and solving this inequality for supy_,_, J(r) implies the
SUpgs<7 J(r) < C, for all times 7. Inputting this last estimate in (5.11) implies
the desired bound for [|®]|;2(,) as well. O

6 Global Dynamics of the Solutions of the SQG Model

Theorem 3 already provides pretty good estimate about the behavior of the solutions
to the rescaled equation (2.7), in particular the solution Z disperses at oo, with the rate

of about e —t (=) . An obviously question is whether or not this is optimal, that is
whether there is a lower bound with the same exponential function, at least for generic
data. It turns out that this is indeed the case. In fact, we have a more precise result,
namely an asymptotic expansion.

Before we continue with the formal statement of the main result, we need a simple
algebraic observation, which is important in the sequel. Recall the generalized Biot-
Savart law that we imposed, u = u, = (|V|*)"#z. This naturally transformed into
the relation U = Uz = (|V|+)~# Z between the “scaled” velocity U and its vorticity
Z. We claim that

Ug-VG =0. 6.1)

Indeed, since G is a radial function,'? say G(§) = ¢(|&]), we have that VG =
(El,éz)%ﬁ'). On the other hand, Ug = (|V[1H)™#G = |V|*m_p_1(IV])G,s0 Ug =
[V|+h(|&|), where h is a radial function representing [m_g_1(IV])G]. Thatis, h(|¢]) =

[m_p_1(IV)GI(E). It follows that Ug = (—&, sl)%. Thus,

h' (€D £'aED _
-VG =
(=62, 8)——— €] (&1, 62)——— |

We are now ready to state the main theorem of this section.

Theorem4 Let Zg € L*(2Q) N L®R?), ¢ > 0, « € (1,2),a + B < 3. Denote
y(0) := fRZ Zo(&)dE. Then there exists Ce > 0 such that for any T > 0,

1Z(z, ) — 7 (e TGl 20y < Coe 70, 6.2)
L2(2)
Assuming in addition that B > 1, we also have
IVIZ(x, ) — (0 TGl < Cee a0, 6.3)
a—p —6)

4—
In particular iffRz Zo(§)ds =0, then | Z]| 1200y < Cee "

12° A5 the Fourier transform of a radial one.
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Remark

e We would like to point out that the existence of solution Z (and subsequently y ()
and Z(7)) is not in question anymore, due to the results obtained in Theorem 3.
The purpose of this theorem is just to obtain better a priori estimates, in the form
described in above.

e The requirement 8 > 1, imposed so that (6.3) holds is likely only a technical one,
but we cannot remove it with our methods.

Proof (Theorem 4) According to the results in Sect. 3.4, Ao = _3—?{7—/3 < 0is an
isolated and simple eigenvalue for the operator .Z on L?(2), with eigenfunction G,
while the rest of the spectrum is the essential spectrum, which we have identified
before, 0,5 ( L) = {A : RA < —#}. We have also found the spectral projection
Pof =(f,1)G and 2y = Id — Zy. Thus, we can write

Z(r,) =y(©GE) + Z(t, ), (6.4)
where y (1) = (Z(z, ), 1) = fRz Z(t, &)dg, Z(r) = 2yZ(z, -). Projecting the equa-
tion (2.7), with respect to the spectral decomposition provided by #y and 2, we

obtain an ODE for y and a PDE for Z(r). More precisely,

B—1

o

oy =(ZZ, l)—(U-VZ,l}:<—|V|°‘Z+$§~VEZ+(l-i— )Z, 1)—=(V(U - 2),1)

7 (7).

a+pB-3
o

3—a

Integrating this first-order ODE yields the formula y(7) = y(0)e™" aiﬂ. For the
PDE governing Z(t), and recalling .2y = .2 2, we obtain

7. = %7 — DU -VZ] = %7 — 2, [U Ve TG+ Z)] .

In its equivalent integral formulation,

Z(t) = D7 (0) — / "% g [V Vo e ™6+ 26, 0] ds.
0
(6.5)

Note that since &,V = 0, we have the commutation relation 2oV = (Id — %))V =
V, whence one can remove 2 in front of the nonlinearity. By (3.14), we can estimate

1Z@ 20 < 1720 ZO) 2,

/(
s) 3—a—p ‘

205 TG
<lle OZ(O)HL2(2)+|)/(0)| b e « ¢

%0 ((UG TUNY - @ a6t Z(s))

ds
L2(2)

‘v T - G)HLZ(Z) ds

T (t—s) RN -
+/ e @ ||V- et s)j(U . Z)||L2(2)ds =1L +hL+1,
0
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where we have used (6.1). Clearly by (3.11)

4—B—a

I < Ceit( “ 7€)||Z(0)”L2(2)
Regarding I, we have

(IS)_3a/3—(r s)(

“jv; 6
=y o) / A r

a(t — s)a

Now to bound [|U - G||12(p) we look at two different cases, namely 0 < 8 < 1 and
1 <B <2.If0 < B <1, then we can use Lemma 2 to get

107 Glirze) = IUZI II(1+|€I )Gl 2

< CIIUzllLﬁ < C|||V|ﬂuz||Lz < CllZlg2 < 12012y

If 1 < B < 2, then for some 0 < € << 1 we have

Uz - Gll2@) = Uz 2 111 + IEIZ)GIIL%
=ClUzl, 2 = CIIIVI‘gUzllLﬁ =ClIZll 2 =ClZl2@)-

L Bte

In the last inequality, we used the fact that for 1 < p < 2, L? — L2(2) and (2.15).
Therefore

T e*(rfs)(H%) —g3ze=p

c 3 ~
L < C/ . — I Z ()l 12(2)ds.
0 (min(1, [t —s[)@

Finally, we make use of (3.15) to get

=0 - s)( )
Te™ Us)|lL=llZ(s
135/ U )Ll Z ()22 ds
0 a(t —s)a
oo o)
<c f _ L1262 ds,
0 (min(1, [t —s])@)

where we have used that a(t) ~ min(1, t), the Sobolev inequality and Theorem 3 to
conclude

s 3—B—a
U= = C <|IZ(S)|| 2.+ I1Z() 2_6) <Ce ( « ) (6.6)
LF LB

We are now in a position to use the Gronwall’s inequality, more precisely the version
displayed in Lemma 6. We apply it with /(7) = [|Z(7)l1202), 1 —€,0 =

o
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4_‘;_’3,/( = 3_‘;_’3 anda = é < 1, for e << 1.Recall that by the a priori estimates

in Theorem 3, we have

3—a
o

~ _ —B _ . (3-a=B
1Z) 20y < 1Z@) 1 20) + 17 )] NGl < CeT™ e <,

for all T > 0, since 3 > « + B. Thus, all the requirements of Lemma 6 are met and
we obtain the bound

4—a—p

||Z(T)||L2(2) < Cee a9, 6.7)

Regarding the proof of (6.3), we proceed in a similar fashion. We need to control
10Z]l 12 (2), for large 7, say T > 1. Applying 8 = 91, 9, to the integral equation (6.5)
and taking || - || ;2(2), we obtain

~ _(4—a—pB ~
10Z(D)ll 20y S e ™ a ~UZO0)I 2

o 3—a-pB

_ (=)

T e e \y o j
—i—/ ﬁlle(rf") "V(Uj; - G)l2p)ds
0 min(l,t —s)«

t e 4-a—p
+f0 —— [[eTVAYW - Z) || 20y ds ST e

min(l, 7 — s)«

Te™ = e*(T*S)(Sﬂéfﬂ —€)
+/ . I IVIU; ()Gl p2(2)ds
0 min(l, T — )@

T o= (=)L —) .
+ / VUG Z®)]l 20
0 min(l,t —s)«

We estimate |V[U; ()Gl 20) < IVU; ()Gl 202) + 1U5(s) VGl 12(2)- Following
the strategy above, for § < 1 and then for 8 > 1, we arrive at

_S(47a7/3

IVIU; ()Gl 1220 S NZ) 122y + 10211220 S e CTa ~D +10Z(5) 11202,

where we have used (6.7). For the other term, it is relatively easy to bound
IVIU ) Z($)1ll 2y when B > 1,

181U () Z ()]l 122y S NOU S LI Z() 122y + NU )1 10 Z(5) 1 122

3—a 3—p-a

-8 4—a—p — ad
<e—s( o )e—S( o —€)+e S( o )||GZ(S)||L2(2).

~
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where we have used (recalling U ~ IVI=AZ), 10U ()|l < C(IZ] S +
=

3—a—f

1Z| ﬁ%)gcw( o« ), (6.7), (6.6). Plugging it together yields
e

”82(7")”]‘2(2) 5 e*f( « ||8Z(S)||L2(2)

(6.8)

et ) / v () (E o) 5L
0

min(l, T — s)é

This puts us in a position to use the Gronwall’s Lemma 6. Note that in order to do
that, we need any a priori exponential bound on [|0Z(7)l|;2(2), similar to Theorem
3 for | Z(7) |l 2(2)- This is actually easy to achieve, one just has to differentiate the
equation and perform very coarse energy estimates.!> As a result, Lemma 6 applies
and we obtain

~ 4—a—p
10Z(T) |20 < e 7o 9,
L2(2) N

This is nothing but a reformulation of the statement of (6.3). O

It is now easy to conclude the main result, Theorem 1. Realizing that L?(2) <
L?,1 < p <2, one just needs to translate the L? estimates for Z, in the language of
the original variable z. In fact,

3—a—p

3—a— 1
1260 =y 61 <[ [ |20 -y 6| 6]

L[ o - 0oyt
R2 e (I+1)« (I+1)w

Z(t_)_fmzou)zde( : )
A+ne  \(1+n@

Now if we compare this relation with the result in (6.2), we clearly see that

z(t,.)—fR2ZO(x)2de( : 1)
A+ni  \+ns

which clearly leads to proof of Theorem 1.

B-1_
— (1 + t)1+ o ap

Lp

B=1_ C
(L4 e 7@ :

S 4—a—p __°
o (41"« 7€

7 Global Dynamics of the Solutions of the Boussinesq Model

In this section, we compute the optimal decay rate in L2(2) for the solution of the
Boussinesq model (2.9). Recall that the relevant operator . has the form

1
L=V +—E Ve L,

13 Which will give very inefficient exponential bounds on [|0Z(7)]|; 2 @ but that is all we need to jump
start Lemma 6.
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with Ag(ZL) =1 — % and o,55(ZL) C{A:RL <1 — 2}.

Theorem 5 Suppose . € (1, 3) and Wy, ©g € Y := L*(2)(RHNL®R*)NH'(R?).
Then for every § > 0, there exists C = Cs(||Wolly, |®olly) > O, such that for any
T > 0, the solutions W, © for the system of equations (2.9) obey

_(3_ _(2_
W = 1200 @279,G — y1(0)e™ @ V"G 12y

< Ce G201, 7.1

3
0 = () @76
+|0-re oy =

v/tihere y1(0) = fWo(S)dE, and y»(0) = f@o(g)dé. In particular, if WO(O) =
®0(0) = 0 then

3 9
IW L2 + 1Ol 22 < Cse™2@™2707, (7.2)
Proof Using the spectral decomposition for .Z, described in Sect. 3.4, write

W (1) = y1()G(€) + W(r) (7.3)
O(1) = »(1)G () + O(r) (7.4)

where 1 (7) := (W (1), 1), 12(x) := (O(1), 1), W = ZyW(r, ) and © = 20 (x, ).
Then, we derive the equations for yy, y» as before - namely

Iyt = (We, 1) = (LW, 1) = (U - VW, 1) + (010, 1)
2 2
=(i”W,l)=<W,$*1)=(1—;)(W,1)=<1 ) y1(7)

o
Similarly, d;:y» = (2 — g) y2(7). Solving the ODE’s results in the formulas
_2 _3
Y1(@) = y1(0)e' &7 (1) = y2(0)e? )7
For the projections over the essential spectrum, we have the following PDE’s

~ ~ ~ 2 ~
Wy = W — 20[U - VW — 310] = LW — 2o[U - V(31 (0) 1 =&)TG + W) +
2 ~
+20191(12(0) 1 7@)TG + ©)),
~ ~ ~ 3 ~
Br = (L 41— 18— 2 VOl = (L 41— 1B — 20U - V(320 P~ 276G + B)].
o o

We represent them via the Duhamel’s formula

W(r) = et"%‘%—/

T
L (U V(1(0) e 7G + Wis)) ds
0

+/O ™YL 9015,0(s)] ds,

é(f) :et("gq»]ié)évo—/

T
e(,ﬂ-)(f“fé)go [U - V(2(0) e(2*3)SG + @(S))] ds.
0
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One term deserves a special attention, as it is explicit. Note that 29, = 9, since
Ppd1 = 0. Also for k > 0, since G is an eigenfunction, with eigenvalue 1 — %, we

have e G = e1=2% G, By Lemma 7,

/ e 90[9,0(s)] ds = / e IL[3[1(0) e> 25 G + B(s))] ds
0 0

T ) T s , -
= 1(0) / e~ 25T 9, IL[G1ds + / e @ 91T IL B (s)ds
0 0

=S

T T . ~
- yz(O)alG/ e<2*3>se*7e(1*§)(f*”ds+f e~ T 0L B (s)ds
0 0

3 3 T D~
=1 (0)(e? )T —e1=2))5,G + / e 7 91eT LB (s)ds.
0
At this point, it makes more sense to introduce the new variable,

Wi(z,£) = W(1. &) — y2(0) (22T — =23, G = W — e@~2)7G (1, £).

3
2—:)T

Note that the decay rate e along the G direction is slower than the decay rate

e1=2)7 of the evolution along the G direction. Also, G is basically d; G multiplied
by a bounded function of 7 and hence an element of L2(2)N L. For future reference,

3 ~ _3
IWillx — Ce@™ @™ < [W|x < [[Willx + Ce® &), (7.5)

for all Banach spaces in consideration herein.
We write the equations for W; and © as follows
~ T 2 2y 34
Wi(r) = ™ Wo — f eTIL QU V(1 (0) 1 THG + @ ETGy + Wi (5))] ds
0
T =S5 ~
+/ e @ 91eTL B(s)ds.
0

~ 1y~ T 1 3 ~
B(r) = TEH=2)g - / TIEH=L) 9)[U - V(12(0) P~ @G + B(s))] ds.
0

Note that U = e(l_a;)sUG —i—ﬁev(z_%)SUcl +Uw, and Ug - G =0.
We start the estimates for ®

~ 4 ~
18112y = Ce®~a™TIBO 2,

T 3 1
)] fo Cm@ T H ) gy (U - VGl 2 ds +

T 1 ~ 4
+‘/ He(r—:)(i’+l—a)°@0[U R V(”)(S)]HLZ(Q) ds =: CeC—a+dT 4 I+
0
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For all § > 0 small enough, there is Cs,

T 3y, 1
Jy = / e—3)s ||e(t7S)($+lfg)go[U . VG]”LZ(Z) ds
0

T o= 2+0)(1-5)62(2=2)s

< ||U61G||L2(2)/(; @ ))1 ds
a(t —s))«

/r =248 (1 —5) 2= 2)s
0

_3
, —1Uw, (5. - VG p20yds < 2707
(min(1, |z — s)

/r Q=2+ —5)o2=3)s
0

(T s < Cpe? @i,
(min(1, |7 — s|)

where we have used Lemma 2, Gagliardo—Nirenberg’s, (5.6), L%(2) — L', (5.10), to
estimate

2
1Uwi VG2 = 10wl 2 1A+ EDIVOIN 2 = ClUw 2 = ClIWIL 2

_ _3 _
< CIWIZE WS, < Ce®m @)=,

Similarly,
i Lt1-] ol
J2=/ e EH=2) 90[U - VO($)]Il 125y ds
0

. e(z_g+a)(r—s) ~
- c/ UG =18 22y ds
0 (min(l, |t —s|)&

Thus, we need a good estimate of |U(s)|| L. We have by (2.2)
NU(s, Nl < CUW (s, i p2+e + W (s, )l p2-e).

By the a priori estimate (5.9), we have a good control of ||W(s, -)||;2+c, namely

W (s, )l p2+e < Ce(zfg)s. For || W (s, -)||;2-<, we can control it by (5.10), but this is
not efficient for our arguments—we need some, however small, decay in s, which we
can then input in the Gronwall’s, (2.20). To achieve that, we proceed by Gagliardo—
Nirenberg’s estimate. Taking into account once again L?(2) < L', and the bounds
(5.6),

2—-2¢

IW (s, llga-e < W (s, IS ITW s, )l

€
s 2_; 2-2¢
5C S CEPTE) T

All in all, for all § > O,
1UGs, Dl < Cse™ @279, (7.6)
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This results in the following estimates for J

. 6(2—§+5)(r—s) —(g—z—a)s

J2 Sf ; 1O(s) [l 122)ds
0 (min(1, |t — s])«

Combining all the estimates obtained about'* ||@(s) llz2(2), » we have

5
~ 232 sy T e<2—a+8)(r—s)e_(g—2—3)s N
19z = Cems + : ——110(s) [l 122)ds
0 (min(1, |t — s|)=

Applying the Gronwall’s, more precisely Lemma 6, we conclude

® 3
1©@) L2 < Cse~a—2701

as stated. For Wy, we get

3_

IWillz2¢) < Ce™ D7 Woll 122

T . 2 3
+/ e o [[VeT AU . (y1(0)eE G + PTG ) + U - Wil 2 0ds
0

T N oo~ 3
+/ e” @ [[91eTIB(s)[| 2 gyds SellTatdT
0

3 3
v U= =905 U (|G| + |G1]) || .2
+f ITAGI+1G DIz
0

T
(a(t —s))@
 eU=GHDT) 7 || oo [|[ Wy 2
+f UL 1|| 222 ds
0 (a(t — )@
AR [STOI P :
+/ - LD gg=e=at" 4 [+ L+ I
0 (a(t —9))@

For I, we have

2y, _ 3\«
IUAGI+1G1Dl 2y < 117U + e Ug ) (IG| + 1G1 Dl 20
HIUw, (1G] +1G 1D 22 -

The first term is easily estimated, since G, G| € L2(2) (whence Ug, Ug, € L™ by
Sobolev embedding and Lemma 2)

_2 _3 _3
e~ aUg + e~ & Ug ) (IG| + |G 1D 22 < Ce@™a),

14 Note that with our restrictions on o, (% —-2) < g — 2, so this is the slowest rate on the right-hand sides
of 1B(D)ll12y)-
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whence the contribution of these terms is no more than

ds < Cezf(z_%).

C/r o(1=3+8)(1=9)522=2)s
0

min(l, |t — s|)«

2
For Uy, terms, we can use Lemma 2, the Sobolev inequality and L2(2) < LT+ to
get

1Uw, ($)(IG| + 1G 1D 22 = 10w, - (1 + EDG] + |G1 D]l 2
< 1Uw Il 211+ E1 (G| + |G1|)IIL&
< CllUW I 2 = ClIVUw, IILﬁ
< C||W1||L 2 < ClIWi)L22)-

T+e

All together, the contribution of /; is estimated by

_2(§_2) T 67(37178)('[75)6*(%*2”
I} < Ce a2 +/ . T [W1(s)ll12(2)ds
0 min(l, |t — s|)«

Regarding I, we first need an appropriate estimate on ||U || Lo, which is fortunately
already given by (7.6). This then gives the bound for I,

T o (2—1-8)(r—=9) (3 —2-8)s
16) 5/ - ; [Wi(s)llp2(2)ds
0 min(1, |t — s|)«

Combining all estimates for |Wi(7)|[12() yields

3o T o (2—1-8)(t—9) (3 —2-8)s
W1z = Ce 22 4 [ | W) 2 ds.
0 min(l, |t — s|)«
Applying Lemma 6, with u = 2(2 —2),0 = (2 = 1 = 8),k = (2 —2 — §) yields

_n(3_
IW1(z, )2y < Ce 22T,

This is the statement of (7.1) and Theorem 5 is proved in full. O
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Appendix A. Sobolev Embedding at L°°: Relation (2.2)

Before we start the proof of (2.2), we recall the following Bernstein inequality. Let g
satisfy

supp § C {§ € R": C12" < |5] = C2)
for some k, and constants C; < Cp. Then foranyow > 0and 1 < p < g < oo,

ak+nk(%~

1
C12%% gl Lawry < IIVI*gllawrmy < C22 ")||g||LI’(R")~

Now let P f(£) = ¥ (27%) £(€), where € C™, supp ¥ C {6 € R" : § € (1.2)).
Then

IOV Flize <Y NPV Pl + D IPw(VH P £l
k=0 k=0

We make use of the above Bernstein inequality several times to control each of these
terms. Indeed,

o0 o0 o0
S NPT E Pl <Y 27 PP f e < Z ||Pkf||
k=0 k=0 k=0

o

—kB(1——1_
< AN s D27 P < CUFN e
k=0
In the same way,

o0 o oo (
S IP((VE P Hlliee <Y 2P P flles < Zz ||Pkf||

k=0 k=0 k=0

kB(1———)
< Il ,_522‘“ =7 < CIIFI, s

Appendix B. Generalized Gronwall’s Estimate: Lemma 6

The proof of Lemma 6 is straightforward, by a bootstrapping argument. We show that
every Lyapunov exponent less than —u can be bootstrapped lower. First, relabeling
1(t) > (14 |A1| + |A2] + |A3) Y (2), we may assume without loss of generality
that A = A = Az = 1. Next, assume that y < p is a Lyapunov exponent, that
is I(t) < Ce™7". We know by the a priori assumed boundedness of I(t) there is
such an exponent. Applying this in (2.20), we obtain an improved estimate for /(7).
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Indeed,

T es(or—lc—y)

I(t) <e ™™ +Ce™ " d
(1) =e ™ +Ce /0 (min(1, [z —s)9)

Ifo —x —y #0, we have for 7 > 1,

T s(c—k—y) 7—1
/ f’ ads 5/ x(a K— y)ds+er(o K— y) lo—k—y| 1 -
o |(min(1, |t — s|) 0 —1 1T — sl

eT=D@—k—y) _ |

<+ Ca,g,,(,yer(”ﬂ‘*”).
o—K—Yy

whence the bound
I(t) <e™™ 4+ Copppe "€,

It follows that min(u, y + «) > y is a new, better Lyapunov exponent than y .

In general, we can keep o — k — y away from zero (and so the previous argument
valid in all cases), if we readjust the y if necessary.

In practice, starting with y = 0, we jump immediately to « by the previous argu-
ment, since o —« > 0, by assumption. Since k < 1, we can apply the same argument
again with y = k. At this point, either 2k > p and we finish off (by readjusting
slightly y by taking it smaller, like y = %", if it happens that, say [0 — 2| < 7).
If not, that is if 2« < u, take y = 2k to be our new Lyapunov exponent and repeat.
Eventually, for some ng, nok < u < (ng+1)x and we will reach a Lyapunov exponent

.

Appendix C. Commutator Estimates with Weights

In this section, we prove (4.8) and (5.13).

C.1. Proof of (4.8)

Recall, that for s € (0, 2)

(VI glf () = VI’ (gf) —g IVI'f

_ fx)gx) — f(y)g(y) _ /f(x) f(y)
7 lx — y|?+s y|2+s
. SO(gx) — g(y))d

' e =y

@ Springer



2284 Journal of Nonlinear Science (2019) 29:2231-2296

Introduce a smooth partition of unity, that is a function ¢ € Cgo R),supp ¥ C (%, 2),
so that

Y v FED =16 R & £0.

k=—00

Introduce another C° function W(z) = z29(2), so that we can decompose
o0 o0
g = Y EPye e = Y 22w R,

k=—o00 k=—00

We can then write

F&) =0V, 6P Y 2% 0vI2, w2 )1r @)
k

= Yo FOMWQR e —wE y))
& — y[*t2

Introducing

lfWIvE™ s —we- y)l dy

2
€ — yI*t2

we need to control

2
Zz%Fk@) d& =

|~2!

dé+2/

|§1~2!

2 29s _
IF|2, = z,:/s|~2’ |F (&)t = Z/

AP
+Z[

l§1~2!

2
dé +

1+10
> %R
k= l 10

> 2R
k>1+10

> 2*F@)

k<[—10

2
dé =: K1+ K2+ K3

We first consider the cases k > /4 10. One can estimate easily Fj point-wise. More
specifically, since in the denominator of the expression for Fi, we have |§ — y| >
A

|F(£)] < 27%C+2) / FONE @ y)Idy < C27FED| £l ks
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whence

Ky < 2221 Z Z Zkl(l_f)”f”L2(|y|~2k1)2k2(1_7)||f||L2(\y|~2k2)

k1>1410 ko >[+10

< Z Z22m1n(k1,k2)2k1(1—7)”f”Lz(ly‘Nzkl)zkz( _7)||f||L2(|y|~2k2)
ki kp

< cZz’“4 N2y poe) < CHEPEFI.

where we have used Y _in(ky k)10 25 < C22mintkrk),
For the case k < [ — 10, we perform similar argument, since

|Fi(®)] < C27' T DK £ 12y by

So,

K3<C22212_l(4+a) Yo D 2 gy 2 gy e

k1 <l—=10ky<I—10

— 2 P k k
= CZZZ UL L2qyieatsy 222 1L I 2 gy ety 2~ G F M)
ok

< c;2"<4—°‘>||f||iz(b,|~2k) < ClIEP 3 fI%,
Finally, for the case || — k| < 10, we use
W *e) —wE ™y <27 —yIIVEQRTFE -yl < C27FE -y,

so that

Fi(®)] < cz—"/ T4y = €241 £l e =
y

— —irT
yl~2% | — y|' T2 |-t

IR

Thus, by Holder’s

Kzchk:/

|§|~2%

. P
2%
2 ‘|f|X|y~2k * B 3

1
2k
<c22 IS Dtz g el PRI

1
< cZZ"(“ N1yt * —7 BEE ”ia(lslﬂk
k

< CY 2O I sy < CNEPEfI

k
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where we have used the Hausdorff—Young’s inequality

o W2 gep~aky = ClLf L2 e j~aky-
7o ®

< H—1+“
a -1 2 0=

HfX|y|~2’< *
La

14+ ¢
|12

C.2.Proof of (5.13)

For the proof of (5.13), recall the representation formula (2.11). We will reduce to the
same expressions as above. With the partition of unity displayed above, write

[e¢)
11V EPIFE) = ca Y, 2K[01IVIT% y @75 1f
k=—00
- 27 W)
= 2% | g veTnNIo)
Cak:;oo [sl RE -y
- F
—y 2 %e)a / — s d }
VETO% [ ey
00 _ —kyy _ ok
— cola—2) Z )2k §1—n (W2 ¢(22 S))f(y)dy
s R |5 — )l & —yl==¢
Taking absolute values and estimating yields the bound
0 —k —k
2 -y
= e ]
This is of course exactly the same expression as before for the Fy, witha := 1 — 7.

Therefore, we can apply the same estimates to obtain

1LV~ IEPTf 2y < CIENT fl 2.

This establishes (5.13).

Appendix D. Semigroup Estimates: Proposition (3)
Proof We have
< 2 L 2 2 L 2
187 € H)liT2, S/Rz LGl d§+/R2HEI 8 (€™ )| dg
=e2“*¥“< / 1pY 1e™OIP Fipe=a)2dp + / |Ap[pye“‘<f>'”“.f(pe*ﬁmzdp)
R? R?2
- em_¥)r</2 1pY Te @I Fpe=a2dp + y2f2 P17V, [ OIPI Fipe=a))Pdp
R R

— o~ T
+fRz|pVAp[e “OIPE Fipe a>]|2dp).
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At this point, it is clear that it is better to divide both sides by 62(1*¥)f. Then, we
want to control the right-hand side of the following

17 @ P2y _

R 2 ) Ve~ ¢ @IPI* T pe—a)112d
=T /R Ip7le Flpe™1Pdp
+v? / "IV O Fpe ) Pdp
R

+f2 |pyAP[e_a(r)|p‘aJ?(Pe_g)]lzdp =+ L+ I3
R

D.1. Estimate for J;

To control J; we divide the argument into two different cases, T < l and t > 1. In
the case of T < 1, we have

5= f |p? [e =@ Fipe=a)]2dp = / g7 le2a@laee 1| £(g)2dg
R? R2

< / g PV 1e=20 01051 7 2dg
{q:0<2a(v)lg-e [4<1)
o T
+2 / lgP7le=2a e €I Fig)Pdg
= i<2alg €& <t
=J' +J2

We can estimate, since T < 1,

=2t
R 1 ea (179
Ji = f oz 1PN @Pdg = ——7 11172 < € 51 117200y
0=lql= (a(t)) o« a(t)) o

1
Qa(m) @

We treat J 12 in a similar manner. Indeed, again for t < 1,

oo
Ryl [ i@k
=1 T
g j=2a(r)lge® [#<(j+1)
C Nt 4 2 P2
<O S |fPdg
(a(®) ™« j=

j<2a(v)lged [@<(j+1)
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s —2(1-¢)
S e —GHD L o8 2
< Sl FI2 Y UG+ DT < C—— N1 f 1y,
(a(z)) @ j=1 (a(r)) @
. . . 5 e T2,
After putting together the estimates for J; and Ji', we get J| < C ———7——.

a(r) "o
Regarding the case t > 1, first note that in this range of 7, a(r) > % Moreover,

1f (@) — FOI <21 flle, 1f@) — FOI < IglIVflre,

whence by interpolation, we conclude that for every € > 0, we have
(@) = FO = Celg" VI flliee < Celg" I fll2@). (DD

where in the last inequality we have used that by Hausdorff—Young’s ||| V|' ¢ f | <
Jr2 [EI"E1FE)1dE S 111l 22 Therefore,

— @~ T 2t -~ PR ~
J1 = /RZ 1p¥ [e a(t)|pl F(pe Dt)]|2dp:ea (IJ/I+1)/RZe 2a(t)|g-ea | \QIZIV‘\f(q)Iqu
2 B e -
< ea<|y|+1>”f”iz(2) /Rze 2a(mlged ||, 2y I+1-0g,

2 - e | -
< T2, / e—2alge || 2yl +1-e) g,

{g:2a(v)lg-e@ ¢ <1}

o0
2r X _ ew | _
rea D p2, 37 / em2amlged ™ 2Urit=€dg =y + J7.
j=1

= T
lq: j=2a(r)lg-e@|*<j+1}

Now
1 _ 2 (yl+1 2 -2 ew | 2(yl+1—
=W 2, / e~2aMlg-eF "), 2v+1-6 g,
(g:2a(0)lg-e@ |*<1)
2t _
<ty f2, ) f lq("1179dg <

{g:2a(v)lg-e@ [ <1)
T
e o
1
a(r)) o

_ 2t
e @ 179 712

¥ - L2
< CeEWHD| £2, / P2ArH=a+l g, < ¢
— 2 J—
ey a(r)2vi+2-9
2t
—=-(1—e€) 2
e w19 |12,
@
=C ]
a(t) e
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In a similar way,

T} = R pp2, )Z / 2T g 2711 g
{q Jj=<2a(0)lg-e |*<j+1)
o0
2 s _
< WD 2, 3 e / g 207 +1-0) g
j=1

{q: j<2a(v)lq-€% ¥ <j+1}

oo

2t o

e D170, D e f/
j=1

(Lhyae s
oL
(a(ir))ae o

a(t) ¢
P21+ g, <

IA

A SRR = P DU M TP e ¥ 11520
< 1f 1720y 2 e G+ D <cC o
a(f)a(ly\ﬂ €) e a() 2
2T (1-¢)
IIfIILz(z)
Therefore for t > 1 we have J; < #
a(t) o
D.2.Estimate for J,

To control J, first note that
Ve “OIP" = _y a(z) p|p|@2e=4@IPI". (D2)
Therefore,
J < lyPar)? fR NpI7 et e @I Fipe ) Pdp
iy e /R P O (v Py (pe ) Pdp =1 + L.

D.2.1. Estimate for /;

To control the first term I; we proceed as follows

[1 _ o _ -~ _T
. 5/ e~ 201 | 2@ty =D | 7y . e~ &) 2dp
a(r) R?
z ~
_ Zatlyl-D) " e 2@l I g 20y =) F(g) 2dq
2 z —~
< ew @HrI=D / em2eMla-ee |y 2etly|=2)| 7g) 2dg

{g:2a(0)lg-e® ¥ <1}

2 X T N
FeE@HyI-D 3 / e 2@l g 2@+ 1=2)) 7(g) 2dq

T
{g: j=2a(v)lg-e@ |“<j+1}
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1 2
=1I{ +1I{.

We can estimate

1} < eFativi=n / gD g g
gl
(a(r)) o
ey [ P fg) — fo)Pdg
lgl< T
(2a(r)) @

Using the relation (D.1), we obtain

I} <eT @by 2, / ez g 1g P dg
(Zu(r))é
) e i e 19| £|2,
= Ce;’(aﬂy\fl)”f”im)f(zau))& pRlatlyl=e—=1 4, — o Le @
0 a(T)Z(lJr )
, 1 Fore,,
therefore, recalling that a(r) < 1, I < o7
()20+5)
We treat [ 12 in a similar manner. Again, using (D.1),
I} < e @tyi- ”Ze J / lg @21 £(q) — £(0)*dg
J<2a(D)|ge& [0 <(j+1)
) o0
< eFEHI=D Y o) / gD R0 £12, g
N j<2a<r>|qe%|a§(j+1>
1 2 - 2 —1-
< ea (a+y |- )||f|| 20 Ze j / lq| (a+lyl e)dq

j<2a(v)lqe@ [*<(j+1)

e @rlri=b) f|2 e E 19 £)12
- C L2(2) Z j 2<a+\y| O ~L@tlyl-o < ¢ L@
- a(X 1+ o - a(r)20+5H
. . . 2 R,
After putting together the estimates for /; and I{ we get I} < C—zm-
a(t) o
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D.2.2. Estimate for /;

2291

I

IA

cer / plV e @I (v fypea) Pdp
R

IA

) o
eFlri-n

>

lq: j<2a(v)lg-ev @ <j+1)
L+

For 121, we have by Holder’s

2
Zyi-D) /
0<|q|= T
Qa(r) @

2t A
Ce?(lyl—l)||vf||22 (/
Le X\ Jo<|r|<
Qa(r) @

e llyl=D=3Fd-e)

e

lgI?1"1=D1v f(g)|*dg

IA

T
C o
1

= Cea V=DV 7|2,

L2 2/

<C

2
e~ (1-¢)

22 (1, — 1 — eT|Y o
e (vi=D /1;2 |q|2(|V| De—2a(r)lg-ev| IVf(q)Iqu

<|q|2(y—1>e

(Ol e |Vf(q>|2dQ>

1—e€
2(lyl=b
rol-e +ldr>

2e
(a(r)) e e

(a

2

By Sobolev embedding, we have |V £[1>, < C[|V %, ®)
2

C||f||%2(2). Therefore

2t
1 o)

—— 1 17200
@@y H®

For 122, we estimate

2
122 < ef(|

o0
yI-1) Ze—j/
=t

<2a(v)|qed [4<(j+1)

00
2t N .
= Url=D 2 —J
<OV, 3 e [/,
]:

. g1
=2a(v)|g€w |“<(j+1)

But,

2(yl=1)
2lyI-1) = 12
lg| 1=<"dg <

c
/j52a<r>|qefv o <(j+1)

C(L)
a(t)

(t)

2
2ly| ”vf” 2
o Le

<

2 _
L2~

CllA— A f

lg? =01V £12dg

2yl=1) ]1_5
1—e dq .

2
“Z (- o
1—

€ o
b
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so using again the bound ||Vf||L% < C||f||Lz(2),

. 2(\V| |)+2 2t I—€
- = @tlyl=D) 2
= (yI=Dy £12 2(7) S
12 < Cew £ 172 Ze [(a(f)) o ]
21(1 €) “= )
113, 12,
22) 20+2]y| -2 =2
S C# Z —J j2 lrl=2¢ < C 2[yl

a(r)”« j=1 o

Hence  after putting together the  estimates  for 121 and 122

AL e)IIfIILz(z)
wehave Ih < C————5——

(a(T)) "o

D.3. Estimate for J3

I = fR PIA [ O F(peminPap < /R 1P A [ DI F(pe =) Pdp

+2 / Ipl7! Vet @IP Ly (F(peT )IPdp + / Ipl7T e @IP AL (F(peT ) Pdp.
R2 R2

By (D.2) we have,
2
Aple™ P =30, ( —aa(@) p; Ip\"’ze’““)""”)
j=1

=« a(r)Z (|p\°‘ T (@-2)

j=1

= ( —a?a(m)|pl*? + o? a(r)2Iplz(“_')>e_“(’)""d~

T ||p| S+ pilplP (= aa(r))l ‘|p\ )‘“(”""”

Hence, by allowing for a slight abuse of notations by using y, which is a multi-index
instead of |y|, its length,

B < an)? f | [pletrIm2e=a@IPK Fpe=a)2dp
R2
+a(r)* / | |pPe= Dt le=a®@IPl® Fpe=a)2dp
R2
+a(r)e / | |pletlrI=le=a@IP (v F)(pe~a)|2dp
R2

“‘_%/ Ipl” e @@IPI* (A F)(pe~a)[2dp
R2
=L+ 14+ 15+ I,

@ Springer



Journal of Nonlinear Science (2019) 29:2231-2296 2293

D.3.1. Estimate for /3 and I,

13 _ o _ o~ _T
2 s/ e 2OIPI p et =D Fp e w) 2dp
a(r) R2
_enltlyl=h [ 2amlged || 26ty =D 7g)Rdg
R2
< eZ@+yI-D) / e—20(0lg-e¥ [ 2ty 1-2)| 7)1 2dg
lg:2a(0)lg-e@|*<1)
0 T
e E@HyI-D D / e—2a(0lg-e¥ | 2ty |=2)| 7)1 2dg
=1 T
g j<2a@)lged i)
1 2
=I5+ 15.

By comparing /3 with I} it is clear that I] = Ill and I? = 112, and we treat them in

2
e @ -9 7|2

2
the same way. Hence I3 < C L

The estimate for /4 proceeds in an identical manner, but we have a slightly different
power of p, so we present it here briefly.

Iy
a(‘r)4

IA

o~ =T
/Rz [ pPe D lema@IPl Fipe e 2ap

[e%e) z —~
— o (dat2ly|-2) Z / (e—2a(z)lq'ea I“|q|4(a—1)+2\yl|f(q)|2dq)

j=0 T .
{g: j=<2a(r)|q-e@|*<j+1}

2 2
13 +13.

Denoting by / J the integral corresponding to 2a(7)|q - ew |“ < 1 and the rest with 122,
we have by (D.1), |/ (@)l = /(@) = fO) < ClgI'" I fll22)»

1j < a2y f lq1* =D 7ig)Pdg
(g2a(D)lg-e [*<1)
. a9 7)2,
< ea(4a+2|y\—2)”f”iz(2) / g[*e=DF2yH20-0 4, < ¢ 4+LVL\ @
(a(®)™" @

{g2a(0)lg-e& <1}

For I7, we have

oo T
T _ _ _ eu X -~
12 < efta2lyl-D) / . L lgiteDAlylem2amiged ) g 2
=1 j<2a@lgew | <j+1)
L (4a+2ly|-2 — - 2 7
< calat2lVi=2 %, f[ . lq[* =D Fig) - F0)1Pdg
=1 {g: j<2a(v)lg-e@|*<j+1}
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oo
Z(at2ly1-2) ) £y2 -j 4a—1)+2ly ||, 12(1—)
<e« /172 e / lg| gl dg
v ; (g j=2a()lg e «=j+1)
 (dat2ly1-2) TEHI20 2 e o €0
& b y J 2Qa+|yl—€ "
<e I£13 2(2) o 2. =C ot 2
) R A (a(e)* e
T 72,
Therefore I4 < C —“2).
(a(r)) o ¥
D.4. Estimate for I
I _2t 1 - o o~ —T
52 < Ce 4 / [ |pletvI=le=a@IP® (v Fy(pea )[2dp
a(t)
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- ear(a_‘_m 1 Z / (lq|2(o¢+|y|—1)e—2a(r)\q<ea\ |Vf(q)|2dq>

{q Jj=2a(7)lg- e [*=<j+1}
_ 1 2
=15 +13.

For 151, we have by Holder’s

2t _ _ N
I} < oy 1)/ e lgPeY f ) Pag
lgl1= T
(a(r)) o
2t 2t
~ X (tly |- D)—Z (1) 2 (1)
2t _ N e «o e
= ceF v e, prerma el VA
(2a(7)) (a(r))

However, by Sobolev embedding, we have as before ||V f 12, < CIflI? 122)"
L

For 152, we estimate

o0
I3 < e%*'”*”Zeﬁ/ g2 @101y £12dg
. j<2a(0)|ged e <(j+1)
S 2etion | 11
<ew @IV, Y e . gl = dg | .
Le 3 J=2a(0)|qe¥ [*<(j+1)
But,
2(a+|yl=D
2(aty|-1) ] l—ye +2 *%(oﬁ*W\*D_Zﬁr
. |q| 1—e dq S C —_ e 1—e€ o
J<2a(0)|qed [*<(j+1) a(r)

so using again the bound ||Vf||L% < CIIfIILz(z),
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—*(1 €)
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Hence after putting together the estimates for 151 and 152 we have

7—(1 €)
Is < C—e Hf”Lz(z).
(a(r)) @ ¥
D.5. Estimate for I

In the same way, we can get the estimate for /4. Indeed,

2 T
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For 162, we have
12 <X ”Ze—f [ 19127118 £ (@) dq
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Putting it all together finishes off the proof. O
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