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Abstract
In the present work we provide a characterization of the ground states of a
higher-dimensional quadratic-quartic model of the nonlinear Schrödinger class
with a combination of a focusing biharmonic operator with either an isotropic
or an anisotropic defocusing Laplacian operator (at the linear level) and power-
law nonlinearity. Examining principally the prototypical example of dimension
d = 2, we find that instability arises beyond a certain threshold coefficient of
the Laplacian between the cubic and quintic cases, while all solutions are stable
for powers below the cubic. Above the quintic, and up to a critical nonlinearity
exponent p, there exists a progressively narrowing range of stable frequencies.
Finally, above the critical p all solutions are unstable. The picture is rather simi-
lar in the anisotropic case, with the difference that even before the cubic case, the
numerical computations suggest an interval of unstable frequencies. Our analy-
sis generalizes the relevant observations for arbitrary combinations of Laplacian
prefactor b and nonlinearity power p.
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1. Introduction

The nonlinear Schrödinger equation [1–4] is a well-established model characterizing a wide
range of physical settings extending from deep water waves [3] to electromagnetic wave evo-
lution in optical fibers [5, 6], and from dilute gases of atomic condensates [4, 7, 8] to waves in
plasmas [9, 10]. However, in recent years, biharmonic dispersive-wavemodels have been gain-
ing considerable traction due to their own emergence in a variety of applications. Arguably,
one of the most notable examples thereof is due to the experimental realization of dispersion
engineering in laboratory optical systems [11] that enabled quartic dispersion and, through the
competition of that with nonlinearity, the formation of the so-called pure-quartic solitons [11].
This type of dispersion engineering is also responsible for the realization of the so-called pure-
quartic soliton laser [12]. In fact, even pure dispersion of higher orders has been explored, e.g.,
in [13], giving rise to considerations of conveniently programmable dispersions in fiber lasers
[13]. As explained in further detail, e.g., in [11], the prototypical physical system, on account
of which such models have recently been intensely explored, involves dispersion-engineered
photonic crystal waveguides. In such optical settings, the ability to suitably manipulate dis-
persion in competition with effects of self-phase modulation is the principal reason for the
ability to generate, as well as experimentally observe such solitary waves. Motivated by these
developments, numerousmathematical works have explored the existence and stability of soli-
tary waves in such settings [14–16]. The accessibility of a wide range of dispersion profiles
has revived considerations of different co-existing types of dispersion, e.g., in the form of a
quadratic and a quartic term, as e.g. in the work of [17]. The latter setting has been previously
explored, e.g., in the classic works of [18, 19]. Similar competitions between the quadratic and
quartic dispersion have also been recently considered in the wave equation setting, giving rise
to different bound states and intriguing dynamical phenomena [20].

It is indeed this topic of competing Laplacian and biharmonic terms that we revisit in the
present work, especially with a view to higher-dimensional considerations and the interplay
of the power (exponent) p of the nonlinearity and the dimensionality d of the linear operator.
More precisely, we shall consider the following mathematical models:

iut +Δ2u+ bΔu− |u|p−1u = 0, x ∈ Rd (1.1)

iut +Δ2u+ b∂2
x1
u− |u|p−1u = 0, x ∈ Rd. (1.2)

Our workwill be about the study of solitary waves of suchmodels and their stability properties.
In fact, we consider standing waves in the form u = e−iωtΦ, which results in the elliptic profile
equations:

Δ2Φ+ bΔΦ+ ωΦ− |Φ|p−1Φ = 0, x ∈ Rd (1.3)

Δ2Φ+ b∂2
x1
Φ+ ωΦ− |Φ|p−1Φ = 0, x ∈ Rd. (1.4)

We will refer to the model (1.1) as the isotropic case, while the model (1.2) as the anisotropic
case (due to its different dispersion along the direction x1).

Next, we set up the linear stability framework for these models. Namely, taking
u = e−iωt(Φ+ v), plugging this in (1.1) (or (1.2) respectively) and ignoring the higher order
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terms (i.e. super-linear ones of the form O(v2)), we obtain for �v = (R v, I v),

�vt = JL�v, J =

(
0 −1
1 0

)
, L =

(
L+ 0
0 L−

)
(1.5)

L+ = Δ2 + bΔ+ ω − p|Φ|p−1, (1.6)

L− = Δ2 + bΔ+ ω − |Φ|p−1. (1.7)

Similarly, the eigenvalue problem for the anisotropic model (1.2) is also in the form (1.5), with
L± given by {

L+ = Δ2 + b∂2
x1
+ ω − p|φ|p−1,

L− = Δ2 + b∂2
x1
+ ω − |φ|p−1

.

We now give a formal definition of spectral stability, which, in the context of the standing
waves of the model of interest, is the central focus of the present work.

Definition 1. We say that the corresponding standing wave solution e−iωtΦ is spectrally
stable, provided the eigenvalue problem JL v = μv does not have non-trivial solution
(v,μ) : v ∈ H4(Rd),μ :Rμ > 0.

The closest in spirit work to the present one is that of [19]. In it, however, the author
considers a different model, namely

iut + γΔ2u+Δu+ |u|p−1u = 0, x ∈ Rd. (1.8)

The authors obtains a number of useful (and mostly rigorous) results for the standing waves
for these models, especially in the regime5 γ < 0, |γ| � 1. Note however that this case, after
some rescaling is equivalent to the case b < 0 in (1.1), whereas our main interest is in the case
b > 0. The latter involves a competition (rather than a cooperation) of the linear contributions
and, hence, represents a case of particular interest.

In the present setting, we will examine systematically the isotropic case, but also compare
it with the anisotropic one whereby the Laplacian operator is replaced by a second partial
derivative along only a single spatial direction.We will present theoretical results in both cases
for the ground states of the system and their stability as a function of the nonlinearity power
p and the coefficient of the Laplacian (or of the one-dimensional second partial derivative) b.
Our principal theorems are, accordingly, stated in the next section.

We corroborate our theoretical analysis with detailed numerical computations that illustrate
systematically both the isotropic and the anisotropic case with d = 2, as a function of b and also
as a function of p. Starting with the isotropic case, we find that up to the cubic case of p = 3,
the relevant ground states are generically stable, irrespectively of the value of b. Beyond p= 3
and for 3 < p< 5, a critical threshold of b exists such that below the relevant threshold, the
wave is spectrally stable, while above, it destabilizes. Further, above p= 5 and below a critical
p, the waves will only be spectrally stable for an interval of b’s, while upon crossing this critical
threshold, a saddle-center bifurcation leads to the disappearance of all stable solutions of the
isotropic setting. Interestingly, the anisotropic example bears numerous similarities with the
above described isotropic case. The most notable difference that is worth highlighting is that

5 Note that the case γ > 0 in (1.8) is not as relevant physically as it does not support (bright) localized waves. It
basically corresponds to the de-focusing case in the standard NLS framework.
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even below p= 3, the anisotropic case may bear instabilities for a narrow interval of b-values;
more details will be shown in our numerical computations that follow.

2. Mathematical setup and main results

We start by noting that the problem of interest possesses continuous spectrum, which effec-
tively, per Weyl’s theorem [21], amounts to the spectrum of the homogeneous background
state: σ(L±) = σ(Δ2 + bΔ) = Range[ξ → |ξ|4 − b|ξ|2 + ω] = [ω − b2

4 ,+∞). If we do not
expect embedded eigenvalues in the essential spectrum6, and since by a direct inspection
L−[Φ] = 0, so 0 ∈ σp.p.(L−) (where σp.p. denotes the pure point spectrum), then we can

clearly conclude ω � b2

4 , which corresponds to the range of frequencies of the standing wave
that we will be considering in what follows.

Our principal theme of study will consist of the standing wave solutions of (1.1) and (1.2)
(that is, the solutions of (1.3) and (1.4)). Main interest is in the (spectral) stability of these
waves. For future reference, we introduce the associated Hamiltonian functionals,

I(u) =

{
1
2

∫
Rd

|Δu|2 − b
2

∫
Rd

|∇u|2 − 1
p+ 1

∫
Rd

|u|p+1

}
,

J(u) =

{
1
2

∫
Rd

|Δu|2 − b
2

∫
Rd

|ux1 |2 −
1

p+ 1

∫
Rd

|u|p+1

}
and the associated constrained minimization problems⎧⎪⎨⎪⎩

I(u)→min∫
Rd

|u(x)|2dx = λ
, (2.1)

⎧⎪⎨⎪⎩
J(u)→min∫
Rd

|u(x)|2dx = λ.
(2.2)

The solutions of these problems, if they exist, are referred to as normalized waves for the
corresponding variational problems.

For the rest of the paper, we consider the case b > 0 only. We have the following result.

Theorem 1. (The isotropic case) Let d � 2 and b > 0. Then, there exists a unique
p∗ (d) ∈ (1+ 4

d , 1+
8

d+1 ), so that

• For 1 < p< p∗ (d), the constrained minimization problem (2.1) has a solution for every
λ > 0. Moreover, such solutions satisfy the Euler–Lagrange equation

Δ2Φ + bΔΦ+ ωΦ− |Φ|p−1Φ = 0, x ∈ Rd, (2.3)

for some ω = ω(λ) > 0. In addition, all the functions e−iω(λ)tΦ are spectrally stable in the
context of the isotropic NLS (1.1).

6 However, there are fourth order differential operators with fast decaying potentials, which has embedded eigenvalues
in its continuous spectrum. This is in sharp contrast with the second order operators, who may possess eigenvalues
only at the edges of the continuous spectrum.
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• For 1+ 8
d > p> p∗ (d ), there exists λ ∗ (p, d, b) > 0, so that the problem (2.1) has

solutions for all λ > λ∗ (p, d). These solutions are spectrally stable.

Our numerical results suggest that 3.2 < p∗ (2) < 3.4, with the relevant value being in the
vicinity of p∗ (2) ≈ 3.3, yet the subtle nature of the numerical considerations near the limit only
affords us an approximate result in this context. Next, we have the following result regarding
the anisotropic case.

Theorem 2. (The anisotropic case). Let d � 2 and b > 0. Then,

• For 1 < p < 1+ 4
d , the constrained minimization problem (2.2) has a solution for every

λ > 0. Moreover, all of these solutions are spectrally stable.
• For 1+ 8

d > p > 1+ 4
d , there exists λ ∗ (p, d, b) > 0, so that the problem (2.1) has solu-

tions for all λ > λ ∗ (p, d ). These solutions are spectrally stable.

Remark. The statement of the theorem 2 does not imply that allwaves are spectrally stable,
but rather only that the minimizers of the constrained minimization problem (2.2) are guar-
anteed to be spectrally stable. In fact, in later sections, we numerically explore waves (i.e.
functions satisfying (1.4)), which are not necessarily spectrally stable. Interestingly they hap-
pen to co-exist with stable constrained minimizers in that for a range of p, there exist multiple
solutions corresponding to different frequencies with some (2) of them being stable and one
unstable. We now turn to the systematic construction of the waves of interest.

3. Construction of the waves: preliminaries

We begin our considerations with an analysis of when the constrained minimization problem
(2.1) is well-posed. That is, whether the quantity I[u] is bounded from below.

3.1. Well-posedness of the constrained minimization problems

To this end, introduce the following functions

m(λ) = inf
‖u‖2

L2
=λ

{
1
2

∫
Rd

|Δu|2 − b
2

∫
Rd

|∇u|2 − 1
p+ 1

∫
Rd

|u|p+1

}

n(λ) = inf
‖u‖2

L2
=λ

{
1
2

∫
Rd

|Δu|2 − b
2

∫
Rd

|ux1 |2 −
1

p+ 1

∫
Rd

|u|p+1

}
.

It is not a priori clear that m(λ), n(λ) are finite. We have the following result detailing that.

Lemma 1. Let d � 1. Then, for every λ > 0 and 1 < p< 1+ 8
d , we have that −∞ <

m(λ) < 0.

For p> 1+ 8
d , m(λ) = −∞.

Proof. Assume that 1 < p< 1+ 8
d . By the Gagliardo–Nirenberg–Sobolev’s inequalities

‖u‖Lp+1(Rd) � C‖u‖
Ḣ
d( 12−

1
p+1 )

� Cd,p‖Δu‖
d
2 (

1
2−

1
p+1 )

L2
‖u‖

1− d
2 (

1
2−

1
p+1 )

L2
.

5
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Thus, for a function u : ‖u‖2 = λ, we have

‖u‖p+1
Lp+1(Rd)

� λ
1
2

(
p+1− d

4 (p−1)
)
‖Δu‖

d(p−1)
4

L2
=:Cλ‖Δu‖

d(p−1)
4

L2
.

Since d(p−1)
4 < 2, we conclude by Young’s inequality that for every δ > 0,

‖u‖p+1
Lp+1(Rd)

�
(

Cλ

δ
d(p−1)

8

) 8
8−d(p−1)

+ δ‖Δu‖2L2 � Dλ,δ,p + δ‖Δu‖2L2 .

Trivially, ‖∇u‖2 � Cd‖Δu‖‖u‖ � δ‖Δu‖2 + C2
dλ

δ
, so by setting δ = δλ,p,b appropriately

small, we obtain that for a function u : ‖u‖2 = λ,

I[u] � 1
4
‖Δu‖2L2 − Cλ,p,b (3.1)

whence the function m is bounded from below.
Let φ be a test function, ‖φ‖2

L2
= λ. We take the scaling transformation φa = ad/2φ(ax), so

‖φa‖2L2 = λ. We have

I[φε] = a4
‖Δφ‖2

2
− ba2

‖∇φ‖2
2

− a
d(p+1)

2 −d

p+ 1
‖φ‖p+1

Lp+1 .

Clearly, if b > 0 and 0 < a � 1, the dominant term is −ba2 ‖∇φ‖2
2 − a

d(p+1)
2 −d

p+1 ‖φ‖p+1
Lp+1 < 0,

whence m(λ) < 0 for these values.
On the other hand, if p> 1+ 8

d , we have
d(p+1)

2 − d > 4, so that lima→+∞ I[φa] = −∞.�

The next lemmata are technical statements, which will however impact the restrictions one
must impose on p (and other parameters), in order to be able to construct the waves in theorem
1. In fact, we shall need specific Gagliardo–Nirenberg–Sobolev type inequalities in order to
resolve the existence requirements in theorems 1 and 2.

3.2. The Gagliardo–Nirenberg–Sobolev inequalities with mixed dispersion

We start with the isotropic case.

Proposition 1. Let b > 0. For every d � 2, there exists p∗ (d ), so that: for all 1 < p�
p∗ (d ), the following estimate

‖φ‖p+1
Lp+1(Rd)

� C‖φ‖p−1
L2

(∫
Rd

[|Δφ|2 − b|∇φ|2 + b2

4
φ2]dx

)
(3.2)

cannot hold for a given constant C and all test functions φ. In addition, p∗ (d ) obeys the
following

1+
4
d
� p∗ (d) � 1+

8
d + 1

. (3.3)

On the other hand, for 1+ 8
d > p> p∗ (d), there exists a constant C = Cp,d,b, so that

6
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‖φ‖p+1
Lp+1(Rd)

� Cp,d,b‖φ‖p−1
L2

(∫
Rd

[|Δφ|2 − b|∇φ|2 + b2

4
φ2]dx

)
. (3.4)

Remark. The value of p∗ (1) = 5 was computed in [16]. Finding the exact value of
p∗ (d ), d � 2 appears to be a hard problem in Fourier analysis, closely related to the restric-
tion conjecture. Even in our proof of the upper bound in (3.3), we use the full strength of
the Stein–Tomas restriction theorem in two spatial dimensions (see for example p 784, [22])
which does not appear to be enough to determine p∗ (d ). Proposition 1 allows us to prove
theorem 1; see section 4 below. Next, we present the relevant GNS results (or lack thereof) in
the anisotropic case. The result is much more definite than its counterpart proposition 1.

Proposition 2. Let b > 0. For every d � 2, and for all 1 < p� 1+ 4
d , the following

estimate

‖φ‖p+1
Lp+1(Rd)

� C‖φ‖p−1
L2

(∫
Rd

[|Δφ|2 − b|∂x1φ|2 +
b2

4
φ2]dx

)
(3.5)

cannot hold for a given constant C and all test functions φ.
On the other hand, for 1+ 8

d > p> 1+ 4
d , there exists a constant C = Cp,d,b, so that

‖φ‖p+1
Lp+1(Rd)

� Cp,d‖φ‖p−1
L2

(∫
Rd

[|Δφ|2 − b|∂x1φ|2 +
b2

4
φ2]dx

)
. (3.6)

In the remainder of this section, we present some preparatory material for the proofs of
propositions 1 and 2. To this end, we use the formula for the Fourier transform and its inverse
as follows

f̂ (ξ) = (2π)−d/2
∫
Rd

f (x)e−ix·ξ dx, f (x) = (2π)−d/2
∫
Rd
f̂ (ξ)eix·ξ dξ.

The Plancherel’s theorem states that ‖ f ‖L2 = ‖ f̂‖L2 . We will also make frequent use of the
Bernstein inequality: for every 1 � p� q � ∞ and everyfinite volume setA ⊂ Rd, there exists
C = Cd, so that

‖PA f ‖Lq � C|A|
1
p−

1
q ‖ f ‖Lp,

where P̂A f (ξ) = χA(ξ) f̂ (ξ).
We are now ready to proceed to the specifics of the isotropic case.

3.3. Proof of proposition 1

In consideration of the estimates (3.4), one can straightforwardly rescale to the case b = 2,
which we will henceforth use in our considerations for simplicity (although when completing
the proof of our theorems in section 4 below, we will present them for arbitrary b). Using
Fourier transformation and Plancherel’s theorem, we can rewrite∫

Rd
[|Δφ|2 − 2|∇φ|2 + φ2]dx =

∫
Rd

| f̂ (ξ)|2(|ξ|2 − 1)2dξ.

Further, one can use smooth decompositions near |ξ| = 1 to study (3.4). More concretely,
introduce a function ψ ∈ C∞

0 (R), so that ψ(z) = 1, |z| < 1 and ψ(z) = 0, |z| > 2. Then, let

7
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χ(z) = ψ(z)− ψ(2z), so that suppχ ⊂ ( 12 , 2) and
∑∞

j=−∞χ(2 jz) = 1, z �= 0. Now, introduce
two multipliers

Q̂ j f (ξ) :=χ(2− j(|ξ|2 − 1)) f̂ (ξ), P̂m f (ξ) :=χ(2m(|ξ|2 − 1)) f̂ (ξ),

and the corresponding versions Q> j :=
∑

l> j Ql, Q∼ j = Qj−1 + Qj + Qj+1 and so on. Based
on the relevant decomposition,

Id =
∞∑
j=0

Qj +
∑
m>0

Pm,

andQj, j � 3 Fourier restricts to a region |ξ| ∼ 2 j/2. We henceforth adopt the notation, A ∼ B,
for two positive quantities that satisfy if 1

4A � B � 4A.
It is actually not hard to come up with necessary and sufficient conditions on p so that (3.4)

holds, where f is replaced by Q>3 f .

3.3.1. Estimates away from |ξ| = 1. We can estimate by Sobolev embedding (or rather
Bernstein inequality)

‖Qj f ‖p+1
Lp+1(Rd)

� C2 j
(p−1)d

4 ‖Qj f ‖p+1
L2(Rd)

. (3.7)

Computing the right-hand side of (3.4) (with b = 2), on the other hand, yields 22 j‖Qj f ‖p+1
L2(Rd)

.

One can now show (3.4) for Q>3 f , when 1 < p< 1+ 8
d . Indeed, by the triangle inequality,

(3.7)

‖Q>3 f ‖Lp+1(Rd) � C
∑
j>3

2 j
(p−1)d
4(p+1) ‖Qj f ‖L2(Rd)

� C‖ f ‖
p−1
p+1

⎛⎝∑
j>3

‖Qj f ‖2L22
j (p−1)d

4

⎞⎠ 1
p+1

� C‖ f ‖
p−1
p+1

⎛⎝∑
j>3

‖Qj f ‖2L22
2 j

⎞⎠ 1
p+1

� C‖ f ‖
p−1
p+1

(∫
Rd

[|Δ f |2 − 2|∇ f |2 + f 2]dx

) 1
p+1

,

where we have used (p−1)d
4 < 2 and ‖ξ|2 − 1| ∼ 2 j on the support of the multiplier Qj.

The situation is much more delicate for frequencies close to the sphere |ξ| = 1, that is for
the multipliers Pm,m
 1.

3.3.2. Estimates near |ξ| = 1. Clearly, one has, by Bernstein inequalities, the estimates
‖Pm f ‖Lp+1 � Cm‖ f ‖L2 , so the issue is the control of P>m for a fixed m. We claim that the
central issue here is the exact bound in the estimate ‖Pm f ‖Lp+1(Rd ) � C‖ f ‖L2 . More precisely,
define

α(p, d) = sup{α : lim sup
m→∞

sup
‖ f‖L2=1

2αm‖Pm f ‖Lp+1(Rd) < ∞}. (3.8)

8
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Note that by the uniform boundedness principle and the definition of α(p, d ), for every
β > α(p, d ), there is a fβ : ‖ fβ‖L2 = 1, so that

lim sup
m→∞

2βm‖Pm f ‖Lp+1(Rd) = ∞. (3.9)

For convenience, we drop the dependence on the dimension d in α(p, d ). Note that

by the Bernstein’s inequality α(p) > 0, in fact ‖Pm f ‖Lp+1 � C2−m(
1
2−

1
p+1 )‖ f ‖L2 , whence

α(p, d) � ( 12 −
1

p+1 ). For the same reasons, it is clear that p→ α(p) is an increasing function.
In addition p→ α(p) is a continuous function and α(1) = 0.

A convenient characterization of α(p, d ) is the following: for every ε > 0, there is Cε, so
that

‖Pm f ‖Lp+1(Rd) � Cε2(−α(p,d)+ε)m‖ f ‖L2(Rd). (3.10)

We claim that α(p, d ) determines the value of p∗ (d ) in proposition 1.
In fact, we claim that p∗ (d ) is the unique solution of the equation α(p, d) = 2

p+1 . We
now prove this claim. First, we show that this equation has a unique solution. To start
with, the continuous function h(p) :=α(p)− 2

p+1 is increasing, with h(1) = −1 < 0, while

h(p) � 1
2 −

3
p+1 > 0 for p� 5, so there will be a solution p ∈ (1, 5). In fact, below we show

better bounds on α(p, d ), which imply existence of solutions in the interval of interest, namely
(1, 1+ 8

d ), but the existence of solutions anywhere in (1,∞) will suffice for now.
Next, we show that for p< p∗ (d ), (3.2) holds. This means that α(p)− 2

p+1 < 0. Introduce

β > α(p), so that β < 2
p+1 . According to the remarks made earlier, this allows us to find a

function fβ : ‖ fβ‖L2 = 1, so that (3.9) holds true. Assume then, for a contradiction, that (3.2)
holds for some constant C. This means that for all φ �= 0,

‖φ‖Lp+1

‖φ‖
p−1
p+1

L2

(∫
[|Δφ|2 − 2|∇φ|2 + φ2]dx

) 1
p+1

� C. (3.11)

In particular, taking into account the properties of Pm and our earlier calculations with regards
to the quantity in the denominator of (3.11), we can take φm = Pm fβ ,

sup
m

‖Pm fβ‖Lp+1

‖Pm fβ‖L22
− 2m
p+1

� C. (3.12)

Now, since ‖Pm fβ‖L2 � ‖ fβ‖L2 = 1, it follows that supm‖Pm fβ‖Lp+12
2m
p+1 � C. But this is a

contradiction with (3.9), since

‖Pm fβ‖Lp+12βm2m(
2

p+1−β) = ‖Pm fβ‖Lp+12
2m
p+1 � C,

whereas on the left-hand side lim supm‖Pm fβ‖Lp+12βm = ∞, and limm 2
m( 2

p+1−β) = ∞.
Assume now p > p∗ (d ), so α(p) > 2

p+1 . So, we can find β : α(p) > β > 2
p+1 . Then, we

have the estimate, (see (3.10), but applied to P2
m f )

‖Pm f ‖Lp+1(Rd) � Cε2−βm‖Pm f ‖L2(Rd ). (3.13)

We will show that (3.4) holds. In view of the estimates away from |ξ| = 1, which establish
(3.4) for Q>3 f , it suffices to consider P>m0 f for m0 sufficiently large only. We take m0 = 10

9
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for concreteness. By (3.13), we have

‖P>10 f ‖Lp+1 �
∑
m>10

‖Pm f ‖Lp+1 � C
∑
m>10

2−βm‖Pm f ‖L2

� C‖ f ‖
p−1
p+1

L2

(∑
m>10

‖Pm f ‖2L22
−2m

) 1
p+1

� C‖ f ‖
p−1
p+1

L2

(∫
[|Δ f |2 − 2|∇ f |2 + f 2]dx

) 1
p+1

.

This establishes (3.4) and so the estimates (or lack thereof) in proposition 1 are established in
full.

We now focus our attention on appropriate estimates on p∗ (d ).

3.3.3. Estimates on the value of p ∗ (d ). Aswe saw above, the value p∗ (d ) is intimately related
to the precise estimates of Pm : L2(Rd)→ Lp+1(Rd). Recall that there was the trivial bound
based on the Bernstein’s inequality, α(p, d) � ( 12 −

1
p+1 ), but we now aim for a much more

sophisticated one. Before we proceed, we need to introduce some quantities that will be helpful
in our considerations. The surface measure on Sd−1 is defined via dσ(x) = δ(|x|2 − 1) and its
Fourier transform is (see [22], appendix B.4)

d̂σ(ξ) = (2π)−d/2
∫
Sd−1

e−iξ·θ dθ = cd
J d−2

2
(|ξ|)

|ξ| d−2
2

=: S(ξ),

where cd is a constant and Jn are the standard Bessel functions. Furthermore, see appendix B.5,
[22], for any radial function f (x) = f0(|x|), one can compute its Fourier transform as follows

f̂ (ξ) = Cd|ξ|−
d−2
2

∫ ∞

0
f0(r)J d−2

2
(r|ξ|)r d2 dr.

In this way, when we take the multipliers associated to Pm, namely f0(r) = χ(2m(r2 − 1)), we
see that its kernel Km (i.e., Pm f = f ∗Km) can be expressed in terms of an averaging operator
involving the kernel S = d̂σ as follows

Km(x) = Cd

∫ ∞

0
χ(2m(r2 − 1))

J d−2
2
(r|x|)

|x| d−2
2

r
d
2 dr = Cd

∫ ∞

0
χ(2m(r2 − 1))rd−1S(r|x|)dr.

Let us now fix q > 2. We wish to establish an estimate for the operator norm Pm : L2 → Lq.
Note that Pm is trivially bounded, but the issue is to determine precise bounds on the norm,
as a function of m. Due to the fact that χ is real-valued, Pm : Lq′ → L2, so in order to compute
‖Pm‖B(L2→Lq), we might instead consider P2

m : Lq
′ → Lq and in addition

‖Pm‖B(L2→Lq) =
√
‖P2

m‖B(Lq′→Lq).

Now, P2
m f = K̃m ∗ f , K̃m = Cd

∫∞
0 χ2(2m(r2 − 1))rd−1S(r|x|)dr. The advantage in this formu-

lation is that the mapping properties of the operator f → f ∗ d̂σ = f ∗S are well-understood.
In fact, this is the content of the celebrated Stein–Tomas theorem. To summarize (see (10.4.7),
p 784, [22]), there is the estimate

10
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‖ f ∗ S‖Lq(Rd ) � C‖ f ‖Lq′ (Rd), qd =
2(d + 1)
d − 1

. (3.14)

With this value of qd, we then conclude that since f ∗ K̃m = Cd
∫∞
0 χ2(2m(r2 − 1))rd−1[S

(r| · |)∗ f ]dr, we have the estimate, based on the Stein–Tomas bound (3.14),

‖P2
m f ‖Lq = ‖ f ∗ K̃m‖Lq � C2−m‖ f ‖Lq′ .

Note here that the factor 2−m is gained through the integration in r, while the estimate for the
term ‖[S(r| · |)∗ f ]‖Lq comes from (3.14). Accordingly, this gives the estimate

‖Pm f ‖Lqd � C2−m/2‖ f ‖L2 , qd =
2(d + 1)
d − 1

. (3.15)

Interpolating this estimate with the trivial one ‖Pm f ‖L2 � C‖ f ‖L2 , we conclude that for every
2 � q � 2(d+1)

d−1 , there is

‖Pm f ‖Lq � C2
−md+1

2

(
1
2−

1
q

)
‖ f ‖L2 . (3.16)

It follows that

α(p, d) � d + 1
2

(
1
2
− 1
p+ 1

)
. (3.17)

In particular, it is clear that α(p, d)− 2
p+1 > 0, if p> 1+ 8

d+1 , which means that we have

established the upper bound p∗ (d) < 1+ 8
d+1 .

In order to establish the lower bound for p∗ (d ), we test the ratio
‖Pm f‖Lr(Rd )
‖ f‖L2(Rd )

for r > 2, with

f = Km, defined above. For the correct asymptotics, we need to recall (see appendix B.6, [22])
that for every r
 1,

Jk(r) = c
cos(r − πk

2 − π
4 )√

r
+ O(r−3/2).

Now,

K̃m(x) = Cd

∫ ∞

0
χ2(2m(r2 − 1))rd−1S(r|x|)dr

= const.|x|− d−1
2

∫ ∞

0
χ2(2m(r2 − 1))rd−1 cos(r|x| − π(d−2)

4 − π
4 )

r
d−1
2

dr + 2−mO(|x|− d+1
2 ).

It is then easy to see that for 2−m � δ � 1 and |x| ∼ δ2m,m
 1, in the integral above there
is the approximate formula

cos

(
r|x| − π(d − 2)

4
− π

4

)
= cos

(
|x| − π(d − 2)

4
− π

4

)
+ O(δ).

This implies that for a fixed portion of the set |x| ∼ δ2m, cos(r|x| − π(d−2)
4 − π

4 ) �
1
2 , whence

we have that K̃m obeys, on this fixed portion of the set, the bound |K̃m(x)|�2−m
d+1
2 . Thus,

‖Pm f ‖Lr(Rd) � c2−
m
2 2−md

(
1
2−

1
r

)

11
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while by Plancherel’s theorem

‖ f ‖L2 = ‖Km‖L2 =
(∫

Rd
|χ(2m(|ξ|2 − 1))|2dξ

) 1
2

∼ 2−
m
2 .

Thus,

‖Pm f ‖Lr(Rd)

‖ f ‖L2(Rd)
� c2

−md
(

1
2−

1
r

)
.

It follows that one has the inequality complementary to (3.17),

α(p, d) � d

(
1
2
− 1
p+ 1

)
. (3.18)

We can now derive an estimate for p∗ (d ). Indeed,

α(p, d)− 2
p+ 1

� d

(
1
2
− 1
p+ 1

)
− 2
p+ 1

< 0,

if p < 1+ 4
d . Thus, we conclude that p∗ (d) > 1+ 4

d . This finishes the proof of proposition 1.
Our next goal is to analyze the relevant GNS inequalities in the non-isotropic case.

3.4. The anisotropic case: proof of proposition 2

Again, a simple rescaling argument reduces matters to the case b = 2, as in the proof of
proposition 1. The arguments for the anisotropic case are pretty similar, once we realize the
important differences in the dispersion relations.More specifically, using Plancherel’s theorem
in this case:∫

Rd
[|Δφ|2 − 2|∂x1φ|2 + |φ|2]dx =

∫
Rd

|φ̂(ξ)|2[(ξ21 − 1)2 + |ξ′|4 + 2ξ21 |ξ′|2]dξ,

where ξ′ = (ξ2, . . . , ξd). For future reference, introduce the dispersion related function
h(ξ) := (ξ21 − 1)2 + |ξ′|4 + 2ξ21 |ξ′|2. Based on this formula, we discuss the validity of (3.5).

We start our analysis by considering some easy regions. One such region, is when ξ1 is away
from±1.Quantitatively, |ξ21 − 1| � 1

100 and say f0 :=P|ξ21−1|� 1
100
f . In this case, we clearly have

h(ξ) ∼ 1+ ξ41 + |ξ′|4 ∼ 〈ξ〉4. In such a scenario, it is easy to analyze ‖ f0‖Lp+1(Rd), in particular
what it takes for (3.6) to hold (and (3.5) to fail respectively).

More specifically, assuming 1 < p< 1+ 8
d , we have by Bernstein’s inequality and

Plancherel’s equality

‖ f0‖p+1
Lp+1(Rd)

� C

(
‖ f0‖L2 +

∞∑
k=0

2kd(
1
2−

1
p+1 )‖Pk f0‖L2

)p+1

� C‖ f0‖p−1
L2

∞∑
k=0

24k
∫
|ξ|∼2k

| f̂0(ξ)|2dξ

� C‖ f ‖p−1
L2

∫
Rd

| f̂0(ξ)|2h(ξ)dξ

� C‖ f ‖p−1
L2

∫
Rd

[|Δ f |2 − 2|∂x1 f |2 + | f |2]dx.

12
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This shows that 1 < p< 1+ 8
d is a sufficient condition for the validity of (3.6), in the case,

where ξ1 is away from ±1. On the other hand, testing (3.6) with a function of the type
f̂ (ξ) = ϕ(2−kξ) for k 
 1, shows that 1 < p< 1+ 8

d is necessary as well.
We now turn our attention to the more interesting cases, namely |ξ21 − 1| ∼ 2−m, m
 1. In

this case,

h(ξ) ∼ 2−2m + |ξ′|4 + |ξ′|2.

The case |ξ′| � 1
100 reduces to h(ξ) ∼ 〈ξ〉4, which was just analyzed. So, it remains to consider

the cases |ξ′| < 1
100 . So, the dispersion relation will be exactly h(ξ) ∼ 2−2m + |ξ′|2. Further,

by changing the Fourier variables ξ1 → ξ1 ± 1 (which on the physical side means replacing f
with f → e∓ix1 f , a harmless operation in terms of all ‖ · ‖Lq norms), we are reduced to studying
the question: for which values of p can the inequality hold

‖ f ‖p+1
Lp+1 � C‖ f ‖p−1

L2

∫
Rd

| f̂ (ξ)|2|ξ|2dξ, (3.19)

where f is a function supp f̂ ⊂ {ξ : |ξ| � 1}.
We will now show that p� 1+ 4

d is a necessary and sufficient condition for (3.19) to hold.
We have already established that 1+ 8

d > p is necessary and sufficient for the region away
from ξ1 = ±1, which will of course need to be intersected with the necessary and sufficient
condition for (3.19) to hold.

To this end, assume that p� 1+ 4
d . Consider f =

∑∞
k=0P−k f (recall supp f̂ ⊂ {ξ : |ξ| �

1}), so by standard properties of the Littlewood–Paley decompositions and the Bernstein’s
inequality

‖ f ‖2Lp+1(Rd) � C
∞∑
k=0

‖P−k f ‖2Lp+1(Rd ) � C
∞∑
k=0

2−2kd( 12−
1

p+1 )‖P−k f ‖2L2(Rd ).

Further applying Cauchy–Schwartz

‖ f ‖2Lp+1(Rd) � C

( ∞∑
k=0

‖P−k f ‖2L2

) p−1
p+1

(∑
k

2−2kd( 12−
1

p+1 )
p+1
2 ‖P−k f ‖2L2(Rd)

) 2
p+1

� C‖ f ‖
p−1
p+1

L2

(∑
k

2−kd
p−1
2 ‖P−k f ‖2L2(Rd)

) 2
p+1

.

It follows that whenever p� 1+ 4
d , we have

‖ f ‖p+1
Lp+1 � C‖ f ‖p−1

L2

∞∑
k=0

2−2k‖P−k f ‖2L2(Rd) � C‖ f ‖p−1
L2

∫
Rd

| f̂ (ξ)|2|ξ|2dξ.

This establishes (3.19) under the assumption p � 1+ 4
d . Conversely, assuming that (3.4) holds,

we test it with a function f : f̂ (ξ) = χ(2k(ξ1 − 1), 2kξ′), k 
 1. This yields the inequality
p� 1+ 4

d . Thus, we have finally established that the necessary and sufficient condition for
(3.6) to hold is exactly 1+ 8

d > p� 1+ 4
d .

13
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4. Completion of the proofs of theorems 1 and 2

We start our presentation with the proof for the existence of the waves. Along the way, we
establish a few necessary spectral properties of the corresponding linearized operators, which
will be instrumental in the spectral stability considerations.

4.1. Existence of the waves—isotropic case

In this section, we present the proofs for the existence (or at least a very detailed scheme of
the proof) for the isotropic case. We start with a few words about strategy, even though our
approach, in principle, is a quite natural one. It was established in lemma 1 that the constrained
minimization problem (2.1) is well-posed, and in fact−∞ < m(λ) < 0.We would like to show
that there is a minimizer for this problem, which subsequently will be shown to satisfy the
Euler–Lagrange equation (2.3). To this end, consider a minimizing sequence, say φk ∈ H2(Rd).
Ultimately,wewould like to show that a strongly convergentsubsequence ofφk will converge to
a solutionΦ. The central issue that we need to address is the non-triviality of such a minimizing
sequence. This is the subject of the next technical lemma.

Lemma 2. Let b > 0, d � 2 and 1 < p< 1+ 8
d . Let also

• 1 < p� p∗ (d ) and λ > 0
• p∗ (d) < p< 1+ 8

d and λ > λb,p,d.

Then, there exists a subsequence of φk so that for some L1 > 0, L2 > 0, L3 > 0,∫
Rd

|Δφk|2dx→ L1;
∫
Rd

|∇φk|2dx→ L2;
∫
Rd

|φk|p+1dx→ L3. (4.1)

Informally, the claim is that for 1 < p� p∗ (d ),λ > 0 and for p∗ (d) < p< 1+ 8
d ,λ >

λb,p,d (where λb,p,d is some threshold depending on the parameters b, p, d), one has non-trivial
minimizing sequences. Note that this does not yet show the existence of a limit, for which we
bring the full weight of the compensated compactness theory to bear. At the same time this
rules out some of the main obstacles toward the strong convergence of a subsequence of a
translate of φk to a minimizer.

Proof. By the estimate (3.1), it is clear that {
∫
Rd |Δφk|2dx}k is a bounded sequence. Since

‖φk‖2 = λ is fixed, by Sobolev embedding it follows that
∫
Rd |∇φk|2dx,

∫
Rd |φk|p+1dx are

bounded as well. We can take subsequences to ensure that the convergences in (4.5) hold true.
Now, it remains to establish the non-trivial claim, namely that all L1, L2, L3 are non-zero.

Assume for a contradiction that L3 = 0. Introduce

Ĩ[u] :=

{
1
2

∫
Rd

|Δu|2 − b
2

∫
Rd

|∇u|2
}
.

Clearly, Ĩ[u] � I[u], whereas limk Ĩ[φk] = limk I[φk] = inf‖u‖2=λ I[u] � inf‖u‖2=λ Ĩ[u]. It fol-

lows that φk is a minimizing sequence for the problem inf‖u‖2=λ Ĩ[u] and the minima coincide.
On the other hand, by Plancherel’s theorem∫

Rd
|Δu|2 − b

∫
Rd

|∇u|2 + b2

4
‖u‖2 =

∫
Rd

|û(ξ)|2
(
|ξ|2 − b

2

)2

dξ � 0, (4.2)

14
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whence inf‖u‖2=λ Ĩ[u] � − b2

8 λ. In fact, there is equality, i.e., inf‖u‖2=λ Ĩ[u] = − b2

8 λ as the
inequality in (4.2) may be saturated by choosing a function u, so that û is supported arbitrarily
close to |ξ| =

√
b
2 .

All in all, it follows that inf‖u‖2=λ I[u] = − b2

8 λ. Applying this to arbitrary f �= 0, and then

u =
√
λ f

‖ f‖ , so that ‖u‖2 = λ, we have

2λ
p−1
2

p+ 1

∫
Rd

| f |p+1 � ‖ f ‖p−1

{∫
Rd

|Δ f |2 − b|∇ f |2 + b2

4
| f |2

}
.

This last inequality is in contradictionwith (3.2) for 1 < p� p∗ (d ), and with (3.3) for all large
enough λ. This completes the proof for L3 > 0 under these assumptions.

Assuming that either L1 = 0 or L2 = 0 implies, by the standard Gagliardo–Nirenberg
inequality, the fact that L3 = 0, which we have just shown to be impossible. �

The rest of the proof for existence of a minimizer proceeds identically to the one presented
in section 3.2, [16]. Namely, first one establishes that the function λ→ m(λ) is strictly sub-
additive for 1 < p< 1+ 8

d . That is, for all α ∈ (0,λ),

m(λ) < m(α)+ m(λ− α). (4.3)

This is standard, and proceeds via the property that λ→ m(λ)
λ is a non-increasing func-

tion, which can be obtained via elementary scaling arguments and the crucial property
limk

∫
Rd |φk|p+1 = L3 > 0, which was established in (4.1).

Next, taking a minimizing subsequence φk, with the property (4.1), one applies the com-
pensated compactness lemma to it. More specifically, by the Lions concentration compact-
ness lemma (see lemma 1.1, [23]), applied to ρk := |φk|2 ∈ L1(Rd), ‖ρk‖L1 = λ there is a
subsequence (denoted again by ρk), so that at least one of the following is satisfied:

(a) Tightness. There exists yk ∈ R such that for any ε > 0 there exists R(ε) such that for all k∫
B(yk ,R(ε))

ρk dx �
∫
R

ρk dx − ε.

(b) Vanishing. For every R > 0

lim
k→∞

sup
y∈R

∫
B(y,R)

ρk dx = 0.

(c) Dichotomy. There exists α ∈ (0,λ), such that for any ε > 0 there exist R,Rk →∞,
yk ∈ Rd, such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣∣∣∣∣∣
∫

B(yk ,R)

ρkdx − α

∣∣∣∣∣∣∣ < ε,

∣∣∣∣∣∣∣
∫

R<|x−yk |<Rk

ρk dx

∣∣∣∣∣∣∣ < ε,

∣∣∣∣∣∣∣
∫

Rk<|x−yk |

ρk dx − (λ− α)

∣∣∣∣∣∣∣ < ε.

(4.4)

Then, one shows that the dichotomy cannot occur. The proof proceeds via an argument that
shows that dichotomy leads to a inequality of the form m(λ) � m(α)+ m(λ− α), with α
as in the dichotomy alternative. This of course contradicts the strict sub-additivity (4.3).
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Next, vanishing leads, via the standard Gagliardo–Nirenberg’s, to limk

∫
Rd |φk|p+1 = 0, in

a contradiction with (4.5), namely limk

∫
Rd |φk|p+1 = L3 > 0.

Hence, one concludes tightness. But tightness means that for some sequence yk ∈ Rd, there
is strong L2 convergence for {φk(x − yk)}. Denote Φ(·) := limkφk(· − yk). By the lower semi-
continuity of the L2 normwith respect to weak convergence,we also conclude that limk‖Φ(·)−
φk(· − yk)‖H2 = 0, whence Φ is a constrained minimizer of (2.1), all under the assumptions of
lemma 2.

Now, we take on the question for the Euler–Lagrange equation (2.3). To this end, fix a test
function h and consider the scalar function

g(ε) := I

(√
λ

Φ+ δh
‖Φ+ δh‖

)
.

Since g is differentiable in a neighborhood of the origin, and achieves its minimum there, we
have that g′(0) = 0. Since this is true for all test functions h, the resulting expression is that Φ
is a distributional solution of (2.3). It is standard result in elliptic theory to conclude that such
a solution Φ ∈ H4(Rd). In addition, one can establish asymptotics for such functions, but we
will not do so herein.

Next, we consider the second derivative necessary condition for a minimum at zero, which
states that g′′(0) � 0. Assuming that the test function h⊥Φ, we conclude 〈L+h, h〉 � 0, which
is exactly L+|{Φ}⊥ � 0. In fact, this is sharp, because by a direct inspection7 L+[∇Φ] = 0.
Also, since 〈L+Φ,Φ〉 = −(p− 1)

∫
|Φ|p+1dx < 0, we conclude that L+ indeed has a neg-

ative eigenvalue. This coupled with L+|{Φ}⊥ � 0 confirms that L+ has exactly one negative
eigenvalue.

Finally, we show thatL− � 0. Assume not. Then, there isψ⊥Φ, ‖ψ‖ = 1,L−ψ = −σ2ψ.
Note however that L− > L+, whence

0 � 〈L+ψ,ψ〉 < 〈L−ψ,ψ〉 = −σ2,

which is a contradiction. Looking closely, this also shows that 0 is a simple eigenvalue forL−,
because then, we take ψ⊥Φ : L ψ = 0, and this still leads to a contradiction as above. Thus,
we have shown the following proposition.

Proposition 3. Let b > 0, d � 2, 1 < p < 1+ 8
d and one of the two assumptions below is

verified

• 1 < p� p∗ (d ) and λ > 0
• p∗ (d) < p< 1+ 8

d and λ > λb,p,d.

Then, there exists Φ = Φλ, a constrained minimizer of (2.1) and ω = ωλ > 0. In addition,
Φ satisfies the Euler–Lagrange equation (2.3), and the linearized Schrödinger operatorsL±
satisfy

(a) L−[Φ] = 0, 0 ∈ σp.p.(L−) is a simple eigenvalue, and L−|{Φ}⊥ � δ > 0, for
some δ > 0

(b) L+|{Φ}⊥ � 0. Moreover, n(L+) = 1.

This completes the existence part of theorem 1.

7 Note however that ∇Φ ⊥ Φ.
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4.2. Existence of the waves—anisotropic case

Following identical steps as in section 4.1, we establish the following analog of lemma 2.

Lemma 3. Let b > 0, d � 2 and 1 < p< 1+ 8
d . Let also

• 1 < p� 1+ 4
d and λ > 0

• 1+ 4
d < p< 1+ 8

d and λ > λb,p,d.

Then, there exists a subsequence of φk so that for some L1 > 0, L2 > 0, L3 > 0,∫
Rd

|Δφk|2dx→ L1;
∫
Rd

|∇φk|2dx→ L2;
∫
Rd

|φk|p+1dx→ L3. (4.5)

The proof of lemma 3 proceeds in an identicalmanner to the proof of lemma 2 in section 4.1,
with the suitable replacement of isotropic Proposition 1 with its anisotropic analog Proposition
2. Once this step is completed, one establishes the strong sub-linearity of the cost function n(λ),
similar to the sub-linearity ofm(λ). The next step, again identical to the corresponding step for
the isotropic case, is to show that once we take a minimizing sequence φk, the method of com-
pensated compactness goes through for the functions ρk :=φ2

k . This establishes the existence of
the minimizerΦ. Similarly, it satisfies the Euler–Lagrange equation and the spectral properties
hold true. We collect the results in the next proposition.

Proposition 4. Let b > 0, d � 2, 1 < p< 1+ 8
d and one of the two assumptions below are

verified

• 1 < p� 1+ 4
d and λ > 0

• 1+ 4
d < p< 1+ 8

d and λ > λb,p,d.

Then, there exists Φ = Φλ,ω = ωλ > 0, a constrained minimizer of (2.2). In addition, Φ
satisfies the Euler–Lagrange equation (1.4) and the linearized operatorsL± obey

(a) L− � 0. More specifically, L−[Φ] = 0, 0 ∈ σp.p.(L−) is a simple eigenvalue, and
L−|{Φ}⊥ � δ > 0, for some δ > 0

(b) L+|{Φ}⊥ � 0. Moreover, n(L+) = 1.

4.3. Spectral stability of the normalized waves

In this section, we show the spectral stability of the waves constructed as constrained mini-
mizers as (2.1) and (2.2) respectively. Starting with the eigenvalue problem (1.5), we have that
instability is equivalent to the solvability of the system{

L−g = −λ f

L+ f = λg
(4.6)

for some μ :Rλ > 0. So, applying L− to the second equation, we see that (4.6) reduces to
the solvability of

L−L+ f = −μ2 f . (4.7)

Conversely, if (4.7) has a non-trivial solution μ, f , then g :=μ−1L+ f has a nontrivial solu-
tion μ, f , g. So, (4.6) and (4.7) are equivalent and we concentrate on the eigenvalue problem
L−L+ f = −μ2 f henceforth.
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Figure 1. Two-parameter plane of the nonlinearity exponent parameter p vs the Lapla-
cian prefactor b (varying between 0 and 2); recall that the frequency ω is fixed to unity,
while our computations are for dimension d = 2. The figure shows the bifurcation loci
separating spectrally stable solitons (under the curve) from unstable ones (above the
curve). The right panel shows a blowup of the left one close to the edge point of p= 3
and b = 2.

It follows immediately that f⊥ Φ. Thus, as L−|{Φ}⊥ � δ > 0, it follows that there exists
unique η ∈ {Φ}⊥, so that f =

√
L−η. Writing the relation L−L+ f = −μ2 f in terms of η

yields √
L−(

√
L−L+

√
L−η + μ2η) = 0.

As
√

L−L+

√
L−η + μ2η ∈ {Φ}⊥ = Ker(L−)⊥, we conclude that

√
L−L+

√
L−η +

μ2η = 0. Thus,√
L−L+

√
L−η = −μ2η. (4.8)

Note however that the operator
√

L−L+

√
L− is symmetric now, whence −μ2 ∈

σp.p.(
√

L−L+

√
L−), so−μ2 ∈ R.We have already shown that there could not be oscillatory

instabilities. Furthermore, testing (4.8) with η ∈ {Φ}⊥, we obtain

−μ2 ‖ η‖2 = 〈L+

√
L−η,

√
L−η〉 = 〈L+ f , f 〉.

Since f ∈ {Φ}⊥ and L+|{Φ}⊥ � 0, it follows that 〈L+ f , f 〉 � 0, whence −μ2 � 0. This
implies that all spectrum is stable, hence the spectral stability of Φ follows.

5. Numerical computations

In the present section, we show a number of numerical computations for d = 2 which corrob-
orate and complement our analytical results on the existence and stability of solitons for both
the isotropic and anisotropic models with competing Laplacian and biharmonic operators.

We start with the isotropic case. A summary of our results can be firstly found in figure 1
which contains a two-parameter (p vs b) diagram. Here, the depicted curve separates the
regime of spectrally stable waves (under the curve) from spectrally and dynamically unsta-
ble ones (over the curve) for fixed frequency ω = 1. It is important to recall here that any pair
(b, ω̃ = 1) for a given b and fixed ω̃ can be convertedupon rescaling to a pair (b̃ = 1,ω = 1/b2),
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Figure 2. Dependence of the squared L2 norm, denoted by P, i.e., P =
∫
R2 |u|2 for our

computations, with respect to the frequency ω for different values of the nonlinearity
exponent p, in the isotropic case for dimension d = 2. These plots showcase the different
stability regimes that can be found herein (see text for more details). The insets show the
same graph over an expanded interval of frequencies, using a semi-logarithmic scale for
the latter.

i.e., results pertaining to b variation for fixed ω̃ are tantamount to ones with fixed b̃ and
variable ω. By using the latter representation, it is possible to connect to the well-known
Vakhitov–Kolokolov criterion for the spectral stability, based on the monotonicity of the P(ω)
dependence [24]. Increasing dependence of P(ω) (or, analogously, decreasing dependence of
P(b)) is necessary for spectral stability, while a decreasing dependence (or increasing depen-
dence of P(b)) leads to spectral (and dynamical) instability for the single-humped states consid-
ered herein. Furthermore, it should be noted that the limit of b = 0 is tantamount to ω →∞,
while b→ 2 corresponds to ω → 1/4 within the above scaling (the linear limit), setting the
scales of variation of the respective parameters.

Representations of the dependence of P with respect to ω for different values of p can be
found in figure 2. It can be clearly seen that in the case of p= 3, similarly to what happens for
all values with 1 < p< 3, P increases monotonically with ω, pertaining to a regime of spectral
stability. Our numerical results seem to suggest the presence of a p∗ ≈ 3.3 (see once again the
right end of the curves in the panels of figure 1). For 1 < p< p∗ , in linewith theorem1, we find
ground state minimizers for all values of P ≡ λ. By P here, we denote the squared L2 norm due
to its being tantamount to the optical power in the corresponding physical problem. For values
of the exponent p that lie within p∗ < p< 5, the power P features an interval of monotonic
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Figure 3. Several examples of the waveform of the solitary waves with p= 3 in the
isotropic case for different frequencies. We can observe how the solution profile changes
from highω to the linear limit of ω → 0.25. Notice the logarithmic scale of the colormap,
and the (clear within that scale) zero-crossings of the solution. Figures for other values
of p are qualitatively similar.

decrease with ω close to the linear limit (of dispersing waveforms). Indeed, the corresponding
solutions near the linear limit are unstable, while for sufficiently large frequencies the solu-
tions become spectrally stable, as seen in the top right panel which corresponds to p= 5. This
finding also corroborates the results of theorem 1, since in the latter interval, it is not possible
to reach powers P (λ) below the minimum of the corresponding curve. For p > 5 and below a
critical, dimension-dependent threshold (which for our two-dimensional case is pcr = 6.565),
instabilities arise both for sufficiently small (near the linear limit) and sufficiently large (insta-
bilities due to collapse) values of ω, as it is shown in the bottom left panel for p = 6; in this
case, the only stable frequencies are the intermediate ones, corresponding to the interval of
growing P. Finally, when going above the relevant critical value of p (see bottom right panel,
corresponding to p= 7), the soliton is spectrally and dynamically unstable for all the frequen-
cies, given the monotonically decreasing dependence of P with respect to ω. Notice that these
findings for p> 5 ≡ 1+ 8

d complement in a natural way the rigorous results of theorem 1.
Figure 3 showcases the relevant isotropic (radially symmetric) waveforms and a variety of

different frequencies, starting from the highly nonlinear limit of large ω (where the width of
the solution shrinks, while its amplitude grows), to progressively lower frequencies, eventu-
ally approaching the linear limit of small amplitude as ω → 1/4. It is important to note the
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Figure 4. Same as figure 1 but for the anisotropic case.

logarithmic scale of the relevant colorbar, associated to continuously decreasing amplitudes
as ω decreases. Noticeable also within this scale are the nodal lines of the solution, given the
oscillatory nature of the linear tail as a result of the competition between the harmonic and
biharmonic terms. Although this figure corresponds to p = 3, it is qualitatively similar to the
outcome for other values of p.

We have made a similar analysis for the anisotropic case. The two-parameter diagram of p
versus b is displayed in figure 4. Indeed, the phenomenology is quite similar to the isotropic
case, although with some notable differences that can be observed not only near the right edge
of the curve of figure 4 but also in the P(ω) plots for different values of p in figure 5. For low
enough p (as, e.g., for p= 2), the soliton is stable for every frequency, and a solution exists
for all values of P ≡ λ, in line with theorem 2. However, contrary to the isotropic case, this
monotonic dependence ofP onω does not persist up to p= 3. Indeed, there exists an interval of
b’s (or, equivalently, of frequencies) for p roughly between 2.481 and 3 in our two-dimensional
setting, whereby P(ω) presents a maximum and a minimum and, as a consequence, the soliton
becomes unstable in that interval (as shown, e.g., in the plot for p = 2.8); this suggests that the
linear limit is not approached in the same way as in the isotropic case near the critical point of
p= 3. Incidentally, it is especially relevant to note that the linear limit itself bears nontrivial
differences as now the second partial derivative only occurs along x direction. This leads, near
the linear limit, to an oscillatory pattern solely along the x direction,while the solution becomes
separable in the form X(x)× Y(y). This can be clearly observed in the relevant solution panels
in figure 6.

It is also relevant to note here that our numerical results do not contradict theorem 2,
although in the very vicinity of the linear limit and for values of p between 2.5 and 3, we
cannot fully confirm the relevant theory. In particular, a careful observation of figure 4, e.g.,
for p = 2.8 (top right panel) suggests a non-monotonic dependence of P on ω but as the lin-
ear limit is approached, we are unable to resolve the question of whether all values of P are
accessible, as one approaches closer and closer to ω = 1/4, in line with the expectations of
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Figure 5. Same as figure 2 but for the anisotropic case and for different values of p.
Again, a semi-logarithmic scale has been used for the frequencies.

theorem 2. While the theorem prompts us to expect that to be the case (and the numerics are
also suggestive in this vein), the highly computationally expensive, anisotropic 2D computa-
tions needed have not allowed us to fully confirm this limit, which remains an interesting, open
computational question for future studies.

When p is increased from p= 3, we observe a similar phenomenology as in the isotropic
case, i.e. the curve P(ω) is monotonically decreasing near the linear limit and becomes mono-
tonically increasing (spectrally stable) after a local minimum (see the plot for p= 5 in figure
5). This phenomenology changes again (resembling the isotropic case) for p> 5, as shown in
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Figure 6. Same as figure 3 but for the anisotropic case with b = 1. Contrary to the
isotropic case, the anisotropy reflects in the solution as it acquires, when approaching
the linear limit ω → 0.25, a separable form in the x and y dependence with the nodal
lines being uniform along direction y.

the plot for p= 5.2; here, an interval of stability for intermediate frequencies can be seen to
arise. Finally, for sufficiently large values of p, again similarly to the isotropic limit, the waves
become generically unstable for all frequencies, as illustrated by the monotonically decreas-
ing dependence of P(ω) in the plot for p= 6. It is interesting to point out, however, that the
relevant threshold is considerably lower in the anisotropic case where it is around p= 5.407
for d = 2, while in the isotropic one the threshold is around p= 6.565 for d = 2.

6. Conclusions and future challenges

In the present work, we have examined in a systematic way the properties of higher-
dimensional NLS models with mixed dispersion, with a numerical emphasis on the more
computationally tractable case of d = 2. In particular, we have considered a setting in which
there is a competition between a focusing quartic and a defocusing quadratic dispersion term.
Our theorems 1 and 2 have offered a rigorous perspective on the relevant phenomenology, pro-
viding bounds on the nonlinearity exponent (as a function of dimension) for which minimizers
of the (squared) L2 norm exist for all values of that quantity, as well as ones for which such
minimizers do not exist for all powers. This has been done both for the isotropic case involv-
ing radial solutions, as well as for the anisotropic one where the second derivative term was
only active along a particular direction. We have complemented these findings with detailed
numerical results and corresponding multi-parameter diagrams detailing the stability of the
single-humped states of the system. In both isotropic and anisotropic cases, we found that
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when the exponent p of the nonlinear term is sufficiently small, the dependence of the power
on the frequency is monotonic, while above a certain threshold more complex non-monotonic
dependencies arise. Our numerical results for the case of d = 2 go beyond the accessible lim-
its to our theorems, identifying possible stable solutions even beyond the exponent bound of
p= 1+ 8/d (where d is the dimension), as well as identifying exponents beyond which no
spectrally stable solutions arise.

While we believe that these results offer numerous insights into higher-dimensional systems
with competing quadratic and quartic dispersions, there are also numerous open questions to
consider. As concerns the problem examined herein, an important one concerns the close prox-
imity of the linear limit for the anisotropic case when p is in the vicinity of p= 3 ≡ 1+ 4/d
(for our case of d = 2). More generally, for the case considered herein, it would be interest-
ing to also examine if higher-excited states, including multi-soliton ones, as well as vortical
ones are feasible and potentially also spectrally stable (and under what conditions). Addition-
ally, numerical studies of the more computationally demanding case of d = 3 would also be
worthwhile in connection to the theorems presented herein. Last but not least, exploring similar
questionswith the recently accessible experimentally, even orders of dispersion [13]would also
be of particular interest. Such studies are presently under consideration and will be reported in
future publications.
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