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Two-Dimensional Flow Boiling
Characteristics With Wettability
Surface in Microgap Heat Sink
and Heat Transfer Prediction
Using Artificial Neural Network
As technology becomes increasingly miniaturized, thermal management becomes chal-
lenging to keep devices away from overheating due to extremely localized heat dissipa-
tion. Two-phase cooling or flow boiling in microspaces utilizes the highly efficient
thermal energy transport of phase change from liquid to vapor. However, the excessive
consumption of liquid-phase by highly localized heat source causes the two-phase flow
maldistribution, leading to a significantly reduced heat transfer coefficient, high-pressure
loss, and limited flow rate. In this study, flow boiling in a two-dimensional (2D) microgap
heat sink with a hydrophilic coating is investigated with bubble morphology, heat trans-
fer, and pressure drop for conventional (nonhydrophilic) and hydrophilic heat sinks. The
experiments are carried out on a stainless steel (SS) plate, having a microgap depth of
170lm using de-ionized (DI) water at room temperature. Two different hydrophilic
surfaces (partial and full channel shape) are fabricated on the heated surface to compare
the thermal performance with the conventional surface. Vapor films and slugs are flushed
quickly on the hydrophilic surfaces, resulting in heat transfer enhancement on the hydro-
philic heat sink compared to the conventional heat sink. The channel hydrophilic heat
sink shows better cooling performance and pressure stability as it provides a smooth
route for the incoming water to cool the hot spot. Moreover, the artificial neural network
(ANN) prediction of heat transfer coefficient shows a good agreement with the experi-
mental results as data fit within65% average error. [DOI: 10.1115/1.4051602]
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1 Introduction

With technological advancement, electronic devices become
more compact and tiny day by day. According to Moore’s law,
the device size gets smaller to increase transistor count and circuit
speeds [1], leading to high power dissipation and heat fluxes.
Thus, thermal management of such devices like laser diode, super-
computer, military devices, and light emitting diode systems has
become extremely challenging for safe and reliable operations
[2,3]. In addition, on-chip power management and high-
performance demands in recent years have increased the nonuni-
formity of chip power dissipation, resulting in highly localized hot
spots at submillimeter scales. The conventional cooling technique,
such as natural or forced air cooling, has become insufficient for
devices exceeding a heat flux of 1 W/cm2 [4]. New and novel
cooling techniques are in need to selectively cool submillimeter
hot spots, while providing effective global cooling [3]. Two-phase
flow boiling with microchannel heat sinks is known as an effective
cooling solution for such applications as it has the potential to
remove a substantial amount of heat with the large latent heat of
vaporization absorbed by the liquid coolant during phase change
[5]. It can also maintain a more uniform wall temperature and
requires less pumping power compared to a single-phase coolant
for equivalent performance [6]. Despite the benefits of dissipating
higher heat flux, two-phase flow boiling in microspaces encoun-
ters some critical problems like flow instability, premature dry

out, lower heat transfer coefficient, and pressure drop during boil-
ing [7–10].

The flow boiling in the microchannel can be affected by vary-
ing flow patterns such as bubbly, slug, churn, and annular flow or
a combination of these [11]. Inside the microchannel, temporary
vapor blockage and subsequent pressure peak can be happened
with quick evaporation of bubbles [12], resulting in reverse flow
or even local dry patches [13]. The accumulation of bubbles at
downstream decreases the mass flux, resulting in pressure drop
and an increase in wall temperature [14]. The flow reversal phe-
nomenon is also observed due to upstream and downstream vapor
[15,16]. Additionally, high inlet compressibility [17] and location
of boiling incipience [12] can cause flow instability. Various tech-
niques such as flow restrictor at inlet [18,19], diverging or expand-
ing microchannel [20–22], transverse direction cross-connected
microchannels [23], and artificial nucleation sites [24,25] have
been proposed to improve flow stability. While inlet restrictors
reduce backflow [18] and artificial nucleation sites increase heat
transfer [24], both induce additional pressure instability. More-
over, high wall temperature and dry patches issues still remain
unresolved with these techniques. The wall temperature can be
more critical when considering a local hot spot in microchannel
flow. Local hot spot forms in electronic devices, resulting in a sig-
nificant rise in peak temperature at the same power level. The
microgap heat sink shows good potential to mitigate local hotspots
as it provides extra room for vapors to expand in the transverse
and downstream direction and also maintains uniform pressure
and fluid film on the hot surface. Alam et al. [26] studied micro-
channel and microgap heat sinks and found that the microgap
channel provides uniform wall temperature with lower tempera-
ture fluctuations. It also mitigates the hot spot. The numerical
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investigation of Bar-Cohen and Wang [3] showed the efficiency
of microgap heat sink. They found that proper thermal, electrical,
and geometric optimizations yield hot spot temperature reductions
of more than 17 �C at a 400 lm� 400 lm 1250 W/cm2 hot spot.
The hot spot cooling performance using microgap is also studied
using different geometries and coolants [27–32]. The 2D flow vis-
ualization on microgap heat sink shows different flow patterns
such as bubbly, intermittent, slug, and annular flow depending on
gap size [28,33]. Alam et al. [30] found that confined slug and
annular boiling are the dominant heat transfer mechanisms in
microgap channels and the heat transfer coefficient increases as
the gap size decreases.

One of the main causes of flow instability is the presence of
vapor or dry patches in the flow path. The effect of vapor or dry
patches in the microchannel can be reduced by rewetting on the
surface [14,34,35]. This indicates the potential of the hydrophilic
surface to reduce the flow instability in microchannel flow boiling.
In a macroscale, external force dominates over surface force in
the study of flow boiling on the wetting surface, while surface
force becomes significant in the microscale. Trieu Phan et al. [36]
investigated the flow boiling with varying wettability (26 deg,
49 deg, 63 deg, and 104 deg). They concluded that two-phase pres-
sure drop increases up to 170% from hydrophilic to hydrophobic
surface. The microchannel coated with carbon nanotube [37], sili-
con nanowires [38–40], and copper nanowires [41] shows
improvement in wettability and capillarity, which increases heat
transfer coefficient while reducing pressure drop as well as flow
instability. Choi et al. [42] fabricated hydrophilic and hydrophobic
microchannel using chemically treated glass. Their visualization
study showed that short elongated bubbles are formed at low
vapor quality and long elongated bubbles are dominant flow pat-
terns at high vapor quality. They also claimed that hydrophilic
surface increased heat transfer efficiency at low vapor quality by
rewetting the liquid film during local dry out. Liu et al. [43] stud-
ied the characteristics of flow boiling on hydrophobic to superhy-
drophilic microchannels. They observed that on the hydrophilic
surface (h� 36 deg) new bubbles liked to nucleate, grow, and coa-
lesce into an elongated bubble and then flushed away with incom-
ing water periodically. For the hydrophobic surface (h¼ 103 deg),
only elongated bubbles formed at higher superheat compared to a
hydrophilic surface. The heat transfer coefficient is higher for
hydrophilic microchannel compared to hydrophobic at low vapor
quality and low heat flux but opposite for high vapor quality and
heat flux [43,44]. Besides pure hydrophilic and hydrophobic surfa-
ces, some studies showed the excellence of mixed or patterned
hydrophilic surfaces in microchannel flow boiling [45–47]. How-
ever, mechanisms behind improved heat transfer performance have
not been well understood due to the complexity from different fac-
tors such as bubble departure, nucleation site density, critical heat
flux, heat transfer coefficient, capillarity, and channel geometry in
the microchannel flow boiling [45]. So, it is important to understand
the effect of wettability in a particular microscale flow system.

Another weakness in two-phase flow behavior is a strong reli-
ance on empirical correlations for predicting two-phase activity in
microgaps. Due to the lack of any quantitative standards, the flow
boiling correlation outside a specific operating condition does not
work accurately [31]. Artificial neural network (ANN) is a com-
puting system that solves problems by imitating mechanisms of
the human brain. It has been applied to various engineering appli-
cations, including convective heat transfer [48–52] and boiling
[53–58] to estimate desired performance parameters with
adequate experimental data. Scalabrin et al. [53,54] modeled heat
transfer of flow boiling in horizontal tubes for different fluids
using ANN and found that the flow boiling heat transfer model
does not fundamentally depend on the flow pattern. They also
showed that the ANN predicted data are more accurate in consid-
eration of the experimental uncertainties. Naphon et al. [59] inves-
tigated jet impingement nanofluid in microchannel and found that
there was only 1.25% error between experimental and ANN pre-
diction. Recently, ANN-based predicting model of mini/

microchannel flow boiling heat transfer with a consolidated data-
set (using 50 data sources) is developed by Qiu et al. [60]. They
concluded that their prediction model works better when the operat-
ing fluid is included in the training data. While ANNs have shown
good promise in predicting thermal characteristics across many
thermal systems, this method has not yet been implemented to pre-
dict complex microchannel or microgap flow boiling heat transfer.

In this study, we used the microgap heat sink with an enhanced
surface wettability to characterize the flow boiling heat transfer.
To the best of our knowledge, it has not been studied yet. The
main objective of this study is to characterize the flow boiling per-
formance and hotspot mitigation on microgap heat sink with
enhanced surface wettability and compare it with conventional
(nonwetting) heat sink. The experiment is carried out for a range
of heat flux (q) varying from 91.35 kW/m2 to 118.25 kW/m2 and
mass flux (j) varying from 1.656 kg/m2 s to 4.97 kg/m2 s. The
operating map of Hong et al. [61] for stable/unstable flow boiling
regime for de-ionized (DI) water in micro/minichannels heat sink
illustrates that unstable flow boiling always occurs at
q/j> 1.01 kJ/kg and q< 700 kW/m2, and in most of the previous
studies the low flow inertia and high vapor quality region is
ignored. The heat flux and mass flux ranges in this study cover the
low flow/mass flux and high vapor quality region. Moreover, we
predict the two-phase heat transfer coefficient using ANN tool for
this microgap system.

2 Experimental Setup and Methodology

2.1 Flow Loop and Test Module. Figure 1 shows the sche-
matic diagram and picture of the experimental setup. It uses an
open loop system with DI water supplied to the stainless steel
(SS) heat sink. The water flow is regulated by a syringe pump
(NE-1000X, New Era, Farmingdale, NY). The temperature and
pressure are measured before and after the water passes the SS
heat sink using T-type thermocouple and absolute pressure sensor
(PX219-200A5V, Omega, Norwalk, CT), respectively. The inlet
temperature ranges from 21 �C to 22 �C for all experiments. A dif-
ferential pressure sensor (PX419-015DWUV, Omega, Norwalk,
CT) is set to measure the pressure difference between inlet and
outlet. The test piece is comprised of Teflon base plate, polycar-
bonate top cover, 27 mm� 27 mm SS plate, and leaded resistor
(heater) as illustrated in Fig. 2(a). The SS metal plate has a shal-
low channel with a depth of 170 lm and width of 19.8 mm. The
SS plate is used to generate a hot spot due to its low thermal con-
ductivity. A 150 W thick film resistor (R1000-150-4E, Barry
Industries Inc., Attleboro, MA) mounted on the Teflon base is
used as a heater which is 8.89 mm long and 5.84 mm wide. A ther-
mal compound (Chemplex

VR

1381 DE, Fuchs Lubricants, Harvey,
IL) is applied on the heater surface to maintain constant conduc-
tion between heater and heat sink. Two 7.62 mm holes are drilled
through the Teflon base plate just before inlet and after outlet to
attach two absolute and one differential pressure transducer.
Power is supplied to heater using a DC source. As shown in
Fig. 2(b), ten T-type thermocouples are installed to measure the
temperature of the heat sink (SS plate) surface at different posi-
tions: eight (1–8) are measuring the local temperature of metal
plate from bottom, one (h) is located in between the heater and
metal plate, and the other one (t) is fixed through top polycarbon-
ate part to measure the flowing water temperature right above the
SS metal plate. Two more thermocouples, attached to the polycar-
bonate part, are used to measure the inlet and outlet temperature.
The data acquisition (DAQ) system (Agilent 34970A, Agilent,
Santa Clara, CA) records all temperature and pressure data.

2.2 Fabrication of Hydrophilic Surface on Heat Sink. The
SS microgap heat sink configuration is shown in Fig. 3(a). The
channel dimensions denoted by a, b, and c are 20 mm, 27 mm, and
170 lm, respectively. Two different geometries of hydrophilic
surface are prepared on the microgap channel: (1) particle
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hydrophilic (Fig. 3(b)) and (2) channel hydrophilic (Fig. 3(c)).
They both are treated in the same way for the hydrophilic coating,
but differ in the coverage area. The area of the partial hydrophilic
surface corresponds to the hot spot generated by the heater on the
SS plate, which is 8.89 mm� 5.84 mm. The full length of the heat
sink (27 mm) with the same width of hot spot (5.84 mm) is treated
to prepare the channel hydrophilic surface. To fabricate the hydro-
philic surface, a 200 nm thick film of SiO2 is deposited on the SS
heat sink using a sputtering system (Nano 36TM Kurt J Lesker,
Jefferson Hills, PA). The treated surface is characterized by a
goniometer (rame-hart 200 goniometer, Succasunna, NJ). The
average contact angle (CA) for a conventional (nontreated) SS
plate is �87 deg which drops to �8 deg after treatment.

2.3 Test Procedure. Both conventional and hydrophilic
microgap heat sinks are tested with DI water having inlet tempera-
ture of 21.5 �C. At the beginning, the heat sink is set to the test
piece, and the test section is connected to the flow loop. The
power supply is connected to the heater and maintained at the
same power level throughout the experiment. Once all the thermo-
couple and pressure readings reach steady-state condition (after an
hour), the syringe pump is started to flow water. Three different

flow rates, 0.5 ml/min, 1 ml/min, and 1.5 ml/min, are used to see
the cooling effect. The experiment is repeated for different heat
fluxes ranging from 83.15 to 118.25 kW/m2. All the temperature
and pressure data are captured in the DAQ (Agilent 34970A, Agi-
lent, Santa Clara, CA) system. The DAQ scanning time is set to
100 ms. A high-speed camera (Miro M310, Phantom, Wayne, NJ)
is also used to visualize the morphological change inside bubbles
during flow boiling. The CA is measured before and after each
test to check the change in hydrophilicity.

2.4 Data Reduction. In this experiment, the input power (P)
of the DC power source is calculated using input voltage (V) and
current (I)

P ¼ VI (1)

Heat transfer rate (Q) is calculated considering the heat loss
(Qloss) to surrounding ambient. Some heat is lost through the heat
sink of the microheater. The average heat loss with the micro-
heater is around 9% of input power P at more than 150 �C operat-
ing temperature according to microheater specification

Q ¼ P� Qloss (2)

Fig. 1 (a) Schematic diagram of experimental setup and (b) picture of real experimental setup

Fig. 2 (a) Split view of test section and (b) thermocouple positions under heat sink
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Two-dimensional temperature difference (DT) is calculated using
average wall temperature (Ts) and average saturated water temper-
ature at outlet (Tw) when the temperature reaches steady-state dur-
ing cooling

DT ¼ Ts � Tw (3)

The microheater’s surface area (Ah) is considered to calculate
effective heat flux (q)

q ¼ Q

Ah
(4)

The two-phase heat transfer coefficient (h) can be calculated using

h ¼ q

DT
(5)

As the test section maintains the same width, the contraction and
expansion pressure loss is minimal compared to the microgap
pressure loss. Pressure drop (DP) is measured from the differential
pressure sensor data.

2.5 Uncertainty Analysis. The uncertainty analysis is done
using normal error distribution. As there is a variation in experi-
ment time and repeatability, statistical uncertainty is considered
with 95% confidence level. The following statistical uncertainty
formula is used to calculate the uncertainty in temperature and
pressure:

Dx ¼ 1:96 � rffiffiffiffi
N

p (6)

where Dx is uncertainty, r is the standard deviation, and N is the
number of samples.

The uncertainty of two-phase heat transfer coefficient can be
calculated using the following equations:

Dh¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

Ts�Tw
dq

� �2

þ q

Ts�Twð Þ2
dTs

� �2

þ q

Ts�Twð Þ2
dTw

� �2

s

(7)

where Dh is the uncertainty in heat transfer coefficient, and dq,
dTs, and dTw are the uncertainties in heat flux, saturated wall tem-
perature, and saturated water temperature, respectively.

The uncertainties from the manufacturer for different parame-
ters and sensors are shown in Table 1.

3 Artificial Neural Network Theory

Artificial neural network is a deep learning tool that adopts a
mathematical or computational process mimicking the learning
process of the human brain. McCulloch and Pitts first proposed it
in 1943 [62]. ANN has an intelligent adaptive system that can
reconfigure itself in the learning process, based on external or
internal knowledge that flows through the network. It is widely
used as a statistical prediction tool due to its adaptability, learning
capability, nonlinearity, input–output mapping, and fault tolerance
[63]. As ANN maps provide an approximate model according to
given data, it can be applied to problems with no algorithmic solu-
tions or with too complex algorithmic solutions. In general, ANN
architecture consists of three layers, including the input layer, hid-
den layer, and output layer. Each layer has a number of connected
nodes, called artificial neurons. The strength of the connected neu-
rons is defined by weight. Each neuron accepts a weighted set of
inputs and gives an output response through an activation func-
tion. A set of connection weights and biases need to be adjusted to
enable the network for the required task. The activation function
processes the sum of weighted inputs with a bias. Different types
of activation functions can be used, such as hard limit threshold
function, log-sigmoid function, and hyperbolic tangent function.
A particular function is performed by adjusting the connection
values, i.e., weights and biases, during the ANN training process.
The training continues until it reaches an accepted degree of accu-
racy. In other words, the weights and biases are modified to mini-
mize the error between the output of the network and the desired
output. When the error falls below a predetermined threshold or

Fig. 3 (a) Schematic diagram of microgap test section, and hydrophilic treated microgap (b)
partial hydrophilic, and (c) channel hydrophilic heat sink
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exceeds the maximum number of epochs, the training process will
cease. One epoch of training is typically defined as a single pre-
sentation of all input vectors to the network [56]. In this study, a
multilayer feed-forward neural network is built, in which all layer
nodes are connected to all other nodes of the preceding and subse-
quent layers.

3.1 Artificial Neural Network Modeling. The ANN adopts
a learning algorithm to execute the training process. The backpro-
pagation algorithm, a widely used algorithm in ANN for engineer-
ing problems, is adopted here. In this algorithm, the input data are
forwarded via the transfer function, and errors are propagated
backward. The Levenberg–Marquardt optimization technique is
used to adjust the weights and biases. The network learns through
the gradient descent algorithm with momentum. A log-sigmoid
(LOGSIG) activation function is applied to the hidden layer,
which adjusts the neuron’s connection value (weights and biases)

LOGSIG Xð Þ ¼ 1

1 þ e�X
(8)

where X is any input value. In this study, five different inputs and
one output data are used, which have varying data ranges. For
accuracy and simplicity, all input and output data are normalized
(Xn) within 0 to 1 and then return to the original value after
prediction

Xn ¼
X � min Xð Þ

max Xð Þ � min Xð Þ (9)

Each neuron accepts a weighted set of inputs and gives an output
response. Such a neuron initially forms the sum of weighted
inputs (V)

V ¼
Xn
i¼1

ðwiXiÞ þ b (10)

where n is the number of elements, wi is the interconnection
weights of input vector Xi, and b is the bias for the neuron. Weight
is updated in each iteration based on the learning rate [52]

wnew
i ¼ wold

i � g
dE
dwi

(11)

where g is the learning rate, and dE=dwi is the gradient of error. In
the backpropagation process, error acts as a driving parameter as
it determines the end of training when error becomes minimum.
Error deviation can be evaluated as

ke ¼
E

kd
¼ kp � kd

kd
(12)

where kp represents the predicted or calculated output, and kd rep-
resents the desired or expected output. To compare the

performance of different ANN architecture, mean relative error
(MRE) and standard deviation of relative error (STDR) are
evaluated [64]

MRE ¼ 1

n

Xn
i¼1

ke (13)

STDR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ke � �keð Þ2

n� 1

vuut (14)

4 Results and Discussion

In this study, flow behaviors are visualized during flow boiling
using a high-speed camera for three different sample types: con-
ventional (nontreated), partially hydrophilic, and channel hydro-
philic surfaces. The relative comparisons in flow regimes along
with temperature and pressure change for three different samples
are presented for various mass and heat fluxes to differentiate the
bubble characteristics, stability, hotspot mitigation, and heat trans-
fer performance. The wettability change for hydrophilic surfaces
is also characterized by the contact angle measurement.

4.1 Flow Visualization. Figures 4–6 summarize the flow pat-
terns with corresponding temperature and pressure changes for the
heat flux of 99.93 kW/m2 and mass flux of 3.31 kg/m2 s on three
different heat sinks, conventional, partial hydrophilic, and channel
hydrophilic, respectively. To compared flow patterns for three dif-
ferent heat sinks, the visualization is focused on two stages: initial
cooling (Z1) and saturated cooling (Z2). At the beginning of cool-
ing, vapor film initiates on hot spot which lasts longer on conven-
tional surface (t¼ t0þ 95.04 s) compared to partial hydrophilic
(t¼ t0þ 0.416 s) and channel hydrophilic (t¼ t0þ 0.125 s) heat
sink. It indicates that local dry out prevails for a longer period on
the conventional surface. A short peak appears in the temperature
just right after the initiation of cooling at the initial stage, Z1, due
to the presence of vapor film on the conventional surface. The
wall temperature also increases on the conventional surface due to
a lack of water supply. Moreover, fluctuations or cyclic patterns
are observed in the temperature profile of the conventional surface
due to belated rewetting.

On the other hand, hydrophilic surfaces can maintain low wall
temperature with less fluctuation due to frequent rewetting.
Among the hydrophilic surfaces, the channel hydrophilic heat
sink mitigates hot spot temperature better with the least fluctua-
tion. Rewetting phenomena are also responsible for pressure var-
iations on conventional and hydrophilic heat sinks. The pressure
is more consistent (less fluctuation) on channel hydrophilic as it
has high water availability due to the most frequent rewetting,
compared to the partial hydrophilic and conventional heat sink. It
should be noted that differential pressure is higher on hydrophilic
surfaces compared to conventional one due to the presence of a
consistent water supply. The hydrophilic surface has a higher
water affinity that helps to flush vapor film out from the hot spots
just in a fraction of seconds. Thus, there is no increase in tempera-
ture after initiating water flow. After initial vapor flushing, new
bubbles form and coalesce to create bubble clusters or slugs. The
slug flow is found to be the dominant flow pattern in this study.
Because of low water content, the vapor slug acts as an insulation
layer and resists heat transfer. So, the presence of a larger slug
increases the temperature on the hot spot. To mitigate hot spot
temperature, slug flushing plays a significant role. Slug forms and
flushes repeatedly when the temperature becomes close to satura-
tion. The comparison of Figs. 4–6 shows that slugs’ flushing
varies with surface wettability. It is evident from these visualiza-
tions that the quickest slug removal happens on channel hydro-
philic (t¼ t0þ 39.82 s) followed by partial hydrophilic
(t¼ t0þ 47.86 s) and then conventional (t¼ t0þ 55.58 s) heat

Table 1 Measurement accuracies and experimental uncertain-
ties associated with sensors

Sensors and parameters Accuracies and uncertainties

T-type thermocouple 61 �C
Absolute pressure sensor 63.44 kPa
Differential pressure sensor 60.103 kPa
SS heat sink depth 635lm
Power source (voltage, current) 60.06 V, 60.15 A
Resistor or microheater 65%
Heat flux 5–8%
Pressure drop 8–14%
Heat transfer coefficient 7–12%
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Fig. 4 Change in flow pattern with temperature and pressure on conventional heat sink at q5 99.93kW/m2 and j5 3.31kg/m2 s

Fig. 5 Change in flow pattern with temperature and pressure on partially hydrophilic heat sink at q599.93 kW/m2 and
j5 3.31 kg/m2 s
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Fig. 6 Change in flow pattern with temperature and pressure on channel hydrophilic heat sink at q5 99.93 kW/m2 and
j5 3.31 kg/m2 s

Fig. 7 2D temperature drop after cooling at nine different positions for q591.35 kW/m2 and j5 3.31 kg/m2 s on (a) conven-
tional, (b) partial hydrophilic, and (c) channel hydrophilic heat sink. The rectangular shaded area represents the hydrophilic
region on each heat sink.
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sink. The slugs are more easily removed by rewetting or new
incoming water with hydrophilic surfaces. The full channel hydro-
philic surface creates a smooth route for the water to pass through
the hot spot, resulting in easy removal of slugs. However, station-
ary slugs at the nonhydrophilic upstream block the passage of
water flow on both conventional and partial hydrophilic surfaces.
So, it resists the incoming water and hinders water flow. Addition-
ally, due to the expansion and shrinkage of the vapor slugs, pres-
sure fluctuates more on surfaces having nonhydrophilic
downstream, i.e., conventional and partial hydrophilic surfaces.
With less interrupted flow path and pressure fluctuation, the chan-
nel hydrophilic surface improves heat transfer and hot spot
mitigation.

4.2 Hotspot Mitigation. In this study, the SS plate is used as
a heat sink to check the hot spot mitigation capabilities of differ-
ent microgap heat sinks due to its nonuniform heat flux distribu-
tions like electronic chips. The temperature of the heat sink is
measured at nine different positions (indicating 1–9 in Fig. 7)
using thermocouples to understand the local cooling effect. The
surface plots in Fig. 7 illustrate the relative temperature drop after
cooling for q¼ 91.35 kW/m2 and j¼ 3.31 kg/m2 s for conven-
tional, partial hydrophilic, and channel hydrophilic heat sinks. It
also represents the overall local cooling performance on each heat
sink. The thermocouple position, 9, represents the hot spot and
maximum temperature drop (denoted by orange color region) is
found around this position. The maximum temperature drop
region in the 3D temperature plots increases gradually from con-
ventional to channel hydrophilic surface indicating temperature
drop or heat transfer increase. The temperature drops after cooling
at position 9 on conventional, partial hydrophilic, and channel
hydrophilic heat sink are 42.43 �C, 42.73 �C, and 43.65 �C, respec-
tively, which is a clear indication of the highest temperature drop
with channel hydrophilic heat sink. It is also evident that the area
of high-temperature color legends is larger for channel hydro-
philic heat sink compared to others. The visualization shows fre-
quent rewetting and smooth progression of water on channel
hydrophilic heat sink helps to mitigate hot spot temperature.

4.3 Two-Phase Heat Transfer. The two-phase heat transfer
coefficient is calculated using the temperature difference between
the hot spot on the heat sink and saturated water at the outlet.
Figure 8(a) shows the variation of the heat transfer coefficient
with heat fluxes on conventional, partial, and channel hydrophilic
heat sink for the mass flux of 1.656 kg/m2 s. The heat transfer
coefficient increases more for hydrophilic surfaces compared to

conventional at a low flow rate or mass flux. The improvement is
more noticeable at high heat flux (>99.93 kW/m2). Due to the low
flow rate and high heat flux, water does not like to flow over the
hot spot region, especially on the conventional heat sink. How-
ever, the hydrophilic surfaces facilitate to overcome this issue by
attracting more water on the hot spot. At mass flux of 3.31 kg/m2 s
in Fig. 8(b), the heat transfer coefficient trends for all surfaces are
descending with an exception for the conventional surface at high
heat flux (118.25 kW/m2). The consistent improvement in the heat
transfer coefficient on channel hydrophilic heat sink is shown for
the mass flux of 4.97 kg/m2 s in Fig. 8(c). The trends for partial
and channel hydrophilic at 3.31 kg/m2 s and 4.97 kg/m2 s are simi-
lar and descending at high heat fluxes, which is opposite to the
conventional surface. It has been observed that the heat transfer
coefficient decreases on the hydrophilic surface at higher vapor
quality or heat flux [42,44,65]. According to Trieu Phan et al.
[44], heat transfer through conduction from a hot surface to a thin
liquid layer remains on the hydrophilic surface at high heat flux.
This thin layer is affected by different factors such as the shear
force at the liquid–vapor interface, the evaporation rate, and the
capillary effect. As capillary action is dominant on microscale
hydrophilic surface, it retains thin liquid film unchanged, and so
heat transfer does not improve at high heat flux or vapor quality.

The heat transfer coefficient increases on channel hydrophilic
heat sink around 5–12% at 3.31 kg/m2 s and 7–14% at 4.97 kg/m2

s compared to the conventional heat sink at low heat fluxes
(<108.9 kW/m2). Again, the heat transfer coefficient increases on
channel hydrophilic heat sink around 2–10% at 3.31 kg/m2 s and
4–9% at 4.97 kg/m2 s compared to the partial hydrophilic heat
sink at low heat fluxes (<108.9 kW/m2).

4.4 Two-Phase Pressure Change. Two-phase pressure
change is measured from the differential pressure sensor, which is
set inside the test piece. As the width of the flow channel is uni-
form (no sharp contraction and expansion) everywhere and mass
fluxes used in cooling are low (1.656 kg/m2 s, 3.31 kg/m2 s, and
4.97 kg/m2 s), we assume that the friction losses are negligible.
The differential pressure readings are normalized with respect to
100 kPa due to the measurement variations of initial conditions in
each test. In two-phase cooling in microspace, pressure fluctuation
occurs due to the expansion and contraction with bubbles forming
and collapsing. To represent pressure drop for a single flow rate at
a specific heat flux, an average of approximately 1200 differential
pressure data is taken at the steady-state.

Figure 9 shows the normalized pressure change with respect to
heat flux for different mass fluxes on conventional, partial hydro-
philic, and channel hydrophilic heat sink. Among three mass

Fig. 8 Variation of heat transfer coefficient with heat fluxes on conventional, partial, and channel hydrophilic heat sink for
mass flux of (a) 1.656kg/m2 s, (b) 3.31 kg/m2 s, and (c) 4.97 kg/m2 s
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fluxes in this study, the relatively smaller variation in pressure
drop is observed at the highest mass flux (4.97 kg/m2 s) across the
range of heat fluxes, which is partly because slugs cannot stay on
the hot spot for a long time. It is also seen that normalized differ-
ential pressure at a high heat flux decreases on conventional and
partial hydrophilic heat sinks for all three mass fluxes due to the
increase of vapor. The presence of vapor on the hot spot resists
the water flow, leading to a decrease in pressure. On the channel
hydrophilic heat sink, differential pressure is more consistent for
all three mass fluxes. The small pressure variation on the channel
hydrophilic results from the less interrupted flow along the heat
sink by hydrophilic surface. It also quickly removes slugs and
vapor from the hot spot to minimize the pressure build-up, result-
ing in the prevention of pressure instability. For the partial hydro-
philic surface, the differential pressure is showing a relatively
large variation for all three mass fluxes compared to conventional
and channel hydrophilic surfaces. It may be attributed to the lon-
ger stay of vapor slugs on the nontreated area near the outlet and
at the interface between the treated and the nontreated surface.

4.5 Wettability Change During Flow Boiling. To examine
the change in wettability of the hydrophilic surface, the CA is

measured before and after each test. Figure 10 shows the change
of CA for various heat and mass fluxes. The solid columns repre-
sent the CA before the test, and the blank columns represent the
CA after the test. The results indicate that the hydrophilicity
degrades for both partial and channel hydrophilic surfaces after
the flow boiling test. The largest increment in CA occurs for both
partial and channel hydrophilic surfaces at a low mass flux
(1.656 kg/m2 s). We attribute the large increment in CA to an
extended stay of bubbles and slugs on the hot spot. Continuous
expansion and shrinkage during bubble clusters or slugs formation
and collapsing impose thrusts on the surface, which deteriorates
the hydrophilic surface. It can be analogous to cavitation in a
pump or turbine propeller where the propeller surface can be dam-
aged by bubble formation or collapsing. On the partial hydrophilic
surface, CA increases on an average 15 deg for 1.656 kg/m2 s,
7 deg for 3.31 kg/m2 s, and 6 deg for 4.97 kg/m2 s. For the channel
hydrophilic surface, the increment is, on average, 11 deg for
1.656 kg/m2 s, 2 deg for 3.31 kg/m2 s, and 4 deg for 4.97 kg/m2 s.
The less degradation on the channel hydrophilic surface is due to
the quick removal of bubbles and slugs from the hydrophilic sur-
face. Table 2 represents CA measurement at three different posi-
tions, such as upstream, middle, and downstream on the
hydrophilic surface of both heat sinks. From these data, it can be

Fig. 9 Variation of normalized pressure drop with heat fluxes on conventional, partial, and channel hydrophilic heat sink for
mass flux of (a) 1.656kg/m2 s, (b) 3.31 kg/m2 s, and (c) 4.97 kg/m2 s

Fig. 10 Variation of CA before and after test at different heat fluxes on (a) partial hydrophilic and (b) channel hydrophilic heat
sink
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observed that CA increases mainly on the middle and downstream
regions where the bubbles generate more frequently and last
longer.

4.6 Prediction of Heat Transfer Coefficient Using Artifi-
cial Neural Network. To perform the ANN prediction of two-
phase heat transfer coefficient, the experimental dataset is divided
into training and validation/test sets. Due to the complexity of
two-phase flow, the heat transfer coefficient is influenced by vari-
ous parameters such as temperature, pressure, mass flux, and heat
flux. In this study, pertinent parameters such as hot wall tempera-
ture, saturated water temperature, differential pressure, mass flux,
and heat flux are considered as input to get the predicted value of
heat transfer coefficient as output. Among the experiments carried
out for different mass fluxes and heat fluxes, 45 input–output pairs

are used for conventional, partial hydrophilic, and channel hydro-
philic surfaces separately for the ANN prediction. Although 70%
of the dataset is allocated randomly as the training set, the remain-
ing 30% of the data is used to validate the network that has been
trained using the first set to predict the heat transfer coefficient.

The ANN architecture consists of an input layer, a hidden layer,
and an output layer. The accuracy of the prediction depends on
the number of hidden layers and their neurons. The optimum num-
ber of neurons in the hidden layer relies on the correlation
between independent and dependent variables, the number of
training, and the set of test data [59]. A fewer number of neurons
in the hidden layer is not capable of testing data, hence provides
less accuracy. On the contrary, a large number of neurons can
lead to overfitting and limit performance [60]. Thus, it is essential
to find out the optimal number of neurons in the hidden layer,
which can be evaluated by using the trial and error technique. In

Table 2 Contact angle measurement at three different positions of partial and channel hydrophilic heat sinks for different heat
and mass fluxes

Partial hydrophilic Channel hydrophilic

Mass flux (kg/s m2) 1.656 kg/s m2 3.31 kg/s m2 4.97 kg/s m2 1.656 kg/s m2 3.31 kg/s m2 4.97 kg/s m2

Heat flux (W/m2) Position Before After Before After Before After Before After Before After Before After

91348.75 A 8.3 13.9 13.7 12 8.4 10.6 7.4 24.1 9.4 8 14.5 16.3
B 9.9 23.6 10.5 12.4 9.1 14.7 6.2 18.7 6.7 9.3 15.3 22.1
C 11.8 39 11.2 24.4 7.2 37.7 9.8 29.8 7.9 11.2 15.2 23.7

99932.56 A 6.2 8.1 9.2 15.5 9.4 9.9 10.1 11.5 8.9 9 9.1 10.2
B 5.3 20.6 6.3 26.3 7.1 11.5 7.6 9.1 8.2 9.3 12.7 12.1
C 5.7 32.8 10.5 20.3 6.9 12.2 10.5 16.6 8.7 10.2 11.2 13.4

108901.7 A 6.5 9.8 8.6 9.2 7.8 6.4 9.7 12.7 9.8 10.6 9.2 13.6
B 4.9 12.2 7.2 11 5 7.7 10.2 13.4 10.5 11.7 7.2 10.7
C 8.1 29.2 7.8 13.3 5.8 8.4 11.3 15.6 9.7 17.3 9 17.7

118256.3 A 5.9 17.8 7.7 10.9 9.9 17.3 12.1 21.3 7.3 9.4 7.7 9.9
B 6.1 26.5 7.4 8.3 6.3 22.3 13.6 42.7 8.8 11.4 5 9.9
C 8.6 44.3 8.7 23.4 6.1 19.9 13.3 34.1 8.5 16.7 7 15.4

Fig. 11 ANN architecture for best performance: (a) conventional and channel hydrophilic heat sink and (b) par-
tial hydrophilic heat sink
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this study, the architecture that provides the best performance for
conventional, partial hydrophilic, and channel hydrophilic data is
shown in Fig. 11. The best performance is considered when the
MRE becomes minimum and the correlation coefficient (R)
becomes maximum (almost linear).

Different combinations of the hidden layer and its neuron num-
bers are tested to optimize the ANN performance. As shown in
Table 3, for the conventional and channel hydrophilic heat sinks,
the minimum MRE and the maximum R are found with two hid-
den layers having six neurons in the first layer and four neurons in
the second layer. For optimal configuration of 5-6-4-1, the MRE
and R values are 0.000822428 and 0.99907, respectively, for con-
ventional heat sink and 7.75094� 10�6 and 0.99955 for channel
hydrophilic heat sink. However, the architecture having five neu-
rons in the first layer and three neurons in the second layer

provides the best performance for the partial hydrophilic heat
sink. The MRE and R values are 0.000224684 and 0.99929,
respectively.

Figure 12 illustrates the regression analysis of training, valida-
tion, and test data for conventional, partial hydrophilic, and chan-
nel hydrophilic heat sinks. The R-value tends to 1, indicating the
strong linear correlation between prediction and actual data. This
also shows the input parameters, such as temperature, pressure,
heat flux, and mass flux, significantly affect the output, heat trans-
fer coefficient. The comparison between the heat transfer coeffi-
cient found from the training and prediction (hpr) of optimal ANN
model and experimental data (hex) for conventional, partial hydro-
philic, and channel hydrophilic is shown in Fig. 13. The reasona-
ble agreement also indicates that the data fit within 65% average
error, which means a reliable and accurate prediction model.

Table 3 Prediction errors for different ANN configurations on conventional, partial hydrophilic, and channel hydrophilic heat sink

Heat sink type Hidden layers Neurons in hidden layer Architecture MRE (%) STDR (%) Correlation coefficient, R

Conventional 1 9 5-9-1 0.009571419 0.057869138 0.97675
1 11 5-11-1 0.001263798 0.040357326 0.98883
1 12 5-12-1 0.004438233 0.020194075 0.9973
2 5, 3 5-5-3-1 0.004574394 0.019652056 0.9976
2 6, 3 5-6-3-1 0.00214935 0.011572178 0.99902
2 6, 4 5-6-4-1 0.000822428 0.012760201 0.99906

2 7, 3 5-7-3-1 0.001277549 0.016194706 0.99819

Partial hydrophilic 1 9 5-9-1 0.004570182 0.023680368 0.99506
1 12 5-12-1 0.003214167 0.030317154 0.99201
1 13 5-13-1 0.002693888 0.014291533 0.99826
2 5, 3 5-5-3-1 0.000224684 0.008662988 0.99929

2 5, 4 5-5-4-1 0.001164484 0.009090701 0.99923
2 6, 4 5-6-4-1 0.011725561 0.060544819 0.9638
2 7, 3 5-7-3-1 0.00403634 0.012658365 0.99842

Channel hydrophilic 1 9 5-9-1 0.003630409 0.027126878 0.99657
1 10 5-10-1 0.002207216 0.023068065 0.99755
1 13 5-13-1 0.013178042 0.037604861 0.99329
2 5, 3 5-5-3-1 0.00123074 0.039666968 0.99287
2 5, 4 5-5-4-1 0.002634181 0.013075831 0.99919
2 6, 4 5-6-4-1 7.750943 10

26 0.009795633 0.99955

2 7, 4 5-7-4-1 0.002843274 0.01691824 0.99878

Note: Rows in block letter indicate best performance.

Fig. 12 Training, validation, and test regression plot for (a) conventional, (b) partial hydrophilic, and (c) channel hydrophilic
heat sink
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5 Conclusions

In this study, two different hydrophilic surfaces (partial and
channel shape) are fabricated on the microgap heat sink and com-
pared with the conventional (nonhydrophilic) one in terms of the
overall flow boiling performance. The experiments are carried out
using DI water for a range of heat fluxes varies from 91.35 kW/m2

to 118.25 kW/m2 and three different mass fluxes of 1.656 kg/m2 s,
3.31 kg/m2 s, and 4.97 kg/m2 s. Initial vapor film causes short
term dry out on the conventional heat sink, which is not found on
partial and channel hydrophilic heat sinks due to frequent rewet-
ting and vapor flushing. Among the hydrophilic surfaces, vapor
films are flushed more quickly from the channel hydrophilic sur-
face compared to partial hydrophilic. During flow boiling, flow
transition occurs from bubbly to slug, and slug flow becomes
dominant. These slugs are responsible for increasing the wall tem-
perature and pressure drop. Due to the hydrophilic coating from
inlet to outlet on the channel hydrophilic heat sink, water gets a
smooth route to pass through the hot spot, which helps to remove
more slugs easily. Thus, the channel hydrophilic surface performs
better to mitigate hot spot temperature compared to the other two
surfaces. The heat transfer coefficient (h) also increases signifi-
cantly on the channel hydrophilic heat sink at low heat flux
(<108.9 kW/m2) except for low mass flux (1.656 kg/m2 s). How-
ever, the heat transfer coefficient goes down on the hydrophilic
heat sinks at high heat flux because the saturated entire liquid film
remains at the hot spot under the vapor film. The normalized differ-
ential pressure decreases with the increase of heat fluxes on the
conventional and partial hydrophilic heat sink, but less variation is
observed on channel hydrophilic heat sink due to the frequent
rewetting. The average contact angle increases more after each test
for the partial hydrophilic surface, which indicates the higher deg-
radation of wettability compared to the channel hydrophilic. At low
mass flux, 1.656 kg/m2 s, wettability deteriorates more for both
hydrophilic surfaces compared to high mass flux. The ANN predic-
tion of the heat transfer coefficient shows reasonable agreement
with experimental data in a band of 65% average error. The best
prediction performance (minimum MRE and maximum R2) for
conventional and channel hydrophilic heat sinks is found for 5-6-4-
1 configuration, while for the partial hydrophilic surface, it is 5-5-
3-1. Microgap heat sink has the potential of mitigating nonuniform
heat fluxes in microscale cooling using flow boiling. The addition
of the hydrophilic surface shows the improvement in the cooling
performance by frequent rewetting or minimizing dry out time.
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