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ABSTRACT2

Virtual reality users are susceptible to disorientation, particularly when using locomotion3
interfaces that lack self-motion cues. Environmental cues, such as boundaries defined by walls4
or a fence, provide information to help the user remain oriented. This experiment evaluated5
whether the type of boundary impacts its usefulness for staying oriented. Participants wore a6
head-mounted display and performed a triangle completion task in virtual reality by traveling two7
outbound path segments before attempting to point to the path origin. The task was completed8
with two teleporting interfaces differing in the availability of rotational self-motion cues, and within9
five virtual environments differing in the availability and type of boundaries. Pointing errors were10
highest in an open field without environmental cues, and lowest in a classroom with walls and11
landmarks. Environments with a single square boundary defined by a fence, drop-off, or floor12
texture discontinuity led to errors in between the open field and the classroom. Performance with13
the floor texture discontinuity was similar to that with navigational barriers (i.e., fence and drop-off),14
indicating that an effective barrier need not be a navigational impediment. These results inform15
spatial cognitive theory about boundary-based navigation and inform application by specifying16
the types of environmental and self-motion cues that designers of virtual environments should17
include to reduce disorientation in virtual reality.18
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1 INTRODUCTION

Small virtual environments (VEs) can often be explored by foot, whereby physical walking through the20
real environment corresponds directly to movement through the VE. However, most VEs are larger than21
the surrounding real environment, requiring a locomotion interface in order to completely explore the VE.22
Locomotion interfaces have proliferated in recent years, and their diversity is captured in a database called23
the ”Locomotion Vault” (Di Luca et al., 2021). Fundamentally, locomotion interfaces separate movement24
through the real environment from movement through the VE. For example, joystick locomotion typically25
involves a stationary user moving smoothly through the VE.26

The teleporting interface is widely used in VR applications due to its ease of use (Bozgeyikli et al.,27
2016; Langbehn et al., 2018) and low incidence of cybersickness (Christou and Aristidou, 2017; Langbehn28
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et al., 2018; Moghadam et al., 2018; Weissker et al., 2018). To teleport, the user selects a position (and29
sometimes an orientation) in the VE and is then instantly transported to that location without the visual and30
body-based self-motion cues that accompany real world movement. The lack of self-motion cues when31
teleporting reduces cybersickness, but can also cause disorientation. For example, participants in one study32
(Cherep et al., 2020) performed a triangle completion task in which they traveled along two outbound path33
segments before attempting to point to the path origin (i.e., to complete the triangle). Triangle completion34
errors were smallest when participants traveled the outbound path by physically walking and turning,35
were larger when they teleported to translate (i.e., to change position) but rotated their own bodies to36
turn, and largest when they teleported to change their position as well as their orientation. The latter37
two conditions are referred to herein as partially concordant teleporting (teleport to translate, use the38
body to rotate) and discordant teleporting (teleport to translate and rotate). These labels reflect the39
level of concordance between movement of the body and movement through the VE. The disorientation40
consequences of teleporting occur across multiple scales of movement (Kelly et al., 2020), and they also41
impact the accuracy of acquired cognitive maps (i.e., knowledge of distances and directions between42
environmental locations) after exploring a large-scale VE (Lim et al., 2020). This study explores whether43
appropriate use of boundaries might mitigate spatial disorientation.44

In addition to self-motion cues, human navigators also rely on environmental cues, including boundaries45
and landmarks. Environmental boundaries were found to be particularly useful at reducing disorientation46
when using the teleporting interface (Cherep et al., 2020). Although the theory that environmental shape47
(commonly defined by boundaries) is processed in a dedicated module within the human mind has fallen out48
of favor (Cheng, 2008; Twyman and Newcombe, 2010), boundaries are undoubtedly important navigational49
cues (Chen et al., 2015; Cherep et al., 2020; Doeller and Burgess, 2008; Hartley et al., 2004; Kelly et al.,50
2009; Zhou and Mou, 2019). One reason for their importance is their ubiquitousness in the environment:51
the walls of a surrounding rectangular room can be seen from nearly any perspective. Animal research52
has identified specialized neurons, termed ”boundary vector cells,” in the rodent brain which respond53
specifically to environmental boundaries such as walls (Lever et al., 2009). Detailed discussion of these cells54
can be found later in this section, but evidence indicates that humans may possess a similar representational55
system (Lee et al., 2018; Shine et al., 2019).56

Given that boundaries can mitigate disorientation inherent in some locomotion interfaces, VE designers57
should be motivated to include boundaries in order to combat disorientation. One remaining hurdle before58
recommending this approach is that the definition of a useful boundary is unclear. Kevin Lynch’s classic59
architectural analysis of cities (Lynch, 1964), for example, noted that boundaries between city regions can60
be ”hard, definite, precise” or ”soft or uncertain” (p. 69). More concretely, must a boundary be defined by61
a vertical barrier (e.g., a wall) in order for it to positively impact navigation, or would a texture-defined62
boundary on the ground plane (e.g., a flooring transition) suffice? These questions are central to the current63
project, and research in psychology and neuroscience provides some clues to help narrow the focus.64

One related study used a spatial memory task to compare the effect of boundaries that did or did not65
impede movement (Negen et al., 2020). Prior to the spatial memory task, participants in one condition66
were instructed to move their hand through a virtual wall, which showed them that it was not a navigational67
impediment. In another condition a plywood board was co-located with the virtual wall so that participants68
experienced it as a navigational barrier. Yet another condition presented a virtual wall that extended beneath69
a transparent floor and therefore could not impede movement. Participants then learned and later recalled70
locations of objects placed near the boundary. Recalled locations were biased away from all three types of71
boundaries (passable, non-passable, and below the floor), and the bias patterns were distinct from a fourth72
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condition in which landmarks (specifically traffic cones) replaced the walls. These results indicate that73
boundaries have a similar effect on spatial cognition whether or not they are perceived as impediments to74
movement, and that the effect of boundaries differs from that of landmarks (i.e., the traffic cones). Although75
that study investigated spatial memory and not navigation, it is possible that a boundary defined by walls, a76
drop-off, or a texture discontinuity on the ground will all serve as effective cues for reducing disorientation77
in VR.78

Animal neuroscience research has developed an exquisite picture of how space is represented in animal79
brains (Barry and Burgess, 2014). One component of this system is the boundary vector cell (Lever et al.,80
2009), which may also exist in the human brain (Lee et al., 2018; Shine et al., 2019). Boundary vector cells81
respond selectively based on the direction and distance of environmental boundaries, and likely play a key82
role in orienting the animal to the surrounding environment. In rodents, boundary vector cells respond83
strongly to walls (Lever et al., 2009), drop-offs (Stewart et al., 2014), and floor texture discontinuities (Wang84
et al., 2020). If humans possess a similar mechanism for representing boundaries, and if that boundary85
representation directly impacts spatial orientation, then one might hypothesize that walls, drop-offs, and86
floor texture discontinuities will all serve to reduce disorientation within the environment. Of course,87
extrapolating from animal neuroscience to human behavior involves many assumptions that should be88
approached with a good deal of caution.89

In contrast to the animal research, human neuroscience research on boundaries suggests that texture90
discontinuities may be processed differently from navigational barriers. One study (Julian et al., 2016) used91
transcranial magnetic stimulation (TMS) to selectively interfere with neural activity in the occipital place92
area, which is centrally involved in visual scene processing. TMS negatively affected spatial memory for93
locations relative to walls but did not affect memory for locations relative to a texture discontinuity on the94
ground, indicating that texture boundaries are represented outside of the occipital place area. This does not95
rule out the possibility that texture discontinuities could still be useful for navigation, but it does show that96
texture discontinuities and walls are processed in distinct neural pathways.97

Returning to disorientation in VR, boundaries defined by walls or a fence have been shown to reduce98
disorientation caused by the teleporting interface (Cherep et al., 2020). However, past research has99
not systematically evaluated whether boundaries defined in other ways, such as drop-offs or texture100
discontinuities on the ground, are similarly beneficial. This information would not only be useful to the VE101
designer interested in reducing disorientation by adding useful cues to the environment, but can also add102
to our understanding of how people recognize and treat something as a navigationally-relevant boundary.103
Therefore, the current study explored the impact of these boundaries on disorientation in VR. Participants104
performed a triangle completion task in five VEs varying in the available environmental cues. Participants105
traveled the outbound path of the triangle using two teleporting interfaces, partially concordant teleporting106
and discordant teleporting, which differ in the availability of rotational self-motion cues. A baseline walking107
condition has been used in some related studies, but was excluded here because triangle performance is108
much more sensitive to environment manipulations when locomotion occurs by teleporting compared to109
walking (Cherep et al., 2020, 2021).110

2 MATERIALS AND METHODS

2.1 Participants111

The desired sample size for this experiment was determined through a power analysis. This study was112
focused primarily on comparison across VEs containing different boundary cues, so the effect size of the113
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VE manipulation was estimated by averaging the effect size from Experiments 2, 3, and 5 reported by114
Cherep et al. (2020) because those experiments compared performance between a VE with no useful cues115
and a VE with useful boundary cues. Only effect sizes associated with the partially concordant teleporting116
interface were included because the effects were smaller and thus more conservative than those associated117
with the discordant teleporting interface. This process yielded a d = .427. Using a one-tailed, paired sample118
t-test in G*Power, a sample size of 36 was required to achieve a power of .80 with an alpha of .05. Due to119
potential data loss from technical issues and outliers, the target sample was set at 40 participants.120

A total of 40 individuals (19 men, 21 women) participated in the experiment in exchange for a gift card121
worth 16 US dollars. Participants were recruited through a mass e-mail to students at Iowa State University.122
To be eligible, participants were required to be 18 years or older, able to walk short distances, and without123
history of photosensitive seizures.124

2.2 Design125

The study followed a 2 (interface: partially concordant teleporting or discordant teleporting) by 5 (VE:126
open field, drop-off, fence, texture, or classroom) within-participant design. Participants completed two127
blocks of trials corresponding to the two interfaces, and block order was counterbalanced. Within each128
interface block, participants completed five blocks of trials corresponding to the five VEs. VE block order129
was counterbalanced using a balanced Latin square, and the same VE block order was used for the two130
interface blocks. Within each VE block, participants completed 8 triangle completion trials corresponding131
to 8 unique path turn angles (see below). Each participant completed 80 triangle completion trials in total.132

Triangle completion paths were defined by a sequence of three vertical posts, green, yellow, and red. For133
each combination of interface and VE, participants performed 8 triangle completion trials corresponding134
to 8 unique turn angles (-135°, -101.25°, -67.5°, -33.75°, +33.75°, +67.5°, +101.25°, and +135°). Turn135
angle was manipulated in order to prevent stereotyped responses. Order of turn angle presentation was136
randomized within each block. Path leg length was randomly selected on each trial from a range of 1.4 to137
2.0 meters. Green post locations were randomly selected from 8 possible locations arranged in an elongated138
ring, shown in the bottom-center panel of Figure 1. Yellow post locations generally led the participant139
toward the center of the space, and red post locations generally led the participant back out from the center.140
Two sample paths are depicted in Figure 1.141

2.3 Stimuli142

Virtual environments were experienced through an HTC Vive head-mounted display (HMD) outfitted143
with a Vive Deluxe Audio Strap. The HMD was wirelessly connected to a gaming capable PC. The144
experiment took place within a 6 by 7 meter research lab that was mostly empty except for equipment and145
small furniture placed at the edges of the room.146

There were two teleporting interfaces used to travel the outbound path when performing the triangle147
completion task. Task videos showing the two interfaces are available on the Open Science Framework148
(https://osf.io/ckua3/). To travel using the partially concordant teleporting interface, the participant149
teleported to translate (i.e., to change position) and turned the body to rotate. Pressing and holding150
the touch-pad button on top of the controller caused a small white ring to appear on the ground plane of the151
VE (see Figure 2, top), connected to the controller by a thin red line (similar to a laser pointer). Pointing152
the controller changed the position of the circle on the ground plane. Once the participant had selected153
their intended position in the VE, releasing the touch-pad button caused the participant to be instantly154
teleported to that location without any translational self-motion cues. Rotating in the VE was accomplished155
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Figure 1. Top row shows screenshots of the open field VE (left), drop-off VE (center), and texture VE
(right). Bottom row shows screenshots of the fence VE (left) and classroom VE (right), as well as a
top-down view of the triangle completion stimuli (center). The screenshots show views from outside of the
space used in the triangle completion task. The top-down view shows all possible locations of the green
post, as well as two sample trials marking the locations of the yellow and red posts.

by rotating the body, which generated body-based and visual self-motion cues normally associated with156
rotation.157

When using the discordant teleporting interface, the participant traveled the outbound path of the triangle158
by teleporting to translate and rotate. When pressing and holding the touch-pad button on the controller, a159
magenta circle with an arrow on one side appeared on the ground plane (see Figure 2, bottom), connected160
to the controller by a thin red line. Pointing the controller changed the position of the circle, and sliding161
the thumb around the edge of the circular touch pad changed the orientation of the circle. In this way, the162
participant selected their intended position and orientation within the VE. Upon releasing the touch-pad163
button, the participant was instantly teleported to the selected position and orientation with no associated164
self-motion cues.165

The VEs were built in Unity. Screenshots of the 5 VEs are shown in Figure 1. The open field VE166
contained a large (90 meter diameter) grass circle, beyond which was a brown dirt texture extending to the167
horizon. The fence VE added a 9 by 9 meter square white fence (.75 meters tall) to the grass ground plane.168
The texture VE added a 9 by 9 meter square on top of the grass ground plane. The square was textured169
with a wood flooring pattern that was flush with the ground plane. The drop-off VE included the same170
wood-textured square, except the square was elevated above the grass ground plane by 2.5 meters, creating171
a drop-off at the edges of the square. The classroom VE (previously used in other similar studies; (Cherep172
et al., 2020)) displayed a 9 by 9 meter room with typical classroom objects, such as windows, a door, and a173
blackboard. Tables and chairs that would normally be arranged in the center of a classroom were moved174
to the walls of the room, leaving the center of the room open for the triangle completion task. A practice175
VE, which was used to give participants an opportunity to familiarize themselves with the task and the176
interfaces, contained an endless ground plane textured with a grid pattern.177
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Figure 2. Top: To use the partially concordant teleporting interface, the participant positioned the
concentric white circles to match the position of the post. Bottom: To use the discordant teleporting
interface, the participant positioned and oriented the magenta ring to match the position and orientation of
the green post and the arrow at the base of the post.

The path used for triangle completion was defined by a sequence of semi-transparent vertical posts, each178
1 meter tall and .25 meters in diameter. Arrival at the first post triggered the disappearance of that post179
and the appearance of the next post in the sequence, and so on until reaching the third post. A green post180
marked the start of the path (i.e., the path origin), a yellow post marked the end of the first path leg, and181
a red post marked the end of the second path leg. At the base of each post was a blue arrow pointing to182
the location of the next post in the sequence. An example of the blue arrow can be seen at the base of the183
green post in Figure 2. In this example, the blue arrow at the base of the green post points in the direction184
of the yellow post, which is the next post in the path sequence. The blue arrow was necessary in order to185
give participants a target orientation when using the discordant teleporting interface (i.e., the post location186
specified their target location and the blue arrow specified their target orientation). The blue arrow at the187
base of the red post pointed in the same direction as the arrow at the base of the yellow post. The blue188
arrow was not necessary when using the partially concordant interface, but it was provided in order to189
avoid a potential confound. The blue arrow was not expected to provide a useful global orientation cue for190
performing the task: its orientation differed from the green post to the yellow post, it was only visible until191
the participant arrived at the post, and its orientation varied across trials (since each triangle completion192
trial used a different configuration of post locations).193
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2.4 Procedure194

Upon arrival at the research lab, the participant completed the informed consent form as well as a195
COVID-19 screening form. The researcher then provided a basic description of the triangle completion196
task and the two teleporting interfaces.197

The researcher assisted the participant with donning and adjusting the HMD. The participant first198
experienced the training VE, where the participant practiced at least three trials of the triangle completion199
task following the researcher’s instructions. The participant’s task was to travel to a sequence of three posts200
and then, while standing at the location of the third post, to point to the unseen location of the first post201
(i.e., to complete the triangle). At the start of each trial, a green post appeared marking the location of the202
path origin. The participant then traveled to the location of the green post, which disappeared on arrival.203
Next, a yellow post appeared marking the end of the first path leg. The yellow post disappeared on arrival,204
and a red post appeared marking the end of the second path leg. The red post disappeared upon arrival and205
the participant then attempted to point to the location of the path origin (i.e., the green post) by positioning206
a small blue disk on the ground plane. The disk was connected to the controller by a thin red line. The207
participant pulled the trigger on the controller to log their response, and the researcher then pressed a key208
to advance to the next trial. Performance-based feedback was never provided. Participants typically spent209
less than five minutes performing practice trials within the training VE.210

Once the participant was comfortable with the task and the teleporting interface, the researcher loaded211
the first of the five experimental VEs. Upon entering each VE, the researcher instructed the participant to212
briefly walk around to visually inspect the VE. This was done to ensure that the participant experienced213
and understood the spatial layout of the boundary (e.g., that the wood floor in the drop-off VE was elevated214
above the grass). While walking, the researcher described the key features of the VE and confirmed that215
the participant understood. For example, in the drop-off VE the researcher stated, ”The grass is several feet216
below the wooden platform that you are standing on.” The participant then returned to the center of the lab217
and began the triangle completion task.218

After completing eight trials in each VE, the participant was placed back into the practice VE to practice219
using the other teleporting interface, after which they repeated the same process in each of the five220
experimental VEs. Participation lasted up to one hour.221

3 RESULTS

Two participants (1 man, 1 woman) did not complete all conditions of the experiment within the allotted222
time and their data were therefore excluded prior to analysis. Analyses were conducted using data from the223
remaining 38 participants (18 men, 20 women). All data are provided on the Open Science Framework224
(https://osf.io/ckua3/).225

There are numerous ways to quantify triangle completion performance based on two-dimensional pointing226
responses. A detailed understanding of the responses is provided by separately analyzing the directional227
(i.e., angular) component of the response from the distance (i.e., axial) component of the responses. For228
example, error in perceived facing direction (e.g., misperception of the turn angle on the outbound path)229
will lead directly to angular error in the pointing response. On the other hand, error in encoding perceived230
travel distance (e.g., overperception of the outbound path distance) will lead to axial error in the pointing231
response. Therefore, the analyses focus on these two primary components of pointing error, angular error232
and axial error.233
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Travel time (the time elapsed between the start of a trial and when the participant reached the red post)234
and response time (the time elapsed between arrival at the red post and completion of the pointing response)235
were also analyzed but are not reported here in detail. In general, these measures responded little to236
the experimental manipulation of VE and primarily reflected the greater difficulty associated with the237
discordant teleporting interface through slower travel time and slower response time.238

3.1 Absolute angular error239

Absolute angular error was defined as the absolute angular deviation between the direction of the response240
and the direction of the path origin, relative to the participant’s location at the end of the path (i.e., the241
red post). This variable captures the directional component of the participant’s response, irrespective of242
the response distance. Visual inspection of signed angular error revealed no notable overall bias toward243
leftward or rightward responses, nor differences in bias across conditions, so the emphasis is on absolute244
angular error.245

Absolute angular errors were not normally distributed, so a log transformation was used to remove246
skewness from the data (Osborne and Costello, 2008).1 The result was a more normal distribution with247
minimal skewness and more similar variances across conditions compared to the untransformed data.248
Figure 3 shows average untransformed absolute angular error. Plots showing log-transformed data are249
available on the Open Science Framework (https://osf.io/ckua3/). All participants were within three standard250
deviations of the log-transformed mean error, so all were included in the analyses.251

Analyses using non-parametric tests on the untransformed data and parametric tests on the log-transformed252
data led to similar conclusions. For example, comparisons of performance between pairs of VEs led to253
identical conclusions when conducted using Wilcoxon signed-rank tests with untransformed data and t-tests254
with log-transformed data. Only the results of parametric tests on log-transformed data are reported here.255
Unless stated otherwise in the analyses below, all analysis of variance (ANOVA) assumptions were tested256
and confirmed.257

Absolute angular error was analyzed in a 2 (sex) by 2 (interface) by 5 (VE) mixed ANOVA. The effect of258
order was not significant and is therefore excluded from the reported analyses. Mauchly’s test of sphericity259
was violated for the VE variable, so the analysis proceeded using a Greenhouse-Geisser correction for260
comparisons involving VE. The main effect of interface was significant, F(1,36) = 27.642, p < .001, η2p261
= .434, with larger errors associated with the discordant teleporting interface (M = 46.951, SE = 6.531)262
compared to the partially concordant interface (M = 23.201, SE = 2.040). The main effect of VE was also263
significant, F(3.140,113.037) = 28.486, p < .001, η2p = .442, along with a significant interaction between264
between VE and interface, F(3.674,113.037) = 6.7824, p < .001, η2p = .159. Details of this interaction are265
further explored below. The main effect of sex was also significant, F(1,36) = 5.615, p = .003, η2p = .219,266
with men (M = 24.167, SE = 4.126) performing better overall than women (M = 44.894, SE = 6.158). A267
more detailed figure with men and women plotted separately is available on the Open Science Framework268
(https://osf.io/ckua3/). No other interactions were significant.269

Repeated contrasts comparing pairs of VEs were conducted separately for the two interfaces, in light of270
the significant interaction between interface and VE. When using the discordant interface, errors in the271
open field VE were significantly higher than those in the drop-off VE, which produced the next-highest272
errors, F(1,37) = 4.339, p = .044, η2p = .105. Errors in the drop-off VE were significantly larger than those273

1 A constant value of 1.5 was added to all absolute angular error values prior to the log transformation (Ekwaru and Veugelers, 2018), as this was found to
minimize skewness.
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Figure 3. Mean untransformed absolute angular error shown separately by condition. Higher values
correspond to greater error (i.e., worse performance). Error bars represent +/- 1 SEM. Asterisks represent
significant differences using repeated contrasts. Note that not all possible pairs were tested, see Section 3.1
for details.

in the fence VE, F(1,37) = 7.036, p = .012, η2p = .160, which did not differ from the texture VE, F(1,37) =274
0.630, p = .433, η2p = .017. The classroom VE led to the lowest errors, which were significantly lower than275
those in the texture VE, F(1,37) = 28.017, p < .001, η2p = .431.276

When using the partially concordant interface, repeated contrasts showed that errors in the open field VE277
did not differ from those in the drop-off VE, which did not differ from the fence VE, which did not differ278
from the texture VE, ps > .114. Errors in the classroom VE were significantly smaller than those in the279
texture VE, F(1,37) = 17.240, p < .001, η2p = .318.280

Finally, errors were larger when using the discordant teleporting interface compared to the partially281
concordant interface in the open field, drop-off, fence, and texture VEs, ps < .003, but did not significantly282
differ in the classroom VE, t(37) = 1.767, p = .085.283

3.2 Absolute axial error284

Absolute axial error was defined as the absolute value of the difference between the response distance285
and the distance to the green post (i.e., to the path origin), divided by the distance to the green post. This286
variable captures the accuracy of the distance component of the participant’s response, irrespective of the287
angular component, and is scaled relative to the correct distance. Larger values represent greater axial error.288

Absolute axial errors were not normally distributed, so a log transformation was used to remove289
skewness from the data (Osborne and Costello, 2008).2 The result was a more normal distribution with290
minimal skewness and more similar variances across conditions. Figure 4 shows average untransformed291
absolute axial error. Plots showing log-transformed data are available on the Open Science Framework292

2 A constant value of 0.02 was added to all absolute axial error values prior to the log transformation (Ekwaru and Veugelers, 2018), as this was found to
minimize skewness.
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for details.

(https://osf.io/ckua3/). All participants were within three standard deviations of the log-transformed mean293
error, so all were included in the analyses.294

Absolute axial error was analyzed in a 2 (sex) by 2 (interface) by 5 (VE) mixed ANOVA. The effect of295
order was not significant and is therefore excluded from the reported analyses. Mauchly’s test of sphericity296
was violated for the VE variable, so the analysis proceeded using a Greenhouse-Geisser correction for297
comparisons involving VE. The main effect of interface was significant, F(1,36) = 74.286, p < .001, η2p =298
.674, with larger errors associated with the discordant teleporting interface (M = .480, SE = .034) compared299
to the partially concordant teleporting interface (M = .321, SE = .028). The main effect of sex was also300
significant, F(1,36) = 6.762, p = .013, η2p = .158, as was the interaction between interface and sex, F(1,36)301
= 10.508, p = .003, η2p = .226. Women had larger axial errors overall than did men, but this difference302
was exaggerated when using the partially concordant interface compared to the discordant interface. A303
more detailed figure with men and women plotted separately is available on the Open Science Framework304
(https://osf.io/ckua3/). The main effect of VE was also significant, F(2.931,105.531) = 19.401, p < .001, η2p305
= .350, along with a significant interaction between between interface and VE, F(3.238,116.575) = 6.917,306
p < .001, η2p = .161. Details of this interaction are further explored below.307

Repeated contrasts comparing pairs of VEs were conducted separately for the two interfaces, in light of308
the significant interaction between interface and VE. When using the discordant interface, errors in the309
open field VE were significantly larger than those in the drop-off VE, which produced the next-highest310
errors, F(1,37) = 10.815, p = .002, η2p = .226. Errors in the drop-off VE were significantly larger than those311
in the fence VE, F(1,37) = 6.459, p = .015, η2p = .149, which did not differ from the texture VE, F(1,37) =312
.920, p = .344, η2p = .024. The classroom VE led to the lowest errors, which were significantly lower than313
those in the texture VE, F(1,37) = 27.254, p < .001, η2p = .424.314
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Table 1. Summary of key findings from the statistical analyses. For repeated contrast results, OF = open field, DO
= drop-off, F = fence, T = texture, and C = classroom.
Dependent measure Main effect of interface Interface by VE interaction VE repeated contrasts
Absolute angular error Discordant > partially concordant Significant Discordant: OF > DO > F = T > C

Partially concordant: OF = DO = F = T > C
Absolute axial error Discordant > partially concordant Significant Discordant: OF > DO > F = T > C

Partially concordant: OF > DO = F = T = C

When using the partially concordant interface, repeated contrasts showed that errors in the open field VE315
were worse than those in the drop-off VE, F(1,37) = 7.076, p = .011, η2p = .161. Errors in the drop-off VE316
did not differ from those in the fence VE, which did not differ from the texture VE, which did not differ317
from the classroom VE, ps > .23.318

Finally, errors were larger when using the discordant teleporting interface compared to the partially319
concordant interface in the open field, drop-off, fence, and texture VEs, ps < .001, but did not significantly320
differ in the classroom VE, t(37) = .955, p = .346.321

4 DISCUSSION

Considering the collective results from the angular and axial errors reported above, the effect of VE on322
triangle completion performance was mostly similar across the two teleporting interfaces, with some323
small but important deviations. Across both teleporting interfaces, the open field VE generally led to the324
worst triangle completion performance, the classroom VE generally led to the best triangle completion325
performance, and the drop-off, fence, and texture VEs fell in between the open field and the classroom.326
One exception was the absolute angular error measure when using the partially concordant teleporting327
interface, where the open field was no worse than the single-boundary VEs (i.e., drop-off, fence, and328
texture VEs), although the numerical trend was consistent with predictions. Angular errors were generally329
smaller when using the partially concordant interface, and so participants apparently benefited less from330
the direction cues provided by the environmental boundaries. The finding that the open field and classroom331
VEs generally led to the worst and best performance, respectively, is not especially surprising. The open332
field possessed no orientation cues (boundaries or landmarks) and the classroom contained more orientation333
cues than any of the other VEs. Although past research has shown that the classroom VE leads to better334
performance than the open field VE (Cherep et al., 2020, 2021), the current study adds new data comparing335
boundaries defined by a fence, drop-off, and texture.336

Triangle completion performance in the drop-off, fence, and texture VEs, all of which contained a single337
square boundary, generally fell in between the open field and classroom VEs. When using the partially338
concordant teleporting interface, the drop-off, fence, and texture VEs all produced comparable performance.339
However, when using the discordant teleporting interface, the drop-off VE was worse than the fence and340
texture VEs. This is surprising for a couple of reasons. First, the drop-off VE is quite similar to the texture341
VE: both are defined by a wood ground texture within the square boundary and grass ground texture beyond.342
The key difference is that the grass and wood textures are on the same plane in the texture VE, whereas343
the grass texture lies below the level of the wood texture in the drop-off VE. The drop-off VE therefore344
provides an additional cue defining the square boundary, which furthermore represents a navigational345
impediment. Given that the drop-off VE contains an extra boundary cue compared to the texture VE, it is346
unclear why the drop-off VE led to worse performance than the fence VE and the texture VE when using347
the discordant teleporting interface.348
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The texture VE led to performance that was no worse than and occasionally better than performance in349
the fence VE and the drop-off VE. This provides clear evidence that texture-defined boundaries can be350
as effective as boundaries that impede navigation. This finding echoes other human behavioral research351
reporting that boundaries do not need to impede movement in order to be useful cues for spatial memory352
(Negen et al., 2020). The current findings are also in alignment with animal neuroscience research showing353
that boundary vector cells in the rodent brain respond to texture boundaries as well as walls and drop-354
offs (Lever et al., 2009; Stewart et al., 2014; Wang et al., 2020), and preliminary research that humans355
possess analogous neural representations (Lee et al., 2018; Shine et al., 2019). On the other hand, human356
neuroscience research indicates that boundaries defined by textures and those defined by walls are processed357
in distinct regions of the brain in the service of scene recognition (Julian et al., 2016). Whether the current358
findings conflict with this research would require a model explaining how scene recognition informs359
navigation.360

The size of the VEs and the triangular paths were relatively small, which may have impacted the361
availability of visual cues during travel. For example, participants had to keep their head tilted downward362
in order to fixate the posts forming the triangle, which may have made visual cues on the ground plane363
(e.g, intersections between the boundary and the ground plane) more prominent in the visual field. Future364
research using larger VEs and larger paths should evaluate whether the current results generalize across365
scale.366

On average, men performed the triangle completion task with lower error than did women. A larger367
study by Cherep et al. (2021) reported similar results when participants performed triangle completion in368
VR using the same two teleporting interfaces, although sex differences did not occur when participants369
physically walked the outbound path. That study also found sex differences in spatial measures such370
as mental rotation and perspective taking, as well as sex differences in video game hours. Ultimately,371
the authors concluded that perspective taking ability was most predictive of individual differences in372
performance. Spatial skills are known to be malleable (Baenninger and Newcombe, 1989; Lauer et al.,373
2019; Jirout and Newcombe, 2015; Uttal et al., 2013; Voyer et al., 2000), so it is possible that differences374
in spatial experiences underlie the sex difference reported here. However, the current study did not assess375
spatial ability, spatial experience, or video game experience. Future studies should include individual376
difference measures such as these.377

Although the current study did not include conditions to evaluate the necessity of boundaries, past research378
(Cherep et al., 2020) found that landmarks alone were insufficient to stay oriented when teleporting. In that379
study, performance in a VE with landmarks only was no better than an open field devoid of cues. Yet, the380
landmarks were beneficial when presented in the context of a boundary: triangle completion performance381
was better in a VE with landmarks positioned beyond the boundary of a circular fence, compared to a VE382
containing only the circular fence without landmarks.383

Past research indicates that VE designers should include spatial boundaries to facilitate navigation and384
avoid disorientation associated with some locomotion interfaces (Cherep et al., 2020). Regarding the type385
of spatial boundary to include, the current findings indicate that a drop-off, a fence, and a texture boundary386
are all similarly valuable. Although the drop-off boundary was somewhat less effective than the fence387
and texture boundaries, the drop-off was still effective and differences among the boundary types were388
relatively small. The classroom VE, which contained boundaries as well as numerous landmarks, led to389
the best performance. The classroom VE also eliminated the difference between locomotion interfaces,390
indicating that sufficient visual information can overcome the disorienting effects of VR.391
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