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Coupling between exciton states across the Brillouin zone in monolayer transition metal dichalco-
genides can lead to ultrafast valley depolarization. Using time- and angle-resolved photoemission,
we present momentum- and energy-resolved measurements of exciton coupling in monolayer WSs.
By comparing full 4D (kg, ky, F,t) data sets after both linearly and circularly polarized excitation,
we are able to disentangle intervalley and intravalley exciton coupling dynamics. Recording in the
exciton binding energy basis instead of excitation energy, we observe strong mixing between the
Bis exciton and A,>1 states. The photoelectron energy and momentum distributions observed
from excitons populated via intervalley coupling (e.g. K~ — K™) indicate that the dominant valley
depolarization mechanism conserves the exciton binding energy and center-of-mass momentum, con-
sistent with intervalley Coulomb exchange. On longer timescales, exciton relaxation is accompanied
by contraction of the momentum space distribution.

Monolayer transition metal dichalcogenides (TMDs)
have garnered significant interest in the last 10 years fol-
lowing the discovery of valley-selective circular dichroism
in these novel, atomically thin, direct band gap semicon-
ductors [1-8]. Right (¢7) and left (™) circularly polar-
ized light selectively excites interband transitions in the
inequivalent K™ and K~ valleys, respectively, where the
band extrema are located [9, 10]. Strong Coulomb forces
and spin-orbit coupling in these materials yield two series
of tightly bound exciton states of opposite spin character
in each K valley, the A and B excitons, giving rise to the
potential for long-lived, spin-valley locked excitons [11-
16]. These unique excitons provide a promising platform
for novel optoelectronic and valleytronic device applica-
tions [17-22].

In TMD monolayers, the same strong Coulomb forces
that give exciton binding energies on the order of ~0.5
eV [23, 24] can also give rise to substantial interactions
between exciton states, both within the same valley (in-
tra-valley coupling) and between different valleys (inter-
valley coupling). In particular, the Coulomb exchange
interaction couples bright excitons of opposite spin char-
acter, coupling A and B excitons within the same valley
(A" > B™T) or degenerate excitons in opposite valleys
(AT +» A=, BT <> B7), as illustrated in Fig. 1a) [25-
28]. Due to this strong coupling, the exciton eigenstates
are, in general, a combination of exciton states with
mixed spin and valley characters [26, 27, 29-32]. Optical
excitation addresses only the bright states, in which the
electron and hole occupy the same valley with small total
momentum Q = k., — k;, and have net spin zero. Pho-
toexcitation thus creates a superposition of eigenstates
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which then rapidly evolves in time, leading effectively
to relaxation of the initial excitation and valley depo-
larization. The strength of the eigenstate splitting due
to Coulomb exchange, and thus its contribution to val-
ley depolarization, is disputed among theoretical models
[26, 27, 30, 33-35]. The additional role of exciton-phonon
interactions in both intervalley and intravalley exciton
dynamics is also non-negligible [36-39].

Many optical spectroscopy techniques have been em-
ployed to investigate depolarization lifetimes in mono-
layer TMDs, including photoluminescence [5, 40-43], dif-
ferential transmission [44, 45], time-resolved Kerr and
Faraday rotation [29, 46-52], and multidimensional spec-
troscopies [30, 32, 53-55], among others [56]. Valley
polarization lifetimes ranging from a few picoseconds
[41, 42, 45] to hundreds [44, 46, 48] or tens [54] of fem-
toseconds have been reported, depending on the system
under study and the spectroscopy method. Interpreting
this body of work has been the subject of considerable
debate [45, 54, 57-60]. Optical measurements record the
excitation energy of the bright states (Fig. 1b)), ren-
dering discernment of the role of dark states difficult.
Critically, optical measurements are also momentum in-
tegrated, and can only distinguish between different exci-
tons via the excitation energy and polarization selection
rules.

Recently, technological advancements in time- and
angle-resolved photoemission spectroscopy (tr-ARPES)
have enabled the technique to be applied to small mono-
layer TMD samples [62-66], providing direct momentum-
space visualization of exciton wavefunctions as well as
previously inaccessible dark states. In this article, we
present comprehensive tr-ARPES measurements of the
exciton dynamics in monolayer WS, following excitation
at 2.4 eV, the nominal B exciton resonance [61]. We
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FIG. 1. Time-resolved ARPES of excitons in monolayer WS,. a) The Coulomb exchange interaction couples both
intravalley and intervalley exciton states of opposite spin character. b) The 2.4 eV pump pulses employed here are resonant
with the B exciton of WS,. ¢) In our tr-ARPES spectra, the exciton signals are separated by exciton binding energy. Thus,
exciton states with lower binding energies appear at higher energies above the VBM. Epg denotes the electronic band gap.
Excitation and binding energies are derived from [23, 24, 61]. d) Linearly or circularly polarized pump pulses excite the
sample, and a time-delayed XUV probe pulse photoejects electrons that are extracted into the momentum microscope column.
e) Cut along the WSz K—I"-K valence band structure, collected with hvpone = 27.6 eV. f) Raw exciton signal at 210 fs delay
(hVprobe = 25.2 eV). The K*, K=, 3, and I valley locations are indicated.

measure full 4D (k;, ky, E,t) photoelectron distributions
after both linearly polarized and circularly polarized pho-
toexcitation. Resolving exciton binding energy (Fig. 1c))
instead of excitation energy, we observe previously un-
seen strong mixing between A,-; and Big excitons in
the initial photoexcited spectrum. With parallel mo-
mentum detection across the full Brillouin zone, we pro-
vide the first reported momentum-space visualizations of
circular dichroism and ultrafast valley depolarization in
the monolayer TMDs. We also observe that the exci-
ton relaxation is accompanied by significant contraction
of the initial exciton distribution in momentum space.
These measurements report on the time-, energy-, and
momentum-dependence of intervalley and intravalley ex-
citon coupling, providing new insights on exciton forma-
tion in TMDs and the many-exciton coupled wave func-
tion.

Our measurement scheme is shown in Fig. 1d). Lin-
early and circularly polarized pump pulses (hvpump = 2.4
eV) and p-polarized extreme ultraviolet (XUV) probe
pulses (hvprone = 20—30 eV) with variable delay illu-
minate the sample and photoelectrons are collected by
a custom time-of-flight momentum microscope [67, 68].
High data rates are enabled by conducting the experi-
ment at 61 MHz repetition rate with XUV probe pulses

produced via cavity-enhanced high-harmonic generation
(CE-HHG). The laser system and HHG beamline have
been previously described in detail in [69-71]. The sam-
ple is an exfoliated monolayer of WSs stacked on an exfo-
liated buffer layer of hexagonal boron nitride on a silicon
substrate. We use the spatial imaging capabilities of the
momentum microscope [72] to isolate the photoelectron
signal from the ~10x10 um? monolayer region of interest
of the sample. The valence band structure of the sam-
ple for a cut along the K-I'-K axis of WS, is shown in
Fig. le)). The measured band structure shows that the
valence band maximum (VBM) is located at the K™ and
K~ valleys at the edges of the WS, Brillouin zone, as
expected for a monolayer sample. The energy resolution
is broadened to approximately 160 meV due to sample
inhomogeneity [62], but the spin-orbit splitting of the va-
lence bands at the K valley is still clearly resolved. Addi-
tional sample characterization and experimental details
can be found in the Supplemental Material [73]. All mea-
surements are done at room temperature unless stated
otherwise.

The 2.4 eV pump pulses produce photoexcited signals
at the KT and K~ valleys (Fig. 1f)). In contrast to
previous studies on monolayer WSes/hBN and strongly
pumped WS on bare silicon [62, 64], the signals we ob-



—-21 fs
—428 fs

T T

Intensity (a.u.)
—T

—fi(t) —f,(t) —total |

a)
== A-3o5
w >
[an] — N ()
c n=2 -
‘O 1s» Dls >
X L
w L
v

5
L

g ]

= 0.5 7
v

= ]

9 ]

c 0.0
b) =
= An-3os
L >
[an] _A _ (0]
P n=2 -
S| 3
S Ais, Bis =
x 1
L w

0 1500

Time Delay (fs)

—— . | —S1(E)
] —S2(E)

—_— —
4500 0.00 0.02 0.04

Intensity (a.u.)

3000

FIG. 2. Excitons formed by linearly polarized excitation. a) The time-resolved photoelectron spectrum of the K valley
signals following s-polarized photoexcitation shows a prompt, short-lived high energy feature consistent with excited A excitons,
and a long-lived lower energy feature consistent with A5 and Bis excitons. Energy distribution curves for selected time points
are presented at right. hvpohe = 25.2 V. b) Two-component global analysis fit of the experimental data with the spectra of
the two components (right) and their time-dependence (top). The total time dependence of the fit (black line) matches well to

the experimental integrated intensities (black points).

serve at the X valleys are centered ~100 meV higher than
the K valley signal, and are much weaker in intensity
than previously reported in WSes [62]. We find that the
¥ /K intensity ratio depends strongly on the probe pho-
ton energy, but is always more than 2.5x smaller than
that found in similar measurements of bulk WS, [73, 74],
where the ¥ valleys are lower in energy than the K val-
leys but the photoemission matrix elements are similar.
Thus, we believe there is only minor involvement of ex-
citons with electrons at ¥ and focus here on the K valley
excitons. By varying the excitation fluence between 1.3
wJ/em? and 29 wJ/cm?, we find the tr-ARPES signals to
be fluence independent below 5 wJ/cm? [73]. Thus, all
measurements reported here are conducted at 5 wJ/cm?
excitation fluence, corresponding to an excitation density
of approximately 7 x 10! carriers/cm? at our pump en-
ergy [61]. The cross-correlation of the pump and probe
pulses yields a Gaussian instrument response function
with 200 £+ 20 fs FWHM.

Photoexcitation with linearly polarized light populates
the K* and K~ valleys equally and both valleys show the
same dynamics. The time-resolved photoelectron spec-
trum recorded with s-polarized excitation is shown in

Fig. 2a). No intensity is ever observed in the conduc-
tion band at Evpwm + hpump = 2.4 €V, indicating the
direct formation of bound excitons. Exciton signals ap-
pear below the conduction band due to the exciton bind-
ing energy [62, 75, 76], as illustrated in Fig. 1c) and the
leftmost scales in Fig. 2. The most prominent feature
at early pump-probe delays is the large intensity at ener-
gies between 2.05—2.3 eV above the VBM in the K valley.
This corresponds to exciton binding energies compatible
with excited A excitons (A, >1) [23, 24]. At longer delays,
a lower energy feature centered at approximately 1.93 eV
grows in and persists beyond the longest pump-probe de-
lays recorded (25 ps). This lower energy feature appears
at binding energies compatible with those expected for
both the Aqs and B, excitons, which are expected to
have similar binding energy [24, 77, 78]. Similar results
are obtained with p-polarized excitation, indicating that
excitation of spin-forbidden intravalley excitons by the
out-of-plane component of the electric field has a negli-
gible effect on the observed signals, as expected due to
the much smaller transition dipole for these excitations
[73, 79, 80].

The spectrum of Fig. 2a) consists of multiple overlap-
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FIG. 3. Valley asymmetry. Integrated intensities for the
K" and K~ valleys following a) ¢* and b) o~ photoexcita-
tion (hvprobe = 25.2 €V). ¢) The valley asymmetry (p) for
0T, 07, and s-polarized photoexcitation. Points are experi-
mental data, and lines represent the global analysis fits. The
observed valley asymmetry decay time scale of ~250 fs is lim-
ited by the instrument response.

ping components. To deconvolve the overlapping spec-
tral and temporal components of the experimental data,
we have applied global analysis (GA) [81-85], which
reduces the signal to a few principal spectral compo-
nents S;(E), each with simple exponential time dynam-
ics fi(t) convolved with the instrument response, viz.
I(E,t) = 32N Si(E)fi(t). We find an excellent fit with
only N = 2 components as shown in Fig. 2b). Compo-
nent 1 corresponds to the initially excited population and
is peaked at £ — Eygym = 2.15 eV but also shows a long
tail to lower photoelectron energies (larger binding ener-
gies) covering the region of the B4 exciton. We assign
this to an initially excited mixture of A,~; and By ex-
citons. Despite initial photoexcitation of the B exciton
resonance, we clearly observe strong weighting towards
lower binding energies consistent with population of the
A, ~1 excited states. This is seen both in the GA results
and in the raw data, with both much more weighted to-
wards the A,-; states than the B exciton than what
would be expected from the optical absorption spectrum
[61]. This indicates very strong mixing of the By states
with A, - states, such that photoexcitation of what is
nominally the B exciton resonance promptly populates
A, > exciton states as well. Such A/B mixing due to
intravalley Coulomb exchange has been discussed before
[32], although the degree of mixing we observe here is
much larger than suggested by this previous work.
Component 1 decays with a time constant of 378 £ 40
fs, giving rise to component 2, shown in Fig. 2b). Com-
ponent 2 is centered at the energy of the long-delay pho-

toelectron spectrum and has a GA lifetime longer than 50
ps. We assign component 2 to a mixture of relaxed bright
and dark 1s excitons with binding energies of approxi-
mately 0.35 eV. We find adding additional components
beyond N = 2 does not improve the quality of the global
fit or offer additional physical insight. More details of
the GA can be found in the Supplemental Material [73].

The dynamics observed under linearly polarized exci-
tation can be due to a mixture of both intervalley and
intravalley relaxation mechanisms. To disentangle their
relative contributions, we use circularly polarized pump
pulses to prepare valley-polarized excitons. We excite the
sample with both o7 and o~ polarizations, which pref-
erentially excite KT and K~ valleys, respectively. Figs.
3a) and 3b) show the integrated K+ and K~ valley sig-
nals under o and o~ polarizations, respectively. Fig.
3c) shows the valley asymmetry, p(t), defined by:

_ A () = I (1)

P = L T F I t)

where I+ and I - denote the integrated intensity in the
KT and K~ valleys, respectively. The valley asymmetry
decays in approximately 250 fs, limited by the instru-
ment response. We observe similar time scales for the
decay of p(t) for low-temperature data recorded at 126
K [73], suggesting exciton-phonon coupling is not a main
driver of the dynamics. For comparison, we also show
the s-polarized data in Fig. 3c), which shows no val-
ley asymmetry. The KT and K~ valley signals following
s-polarized photoexcitation can be found in the Supple-
mental Material [73].

Figs. 4a) and 4b) show the time-resolved photoelec-
tron spectra and the S;(F) GA spectral components for
the K~ and KT valleys after 0~ excitation. Strikingly,
the spectrum in the unpumped KT valley does not show
any appreciable difference to that of the initially pumped
K~ valley, except an approximately 50 fs delay between
the population of the two valleys. We quantify this by
applying the same GA described above to the K* and
K~ valleys independently in the circularly polarized data.
For the unpumped valley, we allow for a shift, A¢, in the
onset of the time dynamics f;(t) — fi(t — At). We find
the spectral components and exponential rates in the K+
and K~ valleys to be similar to one another and also to
those found under s-polarized excitation. The delayed
onset captured by At was found to be the singular no-
table difference between the dynamics in the two valleys.
From the GA fitting, we find At = 43 £ 4 fs for o~ ex-
citation and At = 53 6 fs for o7. These 50 fs shifts
are also apparent in the integrated signals of Figs. 3a)
and 3b). As a control, we analyzed the s-polarized data
in the same way and find At = 6 £5 fs [73]. The small
50 fs shift, indicating very rapid valley depolarization, is
consistent with the ~250 fs time scale on which p(t) be-
comes zero when the instrument response is considered.
The integrated GA model results are also shown as the
lines in Fig. 3.
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distribution.

Importantly, the prompt valley depolarization we ob-
serve in the tr-ARPES signal is not accompanied by
energy relaxation. This is evident from both the data
of Fig. 4a) as well as the GA analysis in Fig. 4b),
with S; g+ (E) closely resembling S; x-(E). This is
consistent with valley depolarization driven by interval-
ley Coulomb exchange, which couples energetically de-
generate bright exciton states, A* <+ AT, B* «» BT
[8, 26, 28, 30, 33], but is in contrast to other recently pro-
posed non-degenerate intervalley depolarization mecha-
nisms that couple A* <+ BF, B* «» AT [45, 60, 86-88].
The observed timescale is also consistent with calcula-
tions of intervalley exchange matrix elements. For large
~0.1 A=' center-of-mass momentum, valley depolariza-
tion via the exchange interaction is expected to be ex-
tremely efficient, with eigenstate energy splittings of 10s
of meV [28] and corresponding valley depolarization pre-
dicted in several 10s of fs [33].

In Fig. 5, we additionally examine the momentum dis-
tributions of the photoelectrons. The data shown are
recorded after ot excitation with 30 eV probe energy. A
representative image of the initial momentum distribu-
tion of the KT valley signal is shown in Fig. 5a). At 5
ps, the distribution has relaxed to the narrower one in
Fig. 5b). We quantify the extent of the photoelectron
momentum distributions in the K™ and K~ valleys as a
function of time by fitting the energy-integrated K valley
signal with a Gaussian, exp[—(1/2)|k — K|?/(Ak)?], and
report the standard deviation, Ak, in Fig. 5. We observe
that the initial photoelectron momentum distribution en-
compasses nearly twice the extent of the relaxed photo-
electron population at approximately 5 ps delay time.
The final distribution width of Ak ~ 0.07 A~! is com-
mensurate with the recent experimental measurement of
relaxed exciton states of WSes at 90 K [63].
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FIG. 5. Time dependence of the photoelectron mo-
mentum distributions. Representative images of a KT
valley at a) 78 fs delay and b) 5 ps delay after o+ polarized
photoexcitation, collected with hvpohe = 30 V. ¢) Standard
deviation (Ak) of Gaussian distribution fits to the momen-
tum distributions in the K™ and K~ valleys at each delay
time. Significant contraction of the momentum extent of the
excitons in each valley is observed.

Remarkably, no large differences are observed in the
momentum distributions in the K™ and K~ valleys. For
example, the initial Kt valley distribution with Ak =



0.12 A=' arrives at the K~ valley 50 fs later with the
same width. The Coulomb exchange interaction con-
serves the total exciton momentum Q = k. — k;,. While
we do not measure Q directly in this experiment, we
conjecture that the width of the distribution in Q is cor-
related with the width of our photoelectron distributions.
Thus, the conservation of the photoelectron momentum
distribution after intervalley coupling suggests conserva-
tion of the exciton momentum, consistent with the inter-
valley exchange coupling mechanism of valley depolariza-
tion.

While energy conservation and momentum conserva-
tion during valley depolarization are both consistent with
intervalley Coulomb exchange coupling, the similarity
of the energy and momentum distributions between the
pumped and unpumped valleys suggests that rate of
transfer does not appear to depend strongly on the exci-
ton binding energy or exciton momentum. The strength
of the exchange interaction is expected to scale as |Q]
and the square of the electron-hole wavefunction over-
lap [28, 33, 89]. This would indicate faster transfer for
excitons with larger momentum or tighter electron-hole
binding. However, within our experimental resolution,
we do not observe such Q- or E-dependence in the pop-
ulation transfer.

In this work, we have used time-of-flight momentum
microscopy combined with ultrashort XUV pulses at 61
MHz repetition rate to image the exciton dynamics in

monolayer WSs. Our measurements record the dynamics
in the natural momentum-space basis in which theory
and calculations are formulated, and shed new light on
the ultrafast intervalley and intravalley coupling dynam-
ics in monolayer TMDs. While these dynamics have
been the subject of extensive optical spectroscopy, to our
knowledge these are the first reported momentum-space
measurements of valley depolarization in the monolayer
TMDs. Future work with higher resolution can address
the energy- and momentum-dependence of exciton cou-
pling in further detail and also study these phenomena
in 2D heterostructures.
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S1. Sample fabrication and characterization

To assemble the monolayer WS, /hBN/Si heterostructure, WSs (HQ Graphene, n-type) and hexagonal boron nitride
(hBN) flakes are first exfoliated onto separate SiO2(300 nm)/Si substrates (Fig. Sla) and b)). Raman spectroscopy
(Fig. Slc)) and photoluminescence (PL) measurements (Fig. S1d)) are used to distinguish monolayer WS, flakes. The
spectra are measured at room temperature with 514 nm (2.41 eV) excitation in a backscattering configuration using
a Renishaw Raman microscope. The power of the excitation beam is ~100 uW, and a 100x objective lens focused
the beam to a spot size of ~1 um on the target flake. The collected signal is dispersed by a grating with a groove
density of 1800/mm. The integration time is set to 120 s for Raman measurements and 5 s for PL measurements.
The strong PL signal and the obvious longitudinal acoustic mode (~350 cm™!) in the Raman spectrum show that
the target WS, transferred to the sample stack is a monolayer [1].

Next, a dry transfer method is used to stack the WSs/hBN heterostructure. A polydimethylsiloxane (PDMS)
hemisphere is first made on a clean glass slide and then covered by a thin film of polycarbonate (PC). This PDMS/PC
stamp is then used to pick up the monolayer WS, flake from the SiO5/Si substrate (Fig. Sle)). The pick-up procedure
is to lower the PDMS/PC stamp and heat the sample stage to 70 °C, and when the target flake is fully covered by
PC film, shut down the heating and slowly detach the PDMS/PC from the sample stage; the WSy flake is picked
up by the PDMS/PC stamp after separation. Then, the PDMS/PC/WS; is used to further pick up the bottom
hBN flake (~10-20 nm thickness) by the same procedure (Fig. S1f)). The PDMS/PC/WS3/hBN is then transferred
onto a pre-patterned gold-grid-marked Si substrate with good alignment by heating the sample stage to 130 °C and
slowly lifting up the PDMS stamp; the PC/WSy/hBN remains on the Si substrate. The PC film is then dissolved
in chloroform. Afterwards, the WSs/hBN heterostructure (Fig. Slg)) is annealed at 300 °C in ultra-high vacuum
(UHV) for 1 hour to clean up any polymer residue. For ARPES measurements, the finished sample was annealed to
150 °C in UHV daily for 30-60 minutes and allowed to cool completely. The sample can be clearly identified using
the real-space imaging mode of the momentum microscope (Fig. S1h)).

S2. tr-ARPES experimental apparatus and data analysis

The experiments presented here are driven by a home-built Yb:fiber frequency comb laser [4] producing 1 w.J, 185 fs
pulses centered at 1035 nm, at 61.3 MHz repetition rate. The laser pulses are resonantly enhanced in an optical cavity
to produce ~10-10.5 kW of intracavity average power. At the cavity focus, the laser reaches a peak intensity of ~10
W/ecm? and high-order harmonics are generated in a jet of argon gas. Harmonics from 10 to 40 eV are separated
by a time-preserving grating monochromator, and the desired, isolated harmonic is refocused onto the sample [5, 6].
Pump pulses are generated by doubling a portion of the fundamental IR, in a BBO crystal to 517.5 nm (2.4 V). The
polarization of the pump pulses is controlled by a quarter-wave plate. Both the pump and probe pulses impinge on
the sample at approximately 48° incidence angle. The sizes of the focused 2.4 eV pump and XUV probe beams on the
sample are 80 x 200 um? and 24 x 16 um?, respectively. The instrument response function (IRF, 200 =20 fs Gaussian
FWHM) was measured independently with auxiliary experiments on short-lived hot carriers in metallic samples and
graphene.

For tr-ARPES measurements, we employ a custom time-of-flight momentum microscope to measure the real- and
momentum-space images of the sample [7, 8]. In the real-space imaging mode, we use a broadband Xe-Hg lamp to
uniformly illuminate the full sample. The work function contrast between monolayer WSy, hBN, and silicon allows
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FIG. S1. Sample characterization. Optical microscope images of a) the exfoliated monolayer WS, flake and b) the hBN.
c) Raman spectrum of the exfoliated WSa2, hvexcitation = 2.41 eV. The intensity ratio of the WS2 2LA mode at the M point
(~350 cm™!) and the A, mode (~415 cm™') of >2 is indicative of a monolayer sample [1, 2]. d) Photoluminescence emission
of the exfoliated WSz shows strong emission intensity arising from the monolayer. hvexcitation = 2-41 eV. ) Optical microscope
image of the WS, picked up on the PDMS/PC stamp and f) the PDMS/PC/WS; with the picked up bottom hBN flake. g)
Image of the WS2/hBN on the target Si substrate. The blue and green dashed lines indicate the outline of the monolayer WS,
and hBN, respectively. The inclusion of the hBN buffer layer is essential to preserve the electronic structure of the monolayer
TMDs [3]. h) Image of the sample in the real-space imaging mode of the momentum microscope, taken with hvpohe = 4.75
eV. The WS, flake extends onto the Si substrate to prevent sample charging during ARPES measurements.
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the WS, /hBN overlapping region of interest to be clearly identified for the tr-ARPES experiments (Fig. S1h)). For
momentum-space measurements, we implement an electron high-pass filter using two grids in front of the detector to
pass only a ~4.4 eV wide energy region of the photoemission distribution to the detector. This allows us to detect
only the desired photoemission signal near the Fermi level and mitigate saturation of the detector by suppressing the
strong photoemission signal from fully occupied states below the relevant regions of the valence band. The energy
cut-off is apparent at the bottom of the band structure at —3 eV in Fig. le) of the main text. The high-pass filter is
tunable and is adjusted to pass approximately 1—1.5 eV below the valence band maximum (VBM) for pump-probe
experiments. All measurements are performed in vacuum better than 4 x 10~1° Torr.

The measured tr-ARPES 4D (k,, ky, E, t) photoelectron distributions are normalized at each individual pump-probe
delay to the maximum intensity in the image at that delay. The VBM energy is determined by fitting the upper and
lower spin-orbit split band intensities in the K valleys to a double Gaussian and extracting the center of the upper
fit band. At our low excitation fluence, we do not observe any time-resolved shifts of the VBM in this work. We also
do not observe any band gap renormalization or any laser-assisted photoelectric effect (LAPE) signal. The presented
background-subtracted signals are produced by averaging the 3D (k;, ky, ) images of the five most negative pump-
probe delays and subtracting this average from the 4D (k;,k,, E,t) distribution. To produce the valley asymmetry
ratios presented in Fig. 3 of the main text and Fig. S5, the intensities of the KT and K~ valleys are scaled to the
intensity at the longest pump-probe delay for the corresponding valleys in the linearly polarized excitation data. This
allows for normalization of ARPES matrix element effects that cause unequal intensities in the different valleys across
the momentum space image, in particular due to the direction of the probe electric field.
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FIG. S2. Comparison of K and ¥ valley dynamics. a) Raw exciton signal at 300 fs time delay, taken with 5 uJ/«:rn2
pump fluence (hvprohe = 20.4 €V). b) The integrated intensity in each valley shows that the K and ¥ valley signals appear
at the same time. ¢) The energy distribution curves for the K and X valley populations at 250 fs time delay. The X valley
population is centered approximately 100 meV energetically above the K valley signal.
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S3. Sigma valley dynamics

With our tunable XUV probe, we observe strong dependence of the ¥ valley photoemission intensity on the probe
photon energy. Above approximately 23 eV, the intensity of the photoemission signal in the ¥ valleys is extremely
weak and nearly undetectable. With 22.8 eV and 20.4 eV probe energies, we observe the ratio K/¥ for the maximum
total integrated valley intensities is approximately 1.73 and 0.96, respectively. An example of the exciton signals
observed with hvpene = 20.4 €V is shown in Fig. S2a).

Upon photoexcitation, we observe that the appearance of signal in the ¥ valleys rises at the same time as that of
the K valleys (Fig. S2b)). This ¥ valley signal appears centered near 2.1 eV above the VBM, approximately 100
meV higher in energy than the K valley signal, as evidenced by the energy distribution curves presented in Fig. S2c).
This is in contrast to recent tr-ARPES measurements at higher excitation densities for monolayer WSes/hBN and
monolayer WSz on bare silicon [9, 10], where the ¥ valley was observed to be roughly isoenergetic with the K valley.
The prompt appearance of signal in the ¥ valleys at early times could result from the pump excitation of the B
exciton resonance which may be situated energetically near the electronic band gap. Photoexcitation above the band
gap has previously shown prompt and strong appearance of excitons with electrons in the ¥ valleys of monolayer
WSes/hBN [9]. Interestingly, calculations for monolayer MoS; have shown that the Big exciton, which includes a
mixture of the A, exciton due to intravalley Coulomb exchange coupling, may show small, but nonzero, amplitude
for the wavefunction in the interior of the Brillouin zone towards the ¥ valley [11].

S4. Pump fluence dependence
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FIG. S3. Pump fluence dependence. All data presented was taken with p-polarized pump excitation and hvpohe = 27.6
eV.

The integrated K valley signal intensities for various pump pulse fluences are shown in Fig. S3. We observe that,
with pump fluences < 5 puJ/cm?, the time dynamics are invariant to the fluence. Based on these results, all of the data
presented in this work was taken with an incident pump fluence of 5 wJ/cm?. Accounting for the 5.5% absorption of
monolayer WS; at 2.4 eV [12], we estimate that this fluence corresponds to an excited carrier density of approximately
7 x 10! carriers/cm?. This excitation density is well below the ~3 x 10'? carriers/cm? limit of the Mott transition
[13]. In this pump fluence regime, the sample maintains a temperature of 302-303 K during the experiment.

S5. Nature of the circularly polarized photoexcitation

Here, we consider the effect of the 48° incidence angle of the pump pulse on the nature of the pump polarization
in the plane of the sample. For light incident on the sample at a polar angle 6 from the sample normal, we define



S5

= Z
4
y
N\ " 6

XI N /

\

N\
y
Sample

FIG. S4. Incident photoexcitation geometry. 6 denotes the angle of incidence and {#',4’,2'} and {Z, 9,2} denote the
bases of the incident light propagation and the sample, respectively.

{#',9', 2’} as the basis of the incident light such that —2’ is the propagation direction (Fig. S4). The incident circularly
polarized electric field in this basis, E',, can be expressed as:

E', = Ey5'y (S1)

= Fy(coswt &' +sinwt§'), (S2)

where Eq denotes the amplitude, w is the angular frequency, and 6’ denotes the right- and left-circular polarization
states. In the sample basis {Z, 9,2}, &’ = & and §' = cosf g + sinf 2. Thus, the electric field in the sample basis is
given by:

Ey = Ey(coswt & + sinwt(cos 0§ + sinf 2)) (S3)
= Ey(coswt & + sinwt cos O ¢ + sinwtsin b 2). (S4)

In the sample basis, the circularly polarized light can be parameterized as:

64+ = coswt & £ sinwt g, (S5)
and the & and ¢ terms can be reexpressed as:
coswhi = %(64_ +6) (S6)
sinwt §j = %(fnr —G_). (S7)
The electric field can then be written as:
By = E0<%(&+ +6_) £ cos 9%(@ _ &) +sinwt sin@é) (S8)
= E()((lchosQ)&Jr + (1%0089)6, isinwtsin@é). (S9)

In our experimental geometry, § = 48°. For photoexcitation of the sample by incident left circularly polarized light
(6"), the electric field in the sample plane is given by:

—

E_ = Eo(0.1656 + 0.8346_ + 0.743 sin wt2), (S10)

indicating that in the plane of sample, the amplitude ratio between the 6_ component and the &4 component is
approximately 5:1 and the intensity ratio is 25:1. This ratio is reversed in the case of right circularly polarized
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photoexcitation. Thus, our circularly polarized photoexcitation of the sample is predominantly of the desired helicity,
but contains a small contribution from the opposite helicity as well as an out-of-plane component. In WS, excitation
by the out-of-plane % component of the electric field has a very small transition dipole moment [14], particularly for
the B exciton resonance [15], and thus we do not expect any appreciable contribution from this Z component. This
is confirmed experimentally by comparing the results of s- and p-polarized excitation, with no differences observed
within our measurement uncertainty.

S6. Global analysis

The global analysis (GA) algorithm employed here is similar to that previously applied to a variety of time-resolved
spectroscopies [16, 17]. GA is widely used to decompose conjested time-resolved spectra into individual spectral
components described by exponential time dynamics [18-20]. This approach assumes that the spectral and temporal
components of a time-resolved spectrum I(FE,t) can be separated (i.e., that the spectral components do not shift in
time).

Here, the momentum-integrated signal of the desired valleys, I(E,t), is decomposed into two principal spectral
components, S1(E) and S3(FE), each described by exponential time dynamics fi(t) and f2(¢) convolved with the
Gaussian IRF:

I(E,t) = S1(E) f1(t) + S2(E) f2(t) (511)
= S1(E)[ci(e” /™ « IRF)] 4 Sy(E)[ca(—e /™ « IRF + e~ '/™ « IRF)). (S12)

The two exponential decay lifetimes are denoted by 7 and 75, and ¢; and c¢o are amplitude constants. An intensity
offset factor, yo, is included as a fit parameter as the initial, constant value of S;(E) and S3(FE). The time dynamics
for the spectral component S3(F) in Eqn. S12 arise from the assumption that component 2 is formed by the decaying
population of component 1 rather than by direct excitation by the pump pulse. The global fit is performed by
minimizing x? = > (exp. — Imodel)Q/agxp‘. We find reduced x? values of 1.2—1.4.

For the GA of the separated K™ and K~ circular excitation data, we employ the same method but we allow the
onset time for the time dynamics, g, to be a fit parameter:

I(E,t) = S1(E)[ei(e”t)/™ « IRF)| 4 Sy(E)[co(—e~ 1)/ ™ « IRF 4 ¢~ (10)/72 4 [RF)]. (S13)

The K™ and K~ valleys are fit separately, and the shift in the onset of the time dynamics between the two valleys,
At, is given by:

At = tox (S14)

pumped tOwKunpumped7

where to i and to g are the ty parameters for the pumped and unpumped K valleys, respectively. The

pumped unpumped
fitted lifetimes 7; and the time shifts At for the K valley signals for s-, 0~, and om excitation are presented in Table
S1. The dominant source of the error in 77 is the systematic uncertainty in the IRF width, which is estimated by
repeating the fit over the IRF confidence interval and adding the spread in the fit results in quadrature with the
statistical error.

| Data [ 71 (fs) | 72 (fs) [yo (a.u.)[ci (au.) [c2 (au.) [ At (fs) |

s,allK | 378 £ 40 | 15500 -8E-05 1.29 2.28
s, KT 382 £ 56 | 15150 -2E-05 2.83 5.22 645
s, K- | 380 £ 49 | 15700 -7TE-05 2.39 4.04

o, K~ [382+44 ] 35400 -1E-04 1.40 2.58 4344

o, KT |354+£51| 18100 -1E-04 1.95 3.03

o7, KT [360+£59] 21000 1E-05 2.41 3.98 E3 46

o, K | 440 £ 53 | 15700 2E-04 2.15 2.46

TABLE S1. Global analysis fit results. In all fits, the value of 72 was found to be substantially longer than the longest
recorded pump-probe delay of the dataset. The FWHM of the IRF is fixed at 200 fs. All fitted experimental data presented
here was taken with hipone = 25.2 eV.
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S7. Temperature dependence

To examine the possible role of exciton-phonon coupling in the ultrafast valley depolarization, we performed addi-
tional experiments with the sample held at 126 K. The valley asymmetry, given by:

_ A () = I (1)

= T (0T I (1) (519)

p(t)

for o7 photoexcitation at room temperature and 126 K is shown in Fig. S5. Ix+ and Ix- refer to the integrated
intensity in the KT and K~ valleys, respectively. The strong similarity between the observed timescales for the loss
of valley asymmetry at each temperature indicates that exciton-phonon interactions do not play a significant role in
the valley depolarization mechanism.

1.0 7
] § 126K
0.8 ¥ 300K
0.6
o 041 ‘h:
0.2 1 F E{ L
00+——-=——=—————- —{I—}—I— -7
-0.2
r—r+rrr 1 rrrr 1 T
-100 0 100 200 300 400

Time Delay (fs)

FIG. S5. Valley asymmetry temperature dependence. The valley asymmetry (p) for ¢ photoexcitation at room
temperature and 126 K show very similar timescales for valley depolarization (hvprobe = 25.2 eV).

S8. Comparison of KT and K~ valleys after s-polarized excitation

Here, we include the integrated intensities following s-polarized photoexcitation for the K* and K~ valleys sepa-
rately (Fig. S6). In contrast to the data recorded after circularly polarized excitation, we do not observe any notable
differences between the KT and K~ valleys under linearly polarized photoexcitation, as expected.
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FIG. S6. Integrated intensities of the K™ and K~ valleys following s-polarized excitation. Points are the experi-
mental integrated intensities with statistical error, and dashed lines are the integrated intensities of the GA fit for each valley
(hprobe = 25.2 eV).
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