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Optimal scheduling of the fleet of aircraft comprising an urban air mobility (UAM) network
is key to economically viable and sustainable integration of UAM networks within our existing
urban and suburban transportation ecosystems. To this end, this paper firstly formulates
the UAM fleet scheduling problem as a Markov Decision Process (MDP) over a graph space,
with the graph representing the network of vertiports (and their dynamic properties, e.g.,
demand) being served by these aircraft. A simulation environment that incorporates real-world
constraints associated with aircraft characteristics (e.g., max speed and battery capacity),
passenger transport demand and electricity pricing is developed and used to evaluate schedules
modeled by this MDP. The event-triggered action of each aircraft is determined in a decentralized
manner using a novel policy model embodied by a neural network comprising a Graph Neural
Network (GNN) based encoder and a Multi-head attention (MHA) based decoder. A policy
gradient based reinforcement learning (RL) method is used to train this model. Motivated by
the emerging work in learning to solve combinatorial optimization problems, this GNN-based
policy model is expected to capture the local and global structural information of the UAM
network, allowing the trained policies to generalize across demand and aircraft initialization
scenarios. Compared to a simple feasible randomized baseline and a typical multi-layer neural
network based policy, our method demonstrates a remarkable 25% better performance in terms
of the estimated average daily profit.
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I. Nomenclature

𝑁 = total number of vertiports/nodes in the UAM network
𝑉 = set of all vertiports/nodes
𝐸 = set of all vertiport connections/edges
𝐴 = connectivity matrix for the vertiports/nodes
𝐺 = (V,E,A) UAM network expressed as a graph
𝐾 = set of all eVTOLs
𝑁𝐾 = number of eVTOLs
𝑘 = index to denote eVTOLS in 𝐾
𝑥𝑘𝑡 = vertiport where eVTOL 𝑘 is at time 𝑡
𝐽𝑘 = set of all journey of eVTOL 𝑘 ∈ 𝐾
𝐿𝑜𝑐𝑘start ( 𝑗 𝑘) = set of start vertiports for eVTOL 𝑘 ∈ 𝐾 for a journey 𝑗 𝑘 ∈ 𝐽𝑘
𝐿𝑜𝑐𝑘end ( 𝑗 𝑘) = set of end vertiports for eVTOL 𝑘 ∈ 𝐾 for a journey 𝑗 𝑘 ∈ 𝐽𝑘
𝐶 = maximum passenger capacity for the eVTOLs
𝑇 = total time window for daily operation
𝑇 𝑘start ( 𝑗 𝑘) = start time of journey 𝑗 𝑘 ∈ 𝐽𝑘 for eVTOL 𝑘 ∈ 𝐾
𝑇 𝑘end ( 𝑗 𝑘) = end time of journey 𝑗 𝑘 ∈ 𝐽𝑘 for eVTOL 𝑘 ∈ 𝐾
𝑡wait = waiting time
𝛿𝑇𝐿 = time allocated for landing
𝑡 = representation of a time instant (t ∈ 𝑇)
𝑈𝑖max = eVTOL capacity of vertiport 𝑖
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𝑈𝑖𝑡 = number of eVTOLS at vertiport 𝑖 at time instant 𝑡
𝐵𝑘max = maximum battery capacity of eVTOL 𝑘
𝐵𝑘𝑡 = battery charge of eVTOL 𝑘 at time instant 𝑡
𝐵𝑘start ( 𝑗 𝑘) = battery charge for eVTOL 𝑘 ∈ 𝐾 at the start of journey 𝑗 𝑘 ∈ 𝐽𝑘
𝐵𝑘end ( 𝑗 𝑘) = battery charge for eVTOL 𝑘 ∈ 𝐾 at the end of journey 𝑗 𝑘 ∈ 𝐽𝑘
𝛾 = eVTOL battery self discharge rate
𝑄 = forcasted demand model
𝑄(𝑖, 𝑗 , 𝑡) = forecasted demand from node 𝑖 to node 𝑗 at time 𝑡
𝑃𝑖 𝑗𝑡 = fare charged from passengers travelling from node 𝑖 to 𝑗 at time 𝑡
𝑅𝑖 𝑗 = cost of transporting 1 passenger from vertiport 𝑖 to node 𝑗
𝑁𝑃
𝑘
( 𝑗 𝑘) = number of passengers transported by eVTOL 𝑘 on journey 𝑗 𝑘 ∈ 𝐽𝑘

𝑃max = maximum power transferred between an eVTOL and the power grid
𝐸𝑃 = locational marginal pricing model for electricity
𝐸𝑃𝑡 = price of electricity at time instant 𝑡
𝑔𝑖 𝑗𝑘 = charging/discharging rate of eVTOL 𝑘 from 𝑖 to 𝑗

II. Introduction
Traffic congestion has become a prominent issue in most parts of the world. This is further aggravated in larger

metropolitan cities such as New York, Los Angeles, London, Mumbai etc. The average commuting time has increased
from 25 minutes in the year of 2006 to 27.6 minutes in the year of 2019, which is a 10% increase as discussed in [1].
The monetary loss of this problem is about $87 billion annually [2]. Over the last few years, there has been a growing
interest on Urban Air Mobility (UAM) based on electric vertical take-off and landing (eVTOL) for mitigating such
traffic congestion. UAMs can be used for operations such as passenger transport, cargo delivery, and time-critical
operations such as medical evacuation and air-ambulance services. Various private stakeholders in UAM are planning
to begin their commercial services as early as 2024 [3], UAMs are projected to have a potential market size of $9.1
billion by the year 2030 [4]. In order to deploy a UAM network comprising a significant number of eVTOL aircraft
operating over a region and associated vertiports (and charging stations) to support that operation, there needs to be
an effective fleet scheduling framework similar to that used by commercial airlines and ride share services. Optimal
fleet scheduling in this context must adapt to demand, revenue goals, aircraft constraints (such as flight range) and
overall energy footprint and impact on the electricity grid. Such a scheduling application typically appears as a class
of combinatorial optimization (CO) problems [5]. These CO problems can be potentially solved using a variety of
classical optimization and learning-driven approaches as briefly described below.

.

A. Related Work
UAM fleet scheduling involves scheduling the journey of the eVTOLs in the UAM network at different time between

the vertiports of the network in such a way to minimize the cost of operation and to maximize the revenue generated. The
scheduling involves transportation of passengers between the vertiports and also for other aspects such as battery charging
for the eVTOL. The UAM fleet scheduling problem can be considered as a class of multi-agent CO problems that
shares characteristics with the well-known multi-Travelling Salesman Problems (mTSP) and more complex Multi-Robot
Task Allocation (MRTA) problems. A majority of these problems tend to be NP-hard [6] and cannot be solved with
polynomial time using traditional methods such as (Mixed) Integer (Non-)Linear Programming (ILP, MILP, MINLP
etc.) [7, 8], or metaheuristics such as Ant Colony Optimization [9, 10] and genetic algorithms ([11, 12]). Even though
some of these methods can generate local optimal solutions for small sized UAM fleet scheduling problems [13–15], the
computational expense becomes intractable in applications where online (near real-time) decisions are required.

In recent years, a rich body of work has emerged on using learning-based techniques to model solutions or intelligent
heuristics for CO problems over graphs [16–21]. A notable fraction of these methods formulates the CO problem as a
Markov Decision Process (MDP) and uses Reinforcement Learning (RL) to generate policies that can yield optimal
solutions across a reasonable range of problem instances [16–19, 22]. Such policies are often embodied by a trained
graph neural network or GNN. The main advantages of a learning approach over classical non-learning methods
include [6]: i) the ability to generalize across problem scenarios and uncertainties without tedious hand-crafting of the
heuristics, ii) orders of magnitude faster run-time execution, which is critical for online task allocation and planning
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applications, and iii) the ability (at least in theory) to automatically learn the problem features of interest which may
not be readily evident even to human experts when applications involve complex cyber-physical systems. However,
the types of problems that have been typically considered in the above mentioned work (albeit with few exceptions
that we will discuss later) are simple CO problems such as vanilla versions of the Travelling Salesman Problem (TSP),
Vehicle Routing Problem (VRP), and Max-Cut problems [16, 19]. Up to a certain scale and specificity of planning and
scheduling applications, as opposed to being able to generalize across wide range of problem classes, the complexity
of the problems does not necessarily favor a learning based approach over non-learning based optimization, graph
matching and local search heuristics [23, 24]. Another major limitation of most existing learning-based methods is their
inability to readily apply a trained model on problem scenarios of greater complexity (e.g., multi-TSP instances with
more travellers and/or locations to visit) than that encountered in the scenarios or sample episodes used for training.
Retraining is usually required to currently address this issue, which can quickly become computationally prohibitive.

To address the above-stated issues, in this work we are particularly interested in exploring and advancing a class of
RL methods that train models to directly encode the policy over graph space. There has been a growing interest in
using sequence-to-sequence models, e.g., pointer networks and attention mechanism, to encode and learn policies for
combinatorial optimization problems in graph space [16, 19]. For example, [16] implemented a framework using an
encoder/decoder architecture based on attention mechanism and REINFORCE algorithm for solving a wide variety
of CO problem as graphs, with the main contribution being flexible of using the approach on multiple problems with
the same hyper parameters. This method has however been only applied to benchmark problems where the costs of
simulating episodes is rather insignificant, unlike simulating the operation of an UAM fleet.

While adopting some of the concepts presented by Kool et al. [16], here we develop fundamental extensions to
the AI architecture in order to both improve training performance and scalability, thereby making it more feasible
for application to the complex and expensive (to simulate) problem of UAM scheduling. Specifically, we design a
novel encoder-decoder policy network. Here, the encoder is based on Graph Capsule Convolutional Neural Networks
(GCAPCN) [25], which is hypothesized to uniquely incorporate local and global structural information of the network
under study (in this case the UAM network) with permutation invariance. The decoder is based on a Multi-head
Attention mechanism (MHA) [16, 26] which fuses the encoded information and problem-specific context using matrix
multiplication, in order to enable sequential decisions. Our overall learning architecture (also known as GCAPS-RL)
consists of a policy gradient RL algorithms and the GCAPCN-MHA based policy network.

B. Main Contributions
The main contributions of this paper can thus be summarized as: 1) Formulating the UAM fleet scheduling problem

as a Markov Decision Process or MDP over graphs, with the state of the UAM network vertiport computed as embeddings
of a Graph Neural Network (GNN); the states of the eVTOL aircraft in operation embedded as the context portion
of the policy model; and a Multi-head attention (MHA) based action decoder generating the fleet scheduling actions.
2) Exploring how a policy network comprising the above-stated encoder-decoder structure can be trained effectively
through RL working in tandem with a simulation environment for UAM operations. 3) Demonstrating this graph
learning framework’s ability to generalize across unseen scenarios.

Paper Outline: The next section provides a detailed description of the UAM fleet scheduling problem considered in
this paper, as well as its optimization and MDP formulations. Section IV explains the proposed solution, with adequate
details and equations for the state encoding (using the GNN and a feedforward network) and the MHA based action
decoding by the policy network. Section V discusses the training procedure as well as the test for generalizability and
performance comparison. Section VI provides concluding remarks as well as the future execution plan for generating
the results for this paper.

III. Problem Description and Formulation
In this work, we consider a UAM network problem inspired by [14], involving 𝑁 vertiports (also to be called “nodes"

here onward), and 𝑁𝐾 number of eVTOLs, with each eVTOL having a maximum passenger seating capacity of 𝐶. Let
𝑉 and 𝐾 be the set of all vertiports and eVTOLs respectively. Each vertiport 𝑖 ∈ 𝑉 has a maximum number (𝑈𝑖max)
of eVTOLs it can accommodate at a time. For computing the cost of transportation, we define 𝑅𝑖 𝑗 to be the cost of
transporting a passengers from vertiport 𝑖 to 𝑗 . Unlike in [14] which considers three cases, involving 1) scheduling and
pricing, 2) Scheduling, pricing, and frequency regulation, 3) Frequency regulation. In this paper, we are tackling just
fleet scheduling with constant pricing strategy, while planning to demonstrate the effectiveness of solving the problem
on larger UAM networks than what has been studied in the literature. We consider the following assumptions for this
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problem:
• Every eVTOL can commute between any two vertiports
• Constant passenger pricing, which means the price of a journey for a passenger between one vertiport to the other

does not change with time or other factors. Therefore 𝑃𝑖 𝑗𝑡 is a constant.
• The resistive loss of the batteries are negligible.
The aim is to maximize the profit margin by maximizing the revenue from the passenger and minimizing the

operational cost and the cost of charging. This is achieved by smartly scheduling each eVTOL’s journey (between
vertiports to transport passengers) between the vertiports to satisfy the travel demand between each pair of vertiports.
During each decision-making instant 𝑡 ∈ 𝑇 , an eVTOL which requires a decision will be assigned a vertiport (based on
the demand, battery charge, operation cost etc.), or to wait. Below, we describe the decision making time perspectives,
the passenger demand model, the battery model, and the optimization formulation of the problem.

A. Time Horizon and Time instants
We consider an operating time horizon of 𝑇 (which will be considered as a normal daily operational hour). Here, a

journey or trip is defined as the commute of an eVTOL between two vertiports 𝑖 and 𝑗 . If 𝑖 = 𝑗 , it means the eVTOL
has to wait for a time 𝑡wait = 15𝑚𝑖𝑛𝑢𝑡𝑒𝑠. Each eVTOL can take off at any time within the time horizon 𝑇 . Here, we
consider the schedule for a single day operation, where the time operation is from 6:00 AM (𝑡start) until 6:00PM (𝑡end),
which mean the first takeoff time for any eVTOL can happen only happen from 𝑡start and the last takeoff time for any
eVTOL cannot be after 𝑡end, during daily operations. A specific time window (𝛿𝑇𝑇𝑂) has been allocated for the take off
operation itself. Similarly a specific time window (𝛿𝑇𝐿) has been allocated for landing as well. For this study, 𝛿𝑇𝑇𝑂 =
𝛿𝑇𝐿 = 15 𝑚𝑖𝑛𝑢𝑡𝑒𝑠. For each eVTOL 𝑘 , we consider a set (𝐽𝑘) of all the journeys/trips made by the eVTOL within the
time horizon. Each journey 𝑗 𝑘 ∈ 𝐽𝑘 has a start time 𝑇 𝑘start ( 𝑗 𝑘) and an end time 𝑇 𝑘end ( 𝑗 𝑘), where 𝑇 𝑘start and 𝑇 𝑘end are the set
of starting time and ending time for all the journeys of eVTOL 𝑘 . Let 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘) and 𝐿𝑜𝑐𝑘

𝑒𝑛𝑑
( 𝑗 𝑘) be the start and end

location corresponding to journey 𝑗 𝑘 ∈ 𝐽𝑘 . Let 𝑇 𝑘journey (𝑖, 𝑗) be the journey time of eVTOL 𝑘 from vertiport 𝑖 to 𝑗 .

B. Passenger Fare Pricing Model
We consider a fixed pricing policy for each route depending on the operational cost and the forecast demand, similar

to [27]. Therefore, the passenger fare at a time instant 𝑡 between vertiport 𝑖 and 𝑗 , 𝑃𝑖 𝑗𝑡 will be a function of 𝑄(𝑖, 𝑗 , 𝑡)
and 𝑅𝑖, 𝑗 .

C. Demand Model
The passenger demand modeling will be used to stochastically generate the number of passenger request for travelling

between different vertiports. A forecasted request (𝑄) has been modeled based on the data from [28]. We assume that
the demand for each hour during the daily operations hours are known in prior. The demands for the trip are modeled
in such a way that it resembles a subway train demand in a major city, which has subset of all the stations to be busy
compared to the other stations, and generally resembles offices, work places etc. Similarly, here we consider a subset of
the available vertiports 𝑉𝐵 ⊂ 𝑉 to be high demand vertiports compared to the other vertiports. The demand between the
vertiports in 𝑉𝐵 are higher compared to vertiports in 𝑉 −𝑉𝐵. We consider two peak hours throughout the whole day
from 8 : 00 − 9 : 00𝐴𝑀 (𝑇peak1) and from 4 : 00 − 5 : 00𝑃𝑀 (𝑇peak2). The vertiports in 𝑉𝐵 will have both the peak
hours. The journey demands from vertiports 𝑉 −𝑉𝐵 to 𝑉𝐵 will have a peak at (𝑇peak1), which resembles the morning
rush hour for commute to workplace from home, while the journey demands from 𝑉𝐵 to 𝑉 − 𝑉𝐵 will have a peak at
𝑇peak2 , which resembles the rush hour for commute from workplace to home.

𝑄(𝑖, 𝑗 , 𝑡) =



N(100, 10) 𝑖 ∈ 𝑉𝐵, 𝑗 ∈ 𝑉𝐵𝑖 ≠ 𝑗 , 𝑡 = 𝑇peak1 𝑜𝑟 𝑡 = 𝑇peak2

N(100, 10) 𝑖 ∈ 𝑉 −𝑉𝐵, 𝑗 ∈ 𝑉𝐵𝑖 ≠ 𝑗 , 𝑡 = 𝑇peak1

N(100, 10) 𝑖 ∈ 𝑉𝐵, 𝑗 ∈ 𝑉 −𝑉𝐵𝑖 ≠ 𝑗 , 𝑡 = 𝑇peak2

N(50, 10) 𝑖 ∈ 𝑉𝐵, 𝑗 ∈ 𝑉𝐵𝑖 ≠ 𝑗 , 𝑡 ≠ 𝑇peak1 𝑎𝑛𝑑 𝑡 ≠ 𝑇peak2

N(30, 5) otherwise

(1)

where N(𝜇, 𝜎), represents a normal distribution with mean 𝜇 and standard deviation 𝜎.
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D. eVTOL model
The eVTOL vehicle model considered here is the City Airbus eVTOL aircraft, with a maximum cruise speed of

74.5𝑚𝑝ℎ. This vehicle has a maximum passenger capacity of 4. The operating cost of the vehicle is about $0.64 per
mile [14].

E. Battery Model
We consider the battery model for this work is the same as that in [14], which consists of charging/discharging

rate (𝑔𝑖 𝑗 , between vertiports 𝑖 and 𝑗), and a self discharge rate 𝛾. If 𝐵𝑘𝑡 is the battery charge of eVTOL 𝑘 at time
instant 𝑡, and assuming the eVTOL travels from vertiport 𝑖 to 𝑗 , the battery charge after a time 𝛿𝑇 can be computed as
𝐵𝑘
𝑡+1 = (1− 𝛾)𝐵𝑘𝑡 − 𝑔𝑖 𝑗𝑘𝛿𝑇 . We consider the maximum capacity 𝐵𝑘max (𝑘 ∈ 𝐾) of the eVTOL battery to be 110𝑘𝑊ℎ, and

the maximum charging rate 𝑃max to be 150𝑘𝑊 . Let 𝐵𝑘start ( 𝑗 𝑘) and 𝐵𝑘end ( 𝑗 𝑘), be the battery charge of eVTOL 𝑘 during
the start and end of journey 𝑗 𝑘 ∈ 𝐽𝑘 . Here we consider that all the eVTOLs starts a new journey with full battery charge.

F. Electricity Pricing Model
The electricity pricing 𝐸𝑃 can be modeled based on the historical market price from PJM [29]. However, since the

main contribution of this work is mainly on the learning based approach on UAM fleet scheduling, we are relaxing the
electricity pricing model, by assuming the price to be constant. We consider the electricity price 𝐸𝑝 to be 20 𝑐𝑒𝑛𝑡𝑠/𝑘𝑊ℎ
[30].

G. Optimization formulation:
The objective function for the optimization is to maximize the profit generated (𝑧). The profit generated can be

calculated by subtracting operational cost 𝐶𝑂 and the cost of charging 𝐶𝐶 from the total revenue generated 𝑅𝑇 . The
total operational cost for the time horizon 𝑇 can be computed as in Eq. 2.

𝐶𝑂 =
∑︁
𝑗𝑘∈𝐽𝑘

∑︁
𝑘∈𝐾

𝑁𝑃𝑘 ( 𝑗 𝑘)𝑅𝑖 𝑗 , 𝑖 = 𝐿𝑜𝑐
𝑘
start ( 𝑗 𝑘), 𝑗 = 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘) (2)

The cost of charging 𝐶𝐶 can be computed as:

𝐶𝐶 =
∑︁
𝑗𝑘∈𝐽𝑘

∑︁
𝑘∈𝐾

𝐸𝑃𝑡 𝑔𝑖 𝑗𝑘 , 𝑖 = 𝐿𝑜𝑐
𝑘
start ( 𝑗 𝑘), 𝑗 = 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘) (3)

The total revenue generated during the time horizon 𝑇 can be computed as in Eq. 4

𝑅𝑇 =
∑︁
𝑗𝑘∈𝐽𝑘

∑︁
𝑘∈𝐾

𝑁𝑃𝑘 ( 𝑗 𝑘)𝑃𝑖 𝑗𝑡 , 𝑖 = 𝐿𝑜𝑐
𝑘
start ( 𝑗 𝑘), 𝑗 = 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘) (4)

Therefore, the objective function can be formulated as:

max 𝑧 = 𝑅𝑇 − 𝐶𝑂 − 𝐶𝐶 (5)

Subject to:
𝑇 𝑘start ( 𝑗 𝑘) = 0 𝑗 𝑘 ∈ 𝐽𝑘 , 𝑖 𝑓 𝑡 = 𝑡start, 𝑘 ∈ 𝐾 (6)

𝑇 𝑘end ( 𝑗 𝑘) = 𝑇
𝑘
start ( 𝑗 𝑘) + 𝛿𝑇𝑇𝑂 + 𝑇 𝑘journey (𝐿𝑜𝑐

𝑘
start ( 𝑗 𝑘), 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘)) + 𝛿𝑇𝐿

𝑖 𝑓 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘) ≠ 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘), 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘
(7)

𝑇 𝑘end ( 𝑗 𝑘) = 𝑇
𝑘
start ( 𝑗 𝑘) + 𝑡𝑤𝑎𝑖𝑡 𝑖 𝑓 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘) = 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘), 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 (8)

𝑇 𝑘start ( 𝑗 𝑘) = 𝑇 𝑘end ( 𝑗 𝑘 − 1) + 𝑇𝑐ℎ𝑎𝑟𝑔𝑒 𝑖 𝑓 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘 − 1) ≠ 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘 − 1), 𝑡 > 𝑡start, 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 (9)

𝑇 𝑘start ( 𝑗 𝑘) = 𝑇 𝑘end ( 𝑗 𝑘 − 1) 𝑖 𝑓 𝐿𝑜𝑐𝑘start ( 𝑗 𝑘) = 𝐿𝑜𝑐𝑘end ( 𝑗 𝑘), 𝑡 > 𝑡start, 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 (10)

𝑁𝑃𝑘 ( 𝑗 𝑘) ≤ 𝐶, 𝑗 𝑘 ∈ 𝐽𝑘 , 𝑘 ∈ 𝐾, 𝑡 ∈ 𝑇 (11)

0 ≤ 𝐵𝑘𝑡 ≤ 𝐵𝑘max, 𝑘 ∈ 𝐾, 𝑡 ∈ 𝑇 (12)
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𝐵𝑘end ( 𝑗 𝑘) = (1 − 𝛾)𝐵𝑘start ( 𝑗 𝑘) − 𝑔𝑖 𝑗𝑘 (𝑇 𝑘end ( 𝑗 𝑘) − 𝑇
𝑘
start ( 𝑗 𝑘)) 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 , 𝑗 𝑘 > 0 (13)

𝐵𝑘start ( 𝑗 𝑘) = 𝐵𝑘max 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 (14)

𝐵𝑘start ( 𝑗 𝑘) = 𝐵𝑘end ( 𝑗 𝑘 − 1) + 𝑇charge ∗ 𝑃𝑚𝑎𝑥 𝑘 ∈ 𝐾, 𝑗 𝑘 ∈ 𝐽𝑘 (15)

0 ≤ 𝑈𝑖𝑡 ≤ 𝑈𝑖max, 𝑖 ∈ 𝑉, 𝑡 ∈ 𝑇 (16)

0 ≤ 𝑔𝑖 𝑗𝑘 ≤ 𝑃max, 𝑖, 𝑗 ∈ 𝑉, 𝑘 ∈ 𝐾 (17)

H. MDP Formulation
In this work, we express the fleet scheduling as a MDP, which sequentially computes the action for each eVTOL

during a time instance 𝑡 ∈ 𝑇 . During a decision making time instance, an action will be assigned to each eVTOL (as
described in the introduction of this section), based on the current state of the network. The state should have all the
necessary information to assign the action. Figure 1 depicts, the how the trained policy network is being used for
sequential decision making. The state, action, reward formulation, and the transition are described below.
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Fig. 1 Sequential decision using the policy network trained by our approach. During each decision making
instance the information from the vertiport network and the eVTOLs are used to find which vertiport to visit (or
to wait) for an eVTOL taking a decision.

State Space: The state information which will be used for computing the action at a time instance 𝑡 consists of
the information at time instance 𝑡 which includes 1) the price for electricity (𝐸𝑃𝑡 ), 2) cost of transporting a passenger
(𝑅𝑖 𝑗 , 𝑖, 𝑗 ∈ 𝑉), 3) number of eVTOLs at the vertiport (𝑈𝑖𝑡 ,∀ 𝑖 ∈ 𝑉), 4) forecasted demand (𝑄(𝑖, 𝑗 , 𝑡), ∀ 𝑖, 𝑗 ∈ 𝑉), 5)
charging/discharging rate of the eVTOLs (𝑔𝑖 𝑗𝑘 ,∀ 𝑖, 𝑗 ∈ 𝑉, 𝑘 ∈ 𝐾), 6) current location of the eVTOLs (𝑥𝑘𝑡 ,∀ 𝑘 ∈ 𝐾),
and 7) passenger fare (𝑃𝑖 𝑗𝑡 ,∀ 𝑖, 𝑗 ∈ 𝑉).

Since the natural state space is large, we represent the state information as a learned feature vector of fixed length.
To this end, we will represent all the information associated to the vertiports as a Graph and use a Graph Neural Network
(GNN) to compute the feature vector associated with the vertiports, while the information associated with the eVTOLs
will be represented as a feature vector using a simple feedforward network, which will be discussed in section IV.

Action Space: At each decision making time instance, each agent takes an action from the available action space.
The action space consists of all the available vertiports. Therefore the action space will be of size 𝑁𝐾 . During a decision
making step, if an agent chooses the vertiport at which it currently is, then it waits for 15 minutes in the vertiport, until it
makes a new decision.

Reward: We consider a delayed reward strategy, where the total reward at the end of the episode is the ratio of the
profit (as in Eq. 5) to the maximum total profit that can be obtained (

∑
𝑖∈𝑉, 𝑗∈𝑉,𝑡 ∈𝑇 (𝑄(𝑖, 𝑗 , 𝑡) × 𝑃𝑖 𝑗𝑡 )) for that episode.

Each episode corresponds to one full day operation from 6 : 00 𝐴𝑀 until 6 : 00 𝑃𝑀 . Unlike [14], we do not consider a
fixed time for a journey, hence the number of decision-making steps per episode is not a constant.

Transition: Since demand and electricity pricing can vary from that of the forecasted values, the transition of the
states is considered to be stochastic.
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The transition is an event-based trigger. An event is defined as the condition that an eVTOL is ready for takeoff. As
environmental uncertainties and communication issues (thus partial observation) are not considered in this paper, only
deterministic state transitions are allowed. The size of the different variables of the state space and the action space are
shown in table 1∗.

Table 1 State space and action space variables of the MDP formulation

Parameter Size

State space

1) Price of electricity
2) Transportation cost
3) Number of eVTOLs at the vertiport
4) Forecasted demand
5) Charge/discharge rate for the eVTOLs
6) Current location of the eVTOLs
7) Passenger fare

1
𝑁 × 𝑁
N
𝑁 × 𝑁 × 13
𝑁𝐾

𝑁𝐾

𝑁 × 𝑁
Action space Vertiport to be visited 1

IV. Proposed Learning-based Solution Approach
In this work, we propose a policy gradient RL based method to train a policy network, which will be used to assign

actions to the eVTOLs during each decision making time instance . The policy network takes in the state information
during each decision making time instance and output an action for each eVTOL. The policy network consists of GNN
based encoder, a context module, and a Multi-head attention (MHA) based decoder. The state information is being
encoded as learnable fixed length feature vectors by the encoder and the context module, and will be used by the decoder
to compute the action sequentially. Further information regarding the proposed state encoding and the action decoding
is being discussed in the following section.

A. State Encoding
The state information consists of the information of UAM vertiports as well as the information regarding the eVTOLs.

The vertiports information is formulated as a graph as described below in section IV.A.1. The feature vector for the
eVTOL state information is discussed in section IV.A.2.

1. Vertiport State Encoding
Graph Formulation for UAM Network: The UAM network can be expressed a graph 𝐺 = (𝑉, 𝐸, 𝐴), where 𝑉

represents the set of nodes or the set of vertiports in this case, 𝐸 represents the set of edges between the nodes, 𝐴
represents the adjacency matrix of the nodes. Since there are no restrictions on the eVTOLs for commuting between any
two vertiports, we assume 𝐺 to be undirected and fully connected. Each node 𝑖 ∈ 𝑉 has its time varying node properties
𝛿𝑡
𝑖
. Here the properties of each node 𝑖 ∈ 𝑉 at time instance 𝑡 are: 1) number of eVTOLs at 𝑖 (𝑈𝑖𝑡 ), 2) eVTOL capacity at

𝑖 (𝑈𝑖𝑚𝑎𝑥), 3) the predicted total number of passengers who wants to depart from 𝑖 (𝑑𝑡
𝑖
), 4) the predicted total number

of passengers who want to reach 𝑖 (𝑟 𝑡
𝑖
), 5) passenger fare from node 𝑖 to all the other vertiports (𝑃𝑖1𝑡 , . . . , 𝑃𝑖𝑁𝑡 ), 6)

cost of transporting a passenger from node 𝑖 to all the other vertiports at time instance 𝑡 (𝑅𝑖1, . . . , 𝑅𝑖𝑁 ). Therefore,
𝛿𝑡
𝑖
= [𝑈𝑖𝑡 ,𝑈𝑖𝑚𝑎𝑥 , 𝑑𝑡𝑖 , 𝑟 𝑡𝑖 , 𝑃𝑖1𝑡 , . . . 𝑃𝑖𝑁𝑡 , 𝑅𝑖1, . . . , 𝑅𝑖𝑁 ]. Therefore the size of 𝛿𝑡

𝑖
is R2𝑁+4.

The main purpose of the encoder, is to represent useful information related to a node/vertiport as a learnable
continuous vector or tensor, which can then be used by the learning algorithm. General solutions to combinatorial
optimization problems such as CVRP, MTSP and MRTA should be permutation invariant, which means that the order
by which each node is numbered (or indexed) should not affect the optimal solution. Hence the node encoding must
also be permutation invariant. In this work, we are exploring how a Graph Capsule Convolutional Neural Network
(GCAPCN) can be implemented for learning local and global structures with the node properties, with permutation
invariant node embedding. GCAPCN is a class of Graph Neural Networks (GNN), introduced in [25] to address the

∗𝑁 is the number of vertiports, and 𝑁𝐾 is the number of eVTOLs
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Fig. 2 Policy network architecture, which includes the vertiport state encoder, the eVTOLs state encoder, and
the action decoder
drawbacks (e.g., permutation invariance) of Graph Convolutional Neural Networks (GCN), and to enable the encoding
of global information based on capsule networks presented in [31]. The advantage of GCAPCN lies in capturing more
local and global structural information from the graph under study, compared to conventional aggregation operations
used in GNN such as summation or standard convolution operations.

Graph Capsule Convolutional Neural Networks: Let 𝑋 ∈ R𝑁×|𝛿𝑡
𝑖
| , be the node feature matrix, where |𝛿𝑡

𝑖
| is the

input dimension for each node 𝑖. The standard graph Laplacian is defined as 𝐿 = 𝐷 − 𝐴 ∈ R𝑁×𝑁 , where 𝐷 is the degree
matrix and 𝐴 is the adjacency matrix of the graph. A capsule vector is computed using a Graph Capsule function based
on different order of statistical moments, as shown in the equations later in this section.

We first compute a feature vector 𝐹0𝑖 for each node by linear transformation of the node properties 𝛿𝑡
𝑖
, as

𝐹0𝑖 = 𝛿
𝑡
𝑖
.𝑊0 + 𝑏0 for all 𝑖 ∈ [1, 𝑁], where𝑊0 𝜀 R

ℎ0×|𝛿𝑖 | , 𝑏0 𝜀 R
ℎ0×1, and ℎ0 is the length of the feature vector.

Each feature vector 𝐹0𝑖 , 𝑖 ∈ [1, 𝑁] is then passed through a series of Graph capsule layers, where the output from
the previous layers is used to compute a matrix 𝑓

(𝑙)
𝑝 (𝑋, 𝐿) using a graph convolutional filter of polynomial form as

given by:
𝑓
(𝑙)
𝑝 (𝑋, 𝐿) = 𝜎(

𝛼∑︁
𝑎=0

𝐿𝑎 (𝐹(𝑙−1) (𝑋, 𝐿)◦𝑝)𝑊 (𝑙)
𝑝𝑎) (18)

Here 𝐿 is the graph Laplacian, 𝑝 is the order of the statistical moment, 𝛼 is the degree of the convolutional
filter, 𝐹(𝑙−1) (𝑋, 𝐿) is the output from layer 𝑙 − 1, 𝐹(𝑙−1) (𝑋, 𝐿)◦𝑝 represents 𝑝 times element-wise multiplication of
𝐹(𝑙−1) (𝑋, 𝐿). Here, 𝐹(𝑙−1) (𝑋, 𝐿) ∈ R𝑁×ℎ𝑙−1 𝑝, 𝑊 (𝑙)

𝑝𝑎 ∈ Rℎ𝑙−1 𝑝×ℎ𝑙 . The variable 𝑓 (𝑙)𝑝 (𝑋, 𝐿) ∈ R𝑁×ℎ𝑙 is a matrix where
each row is an intermediate feature vector for each node 𝑖 ∈ [1, 𝑁], infusing nodal information from 𝐿𝑒 × 𝛼 hop
neighbors, for a value of 𝑝. The output of layer 𝑙 is obtained by concatenating all 𝑓 (𝑙)𝑝 (𝑋, 𝐿), as given by:

𝐹𝑙 (𝑋, 𝐿) = [ 𝑓 (𝑙)1 (𝑋, 𝐿), 𝑓 (𝑙)2 (𝑋, 𝐿), ... 𝑓 (𝑙)
𝑃

(𝑋, 𝐿)] (19)

Here 𝑃 is the highest order of statistical moment, and ℎ𝑙 is the node embedding length of layer 𝑙. We consider all
the values of ℎ𝑙 (where 𝑙 ∈ [0, 𝐿𝑒]) to be the same for this paper. Equations 18 and 19 were computed for 𝐿𝑒 layers,
where each layer uses the output from the previous layer (𝐹𝑙−1 (𝑋, 𝐿)). Adding more layers helps in learning the global
structure, however, this can affect the performance by increasing the number of learnable parameters (compared to the
size of the problem), leading to over-fitting. The output from the final layer is then passed through a feed-forward layer
so that the final feature vector has the right dimension (ℎ𝑙) to be fed into the decoder as shown in Fig. 2
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2. eVTOL State Information Encoding
The state information corresponding to the eVTOLS at time instance 𝑡 consists of 1) the current electricity price

(𝐸𝑃𝑡 ), 2) the current location of the eVTOL (𝑥𝑘𝑡 , 𝑘 ∈ 𝐾), 3) the current battery charge of the eVTOL (𝐵𝑘𝑡 , 𝑘 ∈ 𝐾), 4)
the discharge rate of the eVTOL from its current vertiport to all the other vertiports (𝑔𝑥𝑘𝑡1𝑘 , . . . , 𝑔𝑥𝑘𝑡𝑁𝑘 , 𝑘 ∈ 𝐾). The
eVTOL information state properties can be represented as 𝜓𝑡

𝑘
= [𝐸𝑃𝑡 , 𝑥𝑘𝑡 , 𝐵𝑘𝑡 , 𝑔𝑥𝑘𝑡1𝑘 . . . , 𝑔𝑥𝑘𝑡𝑁𝑘], where 𝑘 ∈ 𝐾 .

B. Action Decoding
The main objective of the decoder is to use the information from the vertiport graph encoding and the eVTOL

information encoding as context or query, and thereof choose the best vertiport by calculating the probability value
of getting selected for each (vertiport) node. In this case, the first step is to feed the embedding for each node (from
the encoder) as key-values (K, V). The key K and value V for each node is computed by two separate linear
transformations of the node embedding obtained from the encoder. The next step is to compute a vector by a linear
transformation of also known as the context Q is computed a linear transformation of 𝜓𝑘 .

Now the attention mechanism can be described as mapping the query (Q) to a set of key-value (K,V) pairs. The
inputs, which are the query (Q) is a vector, while K and V are matrices of size 𝑑𝑒𝑚𝑏𝑒𝑑 × 𝑁 (since there are 𝑁 nodes).
The output is a weighted sum of the values V, with the weight vector computed using the compatibility function
expressed as:

Attention(K,V,Q) = softmax(𝑄𝑇K/
√︁
𝑑𝑒𝑚𝑏𝑒𝑑)V𝑇 (20)

Here ℎ𝑙 is the dimension of the key of any node 𝑖 (𝑘𝑖 ∈ K). In this work, we implement a multi-head attention (MHA)
layer in order to determine the compatibility of Q with K and V. The MHA implemented in this work is similar to the
decoder implemented in [16] and [26]. As shown in [26] the MHA layer can be defined as:

MHA(K,V,Q) = Linear(Concat(head1 . . . headℎ𝑒 )) (21)
Here head𝑖 = Attention(K,V,Q) and ℎ𝑒 (taken as 8 here) is the number of heads. The feed-forward layer is

implemented to further process the mapping that results from the MHA layer, and transform it to a dimension that is
coherent with the number of nodes in the task-graph (𝑁). The interjecting batch normalization layers serve to bound
values of a specific batch using the mean and variance of the batch. The final softmax layer outputs the probability
values for all the nodes. Here, the next task to be done is then chosen based on a greedy approach, which means that the
node with the highest probability will be chosen.

C. Simulation Environment
The simulation environment has been implemented in Python, following the Open AI Gym environment interface.

The environment was created following the MDP formulation in section III.H and the constraints specified in section III
are explicitly enforced in the simulation environment.

V. Experimental Evaluation

A. Training details
Scenario Description: We considered a hypothetical location of 50 x 50 sq. miles area, and consisting of 8 vertiport

locations. Out of the 8 vertiports, 3 of them are considered to be high traffic vertiports, which means the trips demand
between these 3 vertiports are high compared to the other trips. For every training scenario, we consider the veritport
location to be the same. The hourly demand values 𝑄(𝑖, 𝑗 , 𝑡) changes for each episode as described in section III.C. The
initial locations of the eVTOLs during each episode will be different. The "Python" 3.7 and the 64-bit distribution
of "Anaconda 2020.02" are used to implement the MRTA approaches. The environment, training algorithm, and the
evaluation of the trained model, are all implemented in Pytorch-1.5. The training, based on Pytorch, is deployed on two
GPUs (NVIDIA Tesla V100) with 16GB RAM.

Training Algorithm In order to train the policy network, we implemented a policy gradient RL method, Proximal
Policy Optimization [32]. The policy gradient RL algorithm is implemented using the off-the-shelf algorithm available
from stable-baselines3 †. The relevant settings used for the training can be found in table 2, and the settings for the
policy network during training can be found in table 3.

†https://stable-baselines3.readthedocs.io/en/master/guide/algos.html
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Table 2 Settings for model training

Details Values

Algorithm PPO
Total steps 2,000,000
Rollout buffer size 20000
Batch size 10000
Optimizer Adam
Learning step size 0.000001
Entropy coefficient 0.01
Value function coefficient 0.5
Epochs 100

Table 3 Settings for the policy network

Details Values

Embedding length (ℎ) 256
Highest order of statistical moment (𝑃) 2
Degree of convolutional filter (𝐾) 2
Number of layers (𝐿𝑒) 1
Number of attention heads in the decoder (ℎ𝑒) 8

B. Performance testing
We design and execute a set of numerical experiments, to investigate the performance of our proposed learning-based

algorithm over graph space (GCAPS-RL) and compare it with 1) another learning based method with a Multi-layered
perceptron as the policy network (MLP-RL); 2) a myopic baseline called Feasibility-preserving Random-Walk (Feas-
RND) that takes randomized but feasible actions (avoiding conflicts and satisfying other problem constraints). The
Feas-RND method provides a baseline that GCAPS-RL should clearly surpass in performance (total reward), in order to
demonstrate that meaningful = policies are being learnt as opposed to simply mapping random feasible actions.

1. Generalizabilty
Generalizability refers to the ability of the learned model to display similar performance on unseen scenarios

compared to the scenarios on which it was trained for. In order to compare the convergence of the proposed GCAPS-RL
method with that of the MLP-RL approach, we run both methods with similar settings and plot their learning curve
(convergence history), as shown in Fig. 3. As seen from this figure, the GCAP-RL converged to a larger total reward
( 0.042). compared to MLP-RL ( 0.034). It can be seen that for both the methods, during the initial phase of training
(<500000 steps), the average total reward fluctuates, and then later on the fluctuation decreases significantly as the
training progresses. This is because we set an entropy coefficient of 0.01, which forces both the models to explore.

Test cases scenarios: We generated 100 different testing scenarios drawn from the same distribution as that for
training (as explained in section III), and implemented the GCAPS-RL and the two baseline methods for performance
comparison.

Figure 4 shows the comparison of the total reward per scenario for all the three methods, as boxplots. GCAPS-RL
clearly demonstrates superior performance compared to both the baseline methods. In order to test for the significance
of this performance superiority, we performed a statistical pairwise t-test. Here, the null hypothesis is that the difference
between the values of the two sets has a mean equal to 0. Considering a 5% significance level. The p-value from the
T-test for both the tests (GCAPS-RL vs Feas-RND, and GCAPS-RL vs MLP-RL) was found to be less than 0.05, which
indicates the rejection of the null hypothesis – GCAPs-RL’s performance on the test cases is thus significantly better
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Fig. 3 Convergence plot for GCAPS-RL and MLP-RL over 2 million steps of training.
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Fig. 4 Comparison of GCAPS-RL with the two baselines on average episodic reward.

than of the baselines.
Figure 5 shows the comparison of the total profit generated per day for all the three methods. The GCAPS-RL was

able to generate an average daily profit of $28747 with a standard deviation of $2457, while the average daily profit for
MLP-RL was $22799 with standard deviation of $3690, and for Feas-RND it was $15874 with a standard deviation of
$2070. On an average, GCAPS-RL generated 26% more profit compared to MLP-RL, and 81% more profit compared
to Feas-RND. The average total number of trips (excluding waiting) was found to be 350, 365, and 337, for GCAPS-RL,
MLP-RL, and Feas-RND, respectively. Even though GCAPS-RL has lesser number of trips made compared MLP-RL,
GCAPS-RL demonstrated superior performance. This is because GCAPS-RL was able to learn policies such that a
larger number of eVTOLS are able to operate on routes with peak hours. The main reason for the superior performance
of GCAPS-RL can be credited to the policy network. By formulating the vertiport network as a graph as described in
section III.H, the GCAPCN has the ability to capture both the graph nodal properties as well ass the higher dimensional
structural information which are beneficial for decision-making. A simple network such as MLP is not able to explicitly
capture this information, and the only way to include this information is by the implicitly making the MLP network to
learn. In order to learn this non-Euclidean data structural information, the MLP requires more learnable weights in the
form of hidden layers, and as a result, this can lead to slower learning. The comparison with Feas-RND shows how the
learning method is markedly better than random feasible myopic decisions, thereby indicating that meaningful policies
have been learnt here, as opposed to producing random feasible solution by virtue of the masked policy network design.

VI. Conclusion
In this paper, we proposed a RL based architecture with a GNN called GCAPS-RL, to learn policies for UAM fleet

scheduling problems. This new architecture incorporates an encoder based on capsule networks for vertiport state
encoding, a linear encoder for eVTOLs state encoding, and a decoder based on the attention mechanism. To learn the
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Fig. 5 Comparison of GCAPS-RL with the two baselines on average daily profit generated

features of both the encoders and decoder, the problem has been posed as an RL problem and solved using the policy
gradient algorithm, Proximal Policy Optimization (PPO). In addition, the proposed architecture is found to provide
effective policies over unseen scenarios. The new GCAPS-RL architecture demonstrated better performance compared
to two other baselines, which include both a learning based method (MLP-RL) and a non-learning based methods
Feasibility preserving Random walk (Feas-RND). The GCAPS-RL architecture with its capsule based node embedding
showed that learning local and global structural information of the task graph results in better generalizability over
unseen test cases, as observed from comparing its performance with MLP-RL (that uses a different node embedding).

Future directions: Firstly, to enable transition of our methods to application, in the future we should consider
dynamic hourly demand, dynamic electricity pricing, environment uncertainties, and partially observable state spaces
within the GCAPS-RL architecture. Another direction involves enabling the trained model to scale to larger scenarios
which involves larger number of vertiports and eVTOLs, than the for which a model is trained.
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