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Abstract  

Resonant soft X-ray scattering (RSoXS) probes structure with chemical sensitivity that is useful 

for determining the morphology of multiblock copolymers. However, the hyperspectral scattering 

data produced by this technique can be challenging to interpret. Here, we use computational 

scattering simulations to extract the microstructure of a model triblock copolymer from the energy-

dependent scattering from RSoXS. An ABC triblock terpolymer formed from poly(4-

methylcaprolactone) (P4MCL), poly(2,2,2-trifluoroethylacrylate) (PTFEA), and 

poly(dodecylacrylate) (PDDA), P4MCL-block-PTFEA-block-PDDA, was synthesized as the 

model triblock system. Through quantitative evaluation of simulated scattering data from a 

physics-informed set of candidate structure models against experimental RSoXS data, we find the 

best agreement with hexagonally packed core–shell cylinders. This result is also consistent with 

electron-density reconstruction from hard X-ray scattering data evaluated against electron-density 

maps generated with the same model set. These results demonstrate the utility of simulation-guided 

scattering analysis to study complex microstructures that are challenging to image by microscopy.  
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Introduction 

Block copolymers are a class of soft materials that self-assemble into mesocrystals, with 

applications ranging from nanoporous membranes to lithographic templates and drug-eluting 

coatings for biomedical devices.1,2 As the design space of multiblock copolymers grows through 

emerging synthetic methods that can address predictions from theory,3–6 there is a need for new 

characterization techniques that reveal greater structural insights than conventional methods 

provide.7 This is especially true as the number and type of blocks increases;8 for example, ABC 

triblock terpolymers form a significantly more diverse family of structures than AB diblocks.1,9 

Moreover, beyond crystallographic ordering, these materials can exhibit fine subdomain structure 

on the nanoscale arising from the thermodynamics of self-assembly.7 

Numerous methods are used to study and determine the nano/microstructure of block 

copolymers by leveraging a variety of mechanisms to achieve contrast between blocks. 

Transmission electron microscopy (TEM) produces images of very thin films with contrast 

determined primarily by relative electron densities. For organic materials, it is often necessary to 

enhance contrast by staining with a heavy metal, such as osmium or ruthenium, that selectively 

segregates into one domain; challenges then arise for multi-material systems in which certain 

components may be difficult to stain selectively (or at all).10,11 Atomic force microscopy (AFM) 

maps the surface of a sample through height, phase, or viscoelasticity contrast, which may or may 

not reflect the bulk structure of a material.12–14 Near-field scanning optical microscopy (NSOM)—

a less common approach—can achieve sufficiently high resolution for imaging block copolymer 

self-assembly, but contrast often must be enhanced through fluorescence labeling or polarization 

modulation.15,16  
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As a complement to real-space microscopy techniques, X-ray and neutron scattering probe 

structure in reciprocal space with contrast linked to chemical composition. X-ray scattering 

techniques record the intensity of a scattered beam as a function of angle, corresponding to 

different length scales represented in the structure of a material. Conventional, single-energy hard 

X-ray scattering reveals substantial structural information if the blocks have sufficient electron-

density contrast and long-range order. Neutron scattering frequently requires deuteration to 

enhance the scattering contrast between domains. Unlike these methods, resonant soft X-ray 

scattering (RSoXS, alternatively called anomalous scattering at hard X-ray energies) probes the 

structure of multiblock copolymers with chemical sensitivity by varying X-ray energy across 

elemental absorption edges. Resonant contrast is determined by differences in the dielectric 

function, linked to specific bonding environments present in a material.17 The resonance effect can 

improve the scattering signal from thin films, which typically exhibit a low intensity due to small 

sample volume.18 The energy dependence of RSoXS patterns is then linked to changes in the 

structure factor (e.g., two blocks each forming different lattices) and/or the form factor (e.g., a 

core–shell cylinder which alternately scatters as a solid or hollow cylinder depending on resonant 

contrast).19,20  In both cases, the scattering data must be compared to a model to determine an 

appropriate structure. 

For systems with established structure models and contrast functions, RSoXS has been 

shown to access structural information unavailable to single-energy X-ray scattering. RSoXS 

performed at the carbon edge revealed structural details such as core–shell domains and nested 

hexagonal lattices of cylinders formed by a poly(1,4-isoprene)-block-polystyrene-block-poly(2-

vinyl pyridine) triblock copolymer.19 Another demonstration involving anomalous scattering at the 

bromine edge showed that in polystyrene-block-poly(4-hydroxystyrene) (PS-b-PHS), added 
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brominated PHS homopolymer segregated to the PS–PHS interface in a core–shell structure.20 

RSoXS is also valuable in studying membrane microstructures, where disentangling signals from 

microphase separation/chemical heterogeneity and void structure or surface roughness is 

challenging in single-energy measurements.21,22 One important feature in the resonant scattering 

of block copolymers is the variation in relative peak intensities with energy. Quantitative 

extraction of energy-variant parameters from RSoXS data has been used to determine the 

crystalline packing of conjugated polymers.23 A similar quantitative approach to analyzing the 

resonant scattering of block copolymers would represent an advance in the interpretation of 

energy-dependent relative peak intensities. Computational scattering simulations of polarized 

resonant soft X-ray scattering (P-RSoXS) have been used to characterize molecular orientation at 

interfaces in organic photovoltaic donor–acceptor blends and polymer-grafted nanoparticles.24,25 

By combining simulations and experiments, structure models can be quantitatively evaluated 

against experimental data. 

Here, we present a technique for studying the structure of block copolymers using 

simulation-guided analysis of scattering data. Investigations into the structure of block copolymers 

are typically accompanied by microscopy to identify a single model that can be applied to interpret 

the data; instead, we leverage high-throughput computation to evaluate many models as an 

alternative. We used a new fast RSoXS pattern simulation software that exploits computational 

acceleration with graphics processing units (GPUs) to determine the structure of an ABC triblock 

terpolymer formed from poly(4-methylcaprolactone) (P4MCL), poly(2,2,2-trifluoroethylacrylate) 

(PTFEA), and poly(dodecylacrylate) (PDDA): P4MCL-block-PTFEA-block-PDDA (Figure 1). 

The RSoXS simulation software has been validated with various canonical and experimental 

results25 for both isotropic and anisotropic materials and here we examine its use for a more 
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complex system. This triblock polymer has a useful chemical handle for RSoXS—the fluorine-

containing PTFEA block exhibits high contrast relative to P4MCL and PDDA at the fluorine edge 

(685 eV). By evaluating the computational scattering data from a physics-informed set of 

candidate structure models against experimental scattering data, we determine the most likely 

structure to be hexagonally packed core–shell cylinders with a PDDA matrix, PTFEA shell, and 

P4MCL core. This conclusion is in good agreement with electron-density reconstruction of bulk 

small-angle X-ray scattering (SAXS) data evaluated against the electron-density maps derived 

from the same structure model set. In summary, we demonstrate an approach to scattering analysis 

which leverages computations to rapidly evaluate many models against experimental data. 

 

 

Figure 1. The set of candidate structure models includes two previously observed morphologies 
in ABC triblocks (core–shell cylinders and nested lattices). Within each type, there are 3! = 6 
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morphologies representing different arrangements of the blocks. All structure models were 
considered, irrespective of block ordering.  
 
Experimental Methods 
 
Synthesis & Characterization. The P4MCL-b-PTFEA-b-PDDA ABC triblock terpolymer was 

isolated by automated flash chromatography of a parent triblock, which produces well-defined 

fractions after separation with a low dispersity and negligible homopolymer impurities.3 The 

parent P4MCL-b-PTFEA-b-PDDA triblock was synthesized by sequential anionic ring-opening 

polymerization (ROP) and photo-initiated atom-transfer radical polymerization (photoATRP) 

starting from the bifunctional initiator 2-hydroxyethyl 2-bromoisobutyrate (HEBIB). As-

synthesized triblock had molar masses of P4MCL, PTFEA, and PDDA = 14, 13, and 5.0 kg/mol, 

respectively, as calculated by end-group analysis using nuclear magnetic resonance (NMR) 

spectroscopy. The volume fractions of as-synthesized triblock, calculated from the block molar 

masses and homopolymer densities, are ⟨fP4MCL⟩ = 0.48, ⟨fPTFEA⟩ = 0.33, and ⟨fPDDA⟩ = 0.19. While 

the parent triblock morphology could not be definitively assigned by SAXS, the fractionated 

material with fP4MCL = 0.13, fPTFEA = 0.51, and fPDDA = 0.36 exhibits clear reflections that index to 

a hexagonal crystal system. Based on the high-quality SAXS pattern, this fraction was identified 

as a candidate for RSoXS analysis. The PTFEA, P4MCL, and PDDA block chemistries were 

chosen because microphase separation is observed between all three pairs at reasonable degrees of 

polymerization, which is important for self-assembly kinetics. Each block has a low glass 

transition temperature (Tg,P4MCL ≈ –60 °C, Tg,PTFEA ≈ 1 °C; Tg,PDDA cannot be resolved due to an 

overlap with the melting temperature, but the homopolymer is a liquid under ambient 

conditions)26–28 and the resulting triblock is a soft solid which is readily annealed thermally or 

using solvent vapor.   
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Small-Angle X-ray Scattering. SAXS measurements of bulk samples were conducted using a 

custom-built SAXS diffractometer at the Materials Research Laboratory (MRL) X-ray facility 

(University of California, Santa Barbara). For these experiments, 1.54 Å Cu Kα X-rays were 

generated using a Genix* 50 W X-ray microsource (50 μm micro-focus) equipped with FOX2D 

collimating multilayer optics (Xenocs) and high-efficiency scatterless single-crystal/metal hybrid 

slits. 

 

Thin Film Preparation. P4MCL-b-PTFEA-b-PDDA thin films for RSoXS were prepared by spin 

coating a 0.03 mass fraction solution of polymer in toluene directly onto a silicon nitride window 

(Norcada Inc.). To increase long-range order, the sample was solvent-vapor annealed for 1 hour 

using 1 mL of toluene in a 75 mL glass jar. The PLA-b-PTFEA diblock thin film sample produced 

for near-edge X-ray absorption fine structure (NEXAFS) spectroscopy measurement was prepared 

by spin coating a 0.05 mass fraction solution of polymer in chlorobenzene onto quartz and floating 

the film in deionized water onto a silicon nitride window. The diblock thin film had a thickness of 

139 nm as measured by spectral reflectance (Filmetrics F20) on a separate section of the film 

floated onto silicon. 

 

RSoXS and NEXAFS. RSoXS and NEXAFS measurements were collected at the Spectroscopy 

Soft and Tender (SST-1) beamline at the National Synchrotron Light Source II.29 Measurements 

were taken in vacuum with the incident beam normal to the substrate. Two-dimensional scattering 

patterns were recorded on a charge-coupled device (CCD) detector sensitive to soft X-rays 

(greateyes GmbH). The sample was positioned such that the incident beam encountered the silicon 

nitride membrane before the polymer thin film.  
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Results and Discussion 
 

 

Figure 2. (a) Radially integrated hard (8 keV) X-ray scattering pattern of a P4MCL-b-PTFEA-b-
PDDA bulk sample thermally annealed under vacuum at 130 ºC for 12 h, 70 ºC for 24 h, then room 
temperature for 5 h. (b) Radially integrated soft (670 eV) X-ray scattering pattern of a P4MCL-b-
PTFEA-b-PDDA thin-film sample solvent vapor annealed using toluene for 1 h.  
 
 

Examination of the scattering features from P4MCL-b-PTFEA-b-PDDA reveals the family 

of possible structures. In both bulk SAXS (Figure 2a) and thin-film RSoXS (Figure 2b), P4MCL-

b-PTFEA-b-PDDA exhibits peaks at #∗(10), √3#∗(11), √4#∗(20), √7#∗(21). The relative peak 

intensities differ between these two measurements and are related to contrast between blocks at 

the hard (8 keV) and soft (670 eV) X-ray energies. The indexing of these peaks is indicative of a 

2D hexagonal plane group (p6mm)30 with a d-spacing (2- #∗⁄ ) of 25 nm. This observation is 

consistent with two previously observed ABC triblock terpolymer morphologies: cylinders in a 

core–shell or nested lattice arrangement.19,31,32 Using the d-spacing and NMR-derived volume 

fractions (fP4MCL = 0.13, fPTFEA = 0.51, fPDDA = 0.36), a set of possible morphologies was generated 

through geometric analysis (Figure 1, see Supplementary Information for more details). Core–

shell cylinders (CS) and nested lattices (NL) each have 3! = 6 possibilities (a permutation of blocks 
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A, B, and C as the matrix, core, and shell for core–shell cylinders or the matrix, lattice 1, and lattice 

2 for nested lattices). These real-space models were used to create composition and electron-

density maps to (a) generate the simulated scattering pattern for RSoXS analysis and (b) evaluate 

against the reconstructed electron-density maps, respectively. We stress that not all of these 

possible morphologies are physically realistic given the block connectivity of P4MCL-b-PTFEA-

b-PDDA; as expected and demonstrated below, non-physical options are disfavored by our 

simulations. 

 

Scattering Contrast. The key to interpreting scattering data from multi-material systems such as 

ABC triblock terpolymers is quantitatively understanding the origin of scattering contrast. The 

scattering contrast between blocks in conventional (hard X-ray) SAXS is determined by 

differences in electron density (0.342, 0.436, and 0.316 electrons per cubic angstrom for P4MCL, 

PTFEA, and PDDA respectively). Resonant contrast near atomic absorption edges is determined 

by differences in the energy-dependent complex index of refraction (/0(1) = 1 − 4(1) + 67(1)). 

This results in the ability to probe structure with varying contrast between blocks; two particularly 

useful scenarios involve selectively probing a block by either minimizing contrast between the 

other two blocks (i.e., contrast matching) or maximizing contrast of the block relative to the other 

two (e.g., leveraging a unique heteroatom). P4MCL-b-PTFEA-b-PDDA is expected to have 

variations in contrast at both the carbon and fluorine K edges (284 eV and 685 eV, respectively). 

Here, we utilized the fluorine K edge because of the large and unambiguous contrast resulting from 

fluorine atoms in PTFEA and the enhanced resolution accessible at energies higher than the carbon 

K edge. 
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The refractive index of PTFEA was calculated from the absorption spectrum measured by 

transmission NEXAFS spectroscopy. This technique requires a thin film prepared on an X-ray 

transmissive substrate, e.g., silicon nitride. We found that PTFEA did not readily form a thin film, 

likely due to its surface energy, as spin coating resulted in severe dewetting (Supplementary 

Information, Figure S2). To perform the measurement, we instead used a diblock of PTFEA with 

poly(lactide) (PLA), PLA-b-PTFEA, which readily formed a suitable thin film (Supplementary 

Information, Figure S2). PLA-b-PTFEA was synthesized using sequential photoATRP and ROP 

from HEBIB (synthetic details available in the Supplementary Information). The imaginary part 

of the refractive index 7 of the diblock was calculated using Beer’s law from the sample thickness, 

sample density, and optical density (8.:.= − ln (= =")⁄  where = is the transmitted intensity 

through the sample and =" is the incident intensity, taken as the intensity measured through a blank 

silicon nitride substrate).33 The real part of the refractive index 4 was calculated via a Kramers–

Kronig transform, using the open-source software KKcalc.34 The refractive index of PTFEA was 

extracted by subtracting the PLA contribution (estimated using the Henke atomic scattering 

factors35), assuming the index of refraction is a volume-fraction average (/0	 = ∑ @#/0## , where /0	 

is the complex index of refraction and @ is the volume fraction of each block 6). Further details 

are provided in the Supplementary Information. The refractive indices of the two blocks without 

fluorine (P4MCL and PDDA) were estimated using Henke atomic scattering factors.35  Figure S3 

in the Supplementary Information shows the resulting optical constants for all three 

homopolymers. PTFEA has one broad absorption peak centered around 693 eV resulting from the 

trifluoromethyl groups. This feature provides a region of high contrast between both P4MCL–

PTFEA and PDDA–PTFEA (see Figure S4 for the pairwise contrast functions, (∆7$ + ∆4$)/C%, 

where C is the wavelength). 
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Figure 3. (a) Resonant soft X-ray scattering intensity of P4MCL-b-PTFEA-b-PDDA collected 
across the fluorine edge. (b) Pairwise peak intensity ratios show a strong energy dependence which 
is related to block contrast and structure. Error bars represent the standard error from peak fitting; 
larger error bars in the 670 eV to 685 eV range arise from challenges in fitting the low intensity 
√4#∗ peak. 
 
 
Resonant Soft X-ray Scattering. The resonant soft X-ray scattering intensity of P4MCL-b-PTFEA-

b-PDDA at energies spanning the fluorine absorption edge is shown in Figure 3a. As the X-ray 

energy is varied, there is a marked change in the relative intensities of different peaks (see Figure 

S7 for the radially averaged scattering profiles and Supplementary Movie S1 for an animation of 

the changing profile). The baseline, which is linked to X-ray fluorescence,36 shifts significantly as 

well. The peak intensities at #∗, √3#∗, and √4#∗ were extracted at each energy by least-squares 

fitting Gaussian functions along with a cubic polynomial baseline (the intensity of the √7#∗ peak 

was too low to reliably fit). These three peaks were fit simultaneously to ensure a consistent 

baseline and to deconvolute the √3#∗ and √4#∗ peaks (further details are provided in the 

Supplementary Information and an example fit is shown in Figure S8). Peak intensity ratios were 
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calculated in a pairwise manner (=&∗/=√(&∗, =&∗/=√%&∗, and =√(&∗/=√%&∗). Figure 3b shows the 

variation of these ratios across the fluorine absorption edge. We hypothesized that these energetic 

signatures could be used to identify the most likely structure among a set of models using 

computational scattering-pattern simulations. 

 

 

Figure 4. Left: Composition map representing a (200 × 200) voxel subset of the simulation input 
for model CS4. Right: Simulated resonant soft X-ray scattering intensity of structure model CS4 
at energies across the fluorine edge. 
 
 
Computational Scattering Pattern Simulations. Inputs to the scattering simulations are real-space 

composition maps of the models (Figure 1) and optical constants (4 and 7 of the complex index 

of refraction) of each block (Figure S3). The composition maps are composed of voxels (each 

representing 1 nm3) and are procedurally generated using custom code (hosted on GitHub, access 

available by request). This numerical approach enables greater flexibility for representing complex 

geometries relative to derived analytical models. Additionally, the voxel-based models do not need 

to be centrosymmetric—a common restriction for models considered in electron-density 

reconstruction in order to limit the number of possible reconstructions.37 The scattering simulations 
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produce 2D scattering patterns with a resolution in reciprocal space determined by the dimensions 

of the input image. The simulations are fast due to the parallel processing of different energies; a 

40-energy simulation with a (1024 × 1024 × 1) voxel morphology takes ~8 s on the computing 

cluster used in this work. Figure 4 shows an example of the simulated scattering intensity over 

energies across the fluorine edge for core–shell structure model CS4 (see Supplementary 

Information for the full set of scattering simulations, Figure S9–S20). The baselines of the 

simulated scattering profiles vary with energy in a similar manner to the experimental data, but 

one notable difference is the pronounced shape of the form factor visible in the simulated profiles. 

Because the simulated profiles have discrete peaks without overlap, peak intensities were extracted 

at specified q values rather than peak fitting. Then, the pairwise peak intensity ratios were 

calculated at each energy in a manner similar to the experimental data analysis.  

 
 

Figure 5. (a) Sum of the relative root-mean-squared errors of the natural logarithm of the intensity 
ratios for the simulation set evaluated against experimental data. (b) The energy-dependent 
intensity ratios, =&∗/=√(&∗ (top), =&∗/=√%&∗ (middle), and =√(&∗/=√%&∗ (bottom), of the best-matching 
simulation, CS4, plotted against experimental data. Error bars associated with the experimental 
data represent the standard error from peak fitting. 
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We determined the structure model that has the best fit by comparison of the measured-to-

simulated peak intensity ratios. The simulated peak intensity ratios were evaluated against 

experimental data using a relative root-mean-squared error (RRMSE) of the natural logarithm of 

the ratios to accommodate the orders-of-magnitude variation in ratio values (see Supplementary 

Information for more details). The goodness-of-fit for each simulation was evaluated by summing 

the RRMSEs of the three ratios. Figure 5 shows the goodness-of-fit ranking for the simulation set 

and the =&∗/=√(&∗, =&∗/=√%&∗, and =√(&∗/=√%&∗ ratios vs. energy for the best-fit structure model CS4 

compared to experiment (a complete set of ratio overlays is available in the Supplementary 

Information, Figures S9–S20). The simulated scattering of CS4 fits well with respect to line shape 

and magnitude for all three ratios; in contrast, alternative structure models exhibited significantly 

different line shapes and/or magnitudes for some (CS6, Figure S14) or all (NL2, Figure S16) ratios. 

The best-matching model CS4 is a core–shell structure with a P4MCL core, PTFEA shell, and 

PDDA matrix. This block arrangement is consistent with the molecular connectivity of the 

P4MCL-b-PTFEA-b-PDDA triblock. The variation in peak intensity ratios for this core–shell 

structure represents differences in the form factor of the scattering bodies (circle-like vs. ring-like) 

as contrast changes with energy. Supplementary Movie S2 provides a visualization of this effect. 

For the =&∗/=√(&∗ and =&∗/=√%&∗ ratios, the simulation matches the inversion point observed 

experimentally around 689 eV and captures the line shape well, but it has a lower magnitude over 

much of the energy range. Two possible explanations for this are disorder and varying orientations 

of cylinders in the experimental sample, which can impact the relative peak intensities. The models 

represent cylinders oriented perpendicular to a substrate (X-ray beam parallel to the long axis of 

the cylinders) but the experimental sample is likely to contain crystalline domains at many 

orientations. The impact of this discrepancy is expected to manifest primarily in the magnitude of 
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the peak intensity ratios (further discussion provided in the Supplementary Information). The 

=√(&∗/=√%&∗ ratio showed excellent agreement in line shape and magnitude between simulation and 

experiment. 

 

Electron-Density Reconstruction from Hard X-ray Scattering. While hard X-ray scattering lacks 

the chemical sensitivity inherent to RSoXS, it is possible to extract information about the 

underlying electron-density distribution of the sample from SAXS data by evaluating potential 

distributions against a set of electron-density structure models. The relatively large number of 

peaks present in the bulk SAXS measurement (Figure 2a) and sufficiently high electron-density 

contrast enable reconstruction of the electron-density distribution by an inverse Fourier 

transform.26,38,39 The electron density ρ(x,y) of a two-dimensional morphology can be expressed 

by Fourier synthesis (Eqn. 1): 

E(F, H) = E̅ + ∑ J)*K$+#
()-.*/)1

)*     (1) 

where E̅ is the average electron density in the unit cell, N is the number of reflections, x and y are 

the fractional coordinates in the unit cell, and Fhk is the structure factor at given Miller indices h 

and k (including all symmetry-equivalent reflections). The structure factor at a Bragg reflection hk 

is given by Eqn. 2: 

J)* = |J)*|K#2"# = MN=)*
	 K#2"#    (2) 

where =)*
	  is the integrated intensity with the appropriate Lorentz and multiplicity corrections, A is 

a scaling factor arising from the arbitrary intensity measured in scattering experiments, and φhk is 

the phase of the reflection.40,41 Because scattering measurements only collect information about 

the amplitude of X-rays,  phase is inherently ambiguous and solving the phase problem (i.e., 

determining O)* for each peak) is critical to determining the underlying unit cell. Since the 
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structure models considered here are all centrosymmetric, the values for O)* in Eqn. 2 are limited 

to 0 and π (K#2"# = ±1, denoted as simply + or – in the following descriptions of phase 

combinations).41 The complexity of the phase problem is significantly reduced in this case as only 

the sign of each Fourier coefficient must be determined. The differences in reconstructed electron-

density distributions originate from addition or subtraction (determined by phase) of each Fourier 

term. The expression for electron density can therefore be simplified to Eqn. 3: 

E(F, H) = E̅ + M ⋅ ∑ ±N=)*
	 cosU2-(ℎF + WH)X1

)* = E̅ + ME2(F, H)  (3) 

where ρφ(x,y) corresponds to the summation of Fourier terms over N reflections for a given set of 

phases. Although this expression for electron density is accurate in the limit as N approaches 

infinity, the finite number of reflections in the bulk SAXS data (N = 6) necessitates an 

approximation of the reconstructed electron-density map by truncation of the Fourier series. 

Because of this truncation, all possible phase combinations can be enumerated for a total of 26 = 

64 and the corresponding electron-density maps can be readily calculated. 

Reported procedures for the phase determination of similar morphologies via electron-

density reconstruction often utilize prior chemical or physical information about the system to 

qualitatively determine the most likely phase combination. In many cases, a model is assumed or 

determined experimentally using supplementary characterization by microscopy.39,40,42 

Histogram-matching, a quantitative analysis which evaluates the distribution of discretized 

electron densities found in the reconstruction,43–45 is insufficient as it does not consider the spatial 

distribution of electron density in the unit cell. Therefore, a simple yet quantitative approach to 

evaluating reconstruction results against many possible models is necessary. Here, we approach 

phase determination by quantitative evaluation of the structure model set against the phase 

combination set. 
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 A set of model electron-density maps was generated from the 12 volume-fraction-informed 

structure models (Figure 1). These models assume perfect separation between blocks, which are 

represented as domains of constant electron density corresponding to the respective 

homopolymers. All 12 models were evaluated against 64 electron-density reconstructions for a 

total of 768 comparisons. Model–reconstruction pairs were evaluated by a least-squares regression 

analysis; each reconstruction was fit to each model by varying the scaling factor, A, to 

simultaneously minimize the squared error at each xy coordinate while conserving average electron 

density (Eqn. 4): 

min
4
∑ (E56789 − E:8;6<=>:?;>@6<)$-/ = min

4
∑ UE56789 − E̅ − ME2X

$
-/   (4) 

By fitting to structure models, the block volume fractions and average electron density constraints 

inherent to the triblock are enforced. Poorly fitting reconstructions to the proposed structure 

models indicate an unphysical model or electron-density distribution. The coefficient of 

determination (R2) was used as a goodness-of-fit metric for each model–reconstruction pair as 

shown in Figure 6. The matrix of R2 values indicates how well each reconstructed electron-density 

distribution matches each structure model. The values of R2 range from 0 to 1, with the best-fitting 

pairs (i.e., values of R2 approaching 1) indicating electron-density distributions that closely match 

one of the volume-fraction-derived structure models. Code for electron–density reconstruction and 

model analysis is hosted on GitHub and available upon request. 
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Figure 6. Coefficient of determination matrix (R2) for each E56789– E:8;6<=>:?;>@6< combination. 
The error between the electron density of the volume-fraction-derived model, E56789, and fitted 
electron-density reconstruction, E:8;6<=>:?;>@6<, is calculated at each xy coordinate. The best-fit 
model–reconstruction pair (CS4 and + – – + + +) is highlighted in green.  
 
 

 

Figure 7. (a) Most likely electron-density reconstruction of bulk SAXS data using phase φ = + – – 
+ + +. (b) Electron density of most likely core–shell structure model CS4 with a P4MCL core, 
PTFEA shell, and PDDA matrix. (c) 1D slice along the x axis (normalized by the lattice constant 
a) of the most likely reconstruction (solid) and model (dashed). 



20 
 

 

The best-fitting model–reconstruction pairs in Figure 6 suggest CS4 (Figure 7b) as the 

most likely structure model, in agreement with the RSoXS analysis. This is further evidenced by 

the poor fits (R2 < 0.56) of the other models to all possible reconstructions. We can also conclude 

that the reconstruction φ = + – – + + + (Figure 7a) best matches the experimentally-determined 

block volume fractions and average electron density of the unit cell. Cross-sections of electron 

density from the CS4 model and reconstruction φ = + – – + + + show good agreement (Figure 7c). 

The clustering of model–reconstruction pairs (Figure 6) for a given model is due to the minimal 

contributions of higher order peaks to the overall shape of the electron density distribution. 

Because hard X-ray scattering relies on electron-density contrast between domains,46 determining 

the three-phase ordering using this reconstruction technique is best suited to structures with 

maximal contrast between adjacent domains (e.g., if the P4MCL and PDDA blocks were adjacent, 

the low contrast between them may be limiting). 

The simulation-guided RSoXS and hard X-ray electron-density reconstruction approaches 

can be used together to rank the model sets in a unified manner. Here we use two methods of 

comparison that are common for ranked lists. The rankings generated by each approach can be 

merged through the Schulze method, a comparison developed for determining a single winner from 

a set of votes of preference.47 For the P4MCL-b-PTFEA-b-PDDA triblock, the two methods agree 

with CS4 as the structure of best fit. The merged ranking has CS6 as the second-most likely model 

and a tie between CS3 and NL5 in the spot following that. Although these approaches agreed on 

the best-fit structure model, the ranking order of models with higher-error disagreed strongly. The 

prevalence of discordant pairs between the two rankings is captured by a Kendall rank correlation 

coefficient that measures similarities of rankings.  Here we obtain a coefficient of −0.24 which 

indicates a slight negative association of the rankings dominated by differences in the rank of 
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models with poor fits by each technique.48,49 The push toward data-driven integration of 

experiment, theory, and computation50 and unique opportunities in dataset fusion51,52 suggest that 

exploration of methods to merge ranked lists from different experimental methods is a promising 

avenue to improve confidence in structural identification. 

 

Conclusions 

We developed an approach to hard and soft X-ray scattering analysis which leverages 

computational approaches to evaluate many structure models against experiments. The RSoXS 

analysis workflow combines scattering simulations and experiments to predict ABC triblock 

microstructure from the energy-dependent variation in peak intensity ratios. The results, based on 

pairwise ratios of the scattering peaks in RSoXS, show excellent agreement with electron-density 

reconstruction performed on bulk SAXS data. This agreement between RSoXS and SAXS on the 

best-fit model improves confidence in the assigned structure. Our approach to characterizing the 

microstructure of self-assembled thin films may be valuable in analyzing samples that are 

challenging to image by microscopy but have appropriate contrast in the soft X-ray regime, e.g., 

complex multiblock designs. The procedural generation of model structures and GPU-accelerated 

scattering simulations, paired with fast RSoXS measurement capabilities,29 provide a means to 

rapidly extract microstructure for large block copolymer libraries. This demonstration of 

simulation-guided RSoXS analysis also acts as a benchmark for systems with more ambiguous 

scattering, such as semicrystalline polymers containing crystalline domains dispersed in an 

amorphous matrix. 
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Reagent information, synthetic methods, molecular characterization, automated flash 

chromatography method, optical microscopy of thin film samples for NEXAFS spectroscopy, 

refractive index calculation of mixtures, complex refractive indices and pairwise contrast functions 

of P4MCL, PTFEA, and PDDA, geometric derivations for structure models, radially-averaged 

RSoXS data, description of data reduction and peak fitting, complete set of scattering pattern 

simulations, relative root-mean-squared error calculation, discussion on the expected impact of 

varying cylinder orientation distributions. 
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