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Using Fock-Goncharov higher Teichmiiller space variables we derive log-canonical coordinate representation for entries
of general symplectic leaves of the A, groupoid of upper-triangular matrices and, in a more general setting, of
higher-dimensional symplectic leaves for algebras governed by the reflection equation with the trigonometric R-matrix.
The obtained results are in a perfect agreement with the previously obtained Poisson and quantum representations of
groupoid variables for Az and A4 in terms of geodesic functions for Riemann surfaces with holes. We realize braid-group
transformations for A, via sequences of cluster mutations in the special A,-quiver. We prove the groupoid relations for
normalized quantum transport matrices and, as a byproduct, obtain the Goldman bracket in the semiclassical limit. We
prove the quantum algebraic relations of transport matrices for arbitrary (cyclic or acyclic) directed planar network.

Dedicated to the memory of great mathematician and person Boris Dubrovin.

1 Introduction

1.1 Symplectic groupoid, induced Poisson structure on the unipotent upper triangular matrices

Let V denote an n-dimensional vector space, A be some subspace of bilinear forms on V. Fixing the basis in
V', one can identify A with a subspace in the space of n x n matrices. The matrix B of a change of a basis in
V takes a matrix of bilinear form A € A to BABT.

Below we consider an important particular case when A is the space of unipotent forms identified with the
space of the unipotent matrices. The space of unipotent forms is equipped with a natural Poisson structure as
follows. The basis change B acts on A only if the product BABT is unipotent itself. We thus introduce the
space of morphisms identified with admissible pairs of matrices (B, A) such that

M={(B,A)| BEGL(V), Ac A, BAB" € A}.

We then have the standard set of maps:

source st M—=A (B,A) — A,

target t: M—=A (B,A) — BABT,

injection e: A—->M A — (EA),

inversion i M-=-M (B,A) — (B~1, BABT),
multiplication m: M® — M ((C,BABT),(B,A)) — (CB,A)
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such that the following diagram, where p; and ps are natural projections to the first and the second morphism
in an admissible pair of morphisms, is commutative:

/ :
P2 \
M® A
& t
M /

The crucial point of the construction is the existence of a symplectic structure: a smooth groupoid endowed
with a symplectic form w € 22M on the morphism space M that satisfies the splitting (consistency) condition
[28, 43]

m*w = plw + piw,

which implies, in particular, that the source and target maps Poisson commute being respectively an
automorphism and an anti-automorphism of the initial Poisson algebra. Since pjw and piw are nondegenerate,
they admit a (unique) Poisson structure, and because the immersion map e is Lagrangian, this Poisson structure
yields a Poisson structure on A.

Identifying A with A,—the space of unipotent upper triangular matrices, in 2000, Bondal [3] obtained the
Poisson structure on A,, using the algebroid construction; assuming B = €9, we obtain the Bondal algebroid
using the anchor map Dy to the tangent space Ty A,

DA: gA — TA.An (1 1)
g — Ag+gTA, AcA,, '

where ga is the linear subspace
g :={9€9l,(C),[A+Ag+gTAc A}
of elements g leaving A unipotent.

Lemma 1.1. [3] The map

Py : TKHA —  9A

1.2
w = Pyp(wh) = Pyjs(w'AT), (1-2)
where Py /9 are the projection operators:
1 +sign(j — 1) .
Py 1005 = — 5 G, LI = 1,...,n, (1.3)

and w € T*A,, is a strictly lower triangular matrix, defines an isomorphism between the Lie algebroid (g, Da)
and the Lie algebroid (T*A,,, DsPy). O

The Poisson bi-vector IT on A,, is then obtained by the anchor map on the Lie algebroid (T*A,,, Dy Ps)
(see Proposition 10.1.4 in [33]) as:

: TpA, xTiA, — C®(A)

(w1, w2) — Tr (w1 Dy Pa(w2)) (1.4)

It can be checked explicitly that the above bilinear form is in fact skew-symmetric and gives rise to the Poisson
bracket 9

0
{aik, a1} = Sdarn A ad—a_le (da;,;x DaPa(daji)), (1.5)
i, 7,
having the following form in components:

{@ig,a;,} =0, fori<k<j<l, andi<j<l<k,
{ai a1} =2 (a; jar, —a;gar;), fori<j<k<l, (1.6)
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{ai7k, akJ} = Q; kak,] — 2ai7l, fori<k< l,
{@ik,ajk} = —a;par+2a;;, fori<j<k,
{aik,ai1} = —a; ki + 2ak,;, fori<k<lI.

Another approach to this Poisson structure as a Dirac bracket on the subset of a natural involution in the dual
group was developed in [2], see Appendix A.

This bracket turned out to coincide with the bracket previously known in mathematical physics as Gavrilik—
Klimyk—Nelson—Regge-Dubrovin-Ugaglia bracket [23, 35, 36, 15, 42] and it arises from skein relations satisfied
by a special finite subset of geodesic functions (traces of monodromies of SLs Fuchsian systems, which are
in 1-1 correspondence with closed geodesics on a Riemann surface ¥, ;) described in [7]; a simple constant
log-canonical bracket on the space of Thurston shear coordinates z, on the Teichmiiller space T}, s of Riemann
surfaces ¥, s of genus g with s = 1,2 holes was shown [6] to induce the above bracket on a special subset of
geodesic functions identified with the matrix elements a; j.

Recall that coordinates {x;}}_; on an n-dimensional Poisson variety are called log-canonical if the Poisson
structure written in such coordinates is log-canonical: i.e., {z;, x;} = Aij;x;x;, or, equialently, {log(x;), log(z;)} =
Aij, where (/\ij)zjzl is a constant skew-symmetric rational matrix.

All such geodesic functions admit an explicit combinatorial description [16], which immediately implies that
they are Laurent polynomials with positive integer coefficients of e*</2. The algebra of Casimirs of the Poisson
bracket has s generators cy,...,cs, which are independent linear combinations of shear coordinates incident
to the holes. The linear subspace of the vector space span{z,} orthogonal to the subspace span{cy,...,cs}
parametrizes a symplectic leaf in the Teichmiiller space which we call a geometric symplectic leaf.

In [7], the Poisson embedding of a geometric symplectic leaf into A,, was constructed. Note however that
the size n of matrix A is related to the genus and the number of holes as n = 2g + s (with s taking only
two values, 1 and 2) and that the (real) dimension of T, s is 6g — 6 + 3s increasing linearly with g whereas
the total dimension of A, is obviously n(n — 1)/2 increasing quadratically with n; for n =3 and n = 4 these
two dimensions coincide and the geometric symplectic leaf having the dimension 6g — 6 + 2s is of maximum
dimension.

For n =5, the dimension of the geometric symplectic leaf has still the maximum value 8 of dimensions
of symplectic leaves in As, but we have just one central element in the corresponding Teichmiiller space 1% 1
and two central elements in As. For all larger n the dimension of geometric symplectic leaf is strictly less than
the maximal dimension of symplectic leaf in A,,, so the geometric systems do not describe maximal symplectic
leaves in the total Poisson space of A,,.

The log-canonical coordinates in geometric situation are well known to be the above shear coordinates,
but, as just mentioned, they can not help in constructing log-canonical coordinates in A,, for n > 5.

The first problem addressed in this publication is a construction of log-canonical coordinates for a
general symplectic leaf of A,, and explicit expressions of matrix elements a; ; in terms of these log-canonical
coordinates. It was expected for long, and we show below that these log-canonical coordinates are related to
cluster algebras, similar to the geometric cases n = 3,4. More exactly, Fock and Goncharov described in [17]
the space of parameters {Z,} defining an element (of Borel subgroup B) of SL,, equipped with the Poisson
structure (see details in Section 2.3). We construct a Poisson map B — A,,. Poisson structure in Fock-Goncharov
coordinates has the log-canonical form {log Z,,log Zg} = A, are described by the corresponding A,-quiver,
see for example Figure 13. Parameters Z,’s are attached to the vertices of A,-quiver: for two vertices « and (3
the corresponding constant A, g equals the number of arrows from a to 8 minus the number of arrows from 3
to a. Canonical Darboux coordinates can be obtained as rational linear combinations of log Z,’s. In particular,
generators of algebra of Casimirs are obtained as monomials in Z,’s.

From the integrable models standpoint, algebras (1.6) (either with a unipotent A or with a general
Agen € gl,, are known under the name of reflection equation algebras. A task closely related to the first problem is
to construct a log-canonical coordinate representation for a general matrix Agen enjoying the reflection equation.

We also define a quantized symplectic groupoid utilizing explicit construction of (normalized) quantum
transport matrices. Both normalized and non-normalized quantum transport matrices satisfy standard RTT =
TTR relations. We prove additionally that normalized transport matrices enjoy quantum groupoid relations [11].

1.2 Braid-group action on the unipotent matrices

The next important result concerning 4,, is that this space admits the discrete braid-group action generated
by morphisms §; ;41 : Ap, = Ay, i =1,...,n — 1, such that

ﬂi,iJrl[A] = Bi7i+1ABi7:i+l = 1& e An, (].7)
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where the matrix B; ;41 has the block form

o aii+1 —1
Bz,H—l - i+1 1 0 ’ (18)

1

and this action is a Poisson morphism [3], [42]. When acting on A, 3,41 satisfy the standard braid-
group relations B i+18i+1,i+28i,i+18 = Bix1,i428ii+18i+1,i+24 for i = 1,...,n — 2 together with the additional
relation Bp—1n0n—2,n—1"""B2,30128A = S, A, where S,, is an element of the group of permutations of matrix
entries a; ; whose nth power is the identity transformation. Note that 57, , A # A.

In [8], the quantum version of the above transformations was constructed for a quantum upper-triangular

matrix
r—1/2 R R R 7

q a o aiz .- A1y
0 q’l/2 agg agn
Al = 0 0 gV : . (1.9)
: . . anfl,n
0 0 R | B

In the geometric cases n = 3,4 elements a; ; are identified with geodesic functions—traces of monodromy
elements of Fuchsian systems and double hyperbolic cosines of half-lengths of geodesics on a Riemann surface;
these elements were identified with “observables” in physical literature on 2D gravity thus being, by postulates
of quantum mechanics, self-adjoint operators. Kashaev in [29] found presentation of the quantum elements
af,j self-adjoint unbounded operators acting in the dense subspace of a Hilbert space H of L? (Rd) and made
an extensive analysis of their spectrum; note that, even in a non-geometrical case, all these operators have
continuous spectrum [2, 00). This postulate is consistent with the quantum algebra of these operators and with
their quantum modular transformations (Dehn twists in the geometrical case). However, if we want to express
these modular transformations in the matrix form A"* — BPAR [Bh] T, we have to require [8] all diagonal elements
of A" to be non-selfadjoint constant operators g—'/2.

We assume that az ; are self-adjoint unbounded operators for larger n > 4 also. This statement is shown in

Corollary 4.3 to follow from the expression (4.1) for A" in terms of quantum Fock-Goncharov parameters Z7.
Operators azj are enjoying quadratic—linear algebraic relations following from the quantum reflection

equation (see Theorem 4.2) and coinciding with the relations obtained for quantum geodesic functions upon
imposing quantum skein relations on the corresponding geodesics and g = e~**. The analogous quantum braid-

group action is A" — Bl AP [BZZ-H]T with

7,1+1
- 1 .
1
; 1/2 n _
Bﬁ ? q az,z-‘rl q , (110)

0,41 — i+1 1 0

1

In the geometric cases, the above braid-group morphisms are related to modular transformations generated
by (classical or quantum [29]) Dehn twists along geodesics corresponding to the geodesic functions a;;+1 (see
[7]). In the absence of geometric interpretation, the only possibility we may resort to is to address the second
problem: to find a sequence of cluster mutations in a quiver still to be constructed that produces the above
braid-group transformation for a generic symplectic leaf of A,,.
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We solve both of the formulated problems in this paper: we explicitly construct the quiver (called an A,,-
quiver) such that the entries a; ; of the unipotent matrix A are positive Laurent polynomials of the cluster
quiver variables, construct a quantum version of these Laurent polynomials thus realizing the representation
(1.9) and finding explicitly chains of mutations of the A,,-quiver that produce the braid-group transformations.

1.3 Results of the paper

Below we list the main results of the paper divided into three groups.

1.3.1 Results on a special PGL,, Fock-Goncharov-Shen quiver for ¥g 1,3

For a triangular network corresponding to monodromies on the disc with three marked points on the boundary,
we established the following results.

e Theorem 2.12 establishes R-matrix commutation relations for normalized transport matrices M; and My
of the PG L,-quiver.

e Theorem 2.14 contains the proof of the groupoid condition 757577 = Id for quantum transport matrices
T; in the triangular network of ¥ ; 3. This condition can be easily generalized to PG L,-monodromies on
any Riemann surface ¥ ; ,, with n > 0.

e In Theorem 3.1 we show that a corollary of Theorem 2.12 establishes quantum Goldman commutation
relations for monodromy matrices corresponding to graph-simple paths in the fat graph dual to the triangle
decomposition of X 5 .

1.3.2  Results on a symplectic groupoid of upper-triangular matrices and algebras of quantum reflection equation

e Theorem 4.2: For any n X 2n quantum transport matrix composed out of two (nonnormalized) n x n
matrices M; and My, their combination A" := MT M, satisfies the quantum reflection equation

1 2 2 1
Ru(9) AR (q)A" = AR} (9)A" R (q).

e If we identify n x 2n quantum transport matrix with that of the PGL,-quiver, A" becomes upper
triangular, and we construct a special (nonplanar) A, quiver corresponding to it. Lemma 5.5 describes a
special sequence of Y-variable cluster mutations of this quiver that leaves invariant the form of this quiver
acting therefore by an automorphism on its variables. We prove in Theorem 5.6 that these automorphisms
are braid-group transformations on the entries a; ; of a classical A-matrix. We leave constructing quantum
version of these automorphisms to future studies.

e In a separate Section 6 we describe Casimir operators of the general PGL,-quiver and those of the
A, -quiver.

1.3.3 Results on general quantum directed networks

e The most general statement is Theorem 8.3 establishing quantum algebra of elements of a transport matrix
of any planar network, with or without cycles.

1 2 2 1

e In Lemma 7.16 we prove R-matrix commutation relations R,,(¢)Q, ® Q, = Q, ® Q,R,(q) valid for the
quantum transport matrix ¢, of any acyclic planar network with separated n sources and m sinks. Here
Rk(q) is the quantum trigonometric R-matrix (2.17) of size k? x k2.

e For an oriented acyclic graph embedded in the disk we develop the theory of quantum measurements
parallel to the theory of commutative Grassmann measurements by A.Postnikov. We proved that the
quantum Grassmann measurement does not change under orientation reversing of rigid oriented path.
This establishes groupoid relations (see Theorem 2.14) for normalized quantum transport matrices.

The structure of the paper is as follows:

In Sec. 2, we describe quantum algebras of transport matrices in the Fock—Goncharov PGL,-quiver
(Theorem 2.12); this quantum algebra is based on a more general Lemma 7.16 proven in Sec. 7 for any
planar (acyclic) directed network. We also prove the groupoid condition (Theorem 2.14) satisfied by normalized
quantum transport matrices in the PGL,-quiver as a corollary of the fact that quantum Grassmannian
measurement map does not change under reversion of orientation of a rigid path (see Lemma 7.14).

In Sec. 3, we briefly describe general algebraic relations enjoyed by (normalized) quantum transport matrices
for SL, character variety on a general triangulated Riemann surface ¥, s, with p > 0 marked points on the
hole boundaries; namely we demonstrate that quantum Goldman relations are satisfied.
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Section 4 contains the first main result: out of cluster variables of the PG L,,-quiver we construct a unipotent
A satisfying the quantum reflection equation (Theorem 4.2). We generalize this construction to solutions of
quantum reflection equation that are not necessarily unipotent (Theorem 4.5).

Taking the semiclasical limit of Theorem 4.5 we observe in Theorem 5.1 that Fock-Goncharov parameters
provide log-canonical coordinates for the Poisson bracket (1.5).

In Sec. 5, we associate the unipotent A constructed in the preceding section with a special A,,-quiver and
prove that special sequences of mutations at vertices of this quiver generate braid-group transformations of
elements of A (Theorem 5.6).

In Sec. 6, we collect statements about Casimir elements of PGL,,- and A,-quivers.

In Sec. 7 we consider quantum transport matrices for general acyclic planar directed networks, establish
the relation to Postnikov’s quantum Grassmannians and measurement maps, and prove the general R-matrix
relation for the corresponding quantum transport matrices (Lemma 7.16).

In Sec. 8, we generalize the results of Sec. 7 to arbitrary planar directed network (relaxing the acyclicity
condition) showing in Theorem 8.3 that quantum transport elements in any such network satisfy the same closed
algebraic relations as elements of an acyclic planar directed network.

Section 9 is a brief conclusion.

2 SL,-algebras for the triangle ¥ 3

Let ¥, s, denote a topological genus g surface with s boundary components and p marked points. In this section,
we concentrate on the case of the disk with 3 marked points on the boundary ¢ 1 3. (To simplify notations, we
use X = 201173)

2.1 Quantum torus and (quantum) cluster mutations

Let lattice A = Z™ be equipped with a skew-symmetric Z/2-valued form (,-). Introduce the g-multiplication
operation in the module Y = Span{Zy}xea over the ring k[g2] by the following formula

Z0Z, = qMM 2y, (2.1)

The algebra Y is called a quantum torus. Fix a basis {e;} in A, we consider T as a non-commutative algebra
of Laurent polynomials in variables Z; := Z,,, i € [1,m]. For any sequence s = (s1,...,5t), s; € [1,m], let Ig
denote the monomial Ilg = Z5, Z;, ... Zs,. Let A\s = 22:1 es;. Element Z,, is called in physical literature the
Weyl form of IIs and we denote it by two-sided colons {11} It is easy to see that (It = Zy, = ¢~ janles; esy >Hs.

1
Below we need to consider also an extension T# of T that contains n-th roots Z;" for a fixed n. We replace

A by %A =A® %Z. Let T+ be an k[qim%]—module spanned by %A with the same commutation relations
AV ¢z A+ as before. Weyl ordering is naturally extended to elements of Tw. T is naturally embedded
in Y.

In what follows, a fractional power of Z; means an element of Y.

2.2 Positive representation of quantum torus Y

Let Z; = Z(e;), i =1...m be generators of quantum torus T as above, b € R, wjr = (e;,ex). An associated
topological *-Heisenberg algebra # is an algebra over C with generators x; satisfying [x;, zx] = ﬁwjk. Here *
acts as a antiholomorphic, involutive antiisomorphism mapping z € C to Z, *b = b, xx; = x; . Then, expressions
Z; = €2 and ¢ = e™” define an embedding of quantum torus into Heisenberg algebra Y «— H.

Denote by Ag = A ® R, and by € C Ag the kernel of the form (x, ). A central character y € A determines
an irreducible #-representation V, where x; act by unbounded operators in the Hilbert space and a central
element k € ¢ acts by scalar x(k). More exactly, let us pick a symplectic basis {p;,¢;} in Ar/ and set A, to
be the Hilbert space of L?-functions on the Lagrangian subspace in Ag/€ spanned by g;s. Operators ¢; act
by multiplication while p; act as ﬁa/ 0q;. Different choices of symplectic basis lead to unitary equivalent
realizations of V). All Z; act by positive, essentially self-adjoint, unbounded operators [26, 40].

1
In particular, the n-th root Z* is a well defined unique positive essentially self-adjoint operator, q2r%2 =

. ta
exp(%b;). Hence, the Weyl ordering of monomial {J], Za" ¢ = exp(% Y o ta®a) is well defined and coincides

with $[], Zt=3" for all t, € Z.
We recall the definition of quantum mutations of Y.
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Definition 2.1. A cluster seed o is a quadruple o = (A, (, ), {e;}, ly) where

o A is a lattice

e Iy C [1,rank(A))

e {e;} is a basis of A

e (, ) is a skew-symmetric Z/2-valued form on A and w;; = (e;,e;) € Z unless (i, 5) € Iy x Io.

O
Definition 2.2. For k € [1,rank(A)] the cluster mutation py transforms the seed o to the seed uy(c) by the
basis change {e;} to {e} = uxr(e;)}, where €, = —ey, if i = k; and e} = e; + [wir]+ex, otherwise. O
00 1

Recall the compact quantum dilogarithm function W9(z) = [[.Z; T5 2ty
gtz
The mutation py induces an automorphism Adge(x_, ) of the fraction field Frac(Y). Despite that W9(z)
“k

is an infinite series its properties imply that Adyq(x_ ) is a rational transformation. Namely, pi(Xy) = X, L
Sk

pU(X) = XTI (14 g2 X0 7 it i # k and wyy > 0 and pf(X,) = X, [T, (14 ¢21X,) if i # k and

wiki < 0 which become the classical commutative mutation formulas for ¢ = 1.

2.3 Moduli space Xpgr, »(Rso)

In this section we review the definition of quantized moduli space Xpqgr, s of framed PGLy-local systems
on the disk with three marked points ¥ ([17]). We call disk with three marked points 1,2,3 on its boundary
triangle with vertices 1,2,3 and use also notation A123 =3 (see Fig 6) when we want to distinguish the roles
of particular sides and vertices.

A framed PGL,-local system on ¥ is defined in [17] as a triple of flags in R™. If the flags are pairwise
in general position the framed PGL,-local system in the triangle A123 (see Figure 1) determines transport

~

~ ~ -1
matrices T;. If T; is associated to a directed path then the inverse matrix (TZ) corresponds to the same path

in the opposite direction.
Recall that a complete flag Fo is a collection of consecutively embedded subspaces {0 = Fy C F} C
- CF,C---CF,1 CF,=R"} where Fy is a linear subspace of dimension k. Denote by F%=F,_,,

a=0,1,...,n, the vector subspace of codimension a. Let (F)e, (F2)e, (F3)e be three complete flags in general
position in R™ assigned to the vertices 1,2, 3 of triangle A123 (see Fig. 1).
A

Fig. 1. Fock-Goncharov parameters for Xgy, 5. Arrows shows the direction of transport matrices fh f% f3.

Consider the subtriangulation of A123 into (g) white upright triangles and (”;1) black upside-down
triangles. Label all white upright triangles by triples {(a,b,c)|a,b,c > 0& a+b+c=n —1}. Each white
triangle (a, b, ¢) corresponds to a line £up. = (F1)® N (F2)® N (F3)¢. Similarly, label black upside-down triangles
by triples {(a,b,c)|a,b,c > 0& a+ b+ c=n—2}. Each upside-down triangle (a,b,c) is associated with the
plane Py = (Fy)* N (F2)? N (F3)¢. Note that every plane P, of a black triangle contains all three lines
Liat1)bes La(bt1)es Lab(e+1) of white triangles which are neighbors of the black one. In Figures 2, 3, 5 we draw
gray triangles with vertices £(q41)pe; La(b+1)es Lab(c+1)- Each such gray triangle corresponds to the plane Pype.

For every such plane Py choose three vectors vigi1ybe € £iat1)bes Vabsi)e € La(p+1)es Vab(et1) € Lab(et+1) Such
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that they satisfy condition v(,41)be = Va(b+1)c + Vab(e+1)- Hence, given a configuration of lines corresponding
to triple of flags ((F1)e, (F2)e, (F5)s), the choice of one vector vape € £ope determines uniquely all other vectors
in the lines £, for all (a'b'c’) (see Fig. 2).

Thus, the configuration of lines £, determines projective collection of vectors {vap.} modulo scalar scaling.
Note that exactly two vectors at vertices of any gray triangle are independent.

Define a snake as an oriented piecewise linear path running downwards from the top black triangle containing
the line £pp,—1 to a bottom black triangle containing £, consisting of sides of gray triangles (for example, bold
red path in Fig 2).

Fig. 2. Configuration of lines corresponding to triple of flags in R3. Black triangles are equipped with planes
P,pe. Plane Pigg contains lines f29q, 110, ¢101, Po1o contains lines ¢119, €020, f011, Poo1 contains lines ¢191, €011, £002-
Vectors Vgpe € Lape satisfy relations vigr = vgo2 + Vo11, V200 = V101 + V110, V110 = Vo1l + Vo20.- The bold red broken
line indicates a snake.

Any snake defines a projective basis v, , ..., Va, of R”. Note that choosing another corner of triangle as a
top one leads to different choice of projective basis. In particular, if the basis defined by the only snake running
from fpon—1 to €n—_100 IS Vay,--.,Va, then the basis defined by the only snake in the opposite direction from
L _100 t0 Loon—1 is Van,) Va1 (71)"71Va1 .

Denote by by the basis defined by snake p. Let bsa be the basis defined by the unique snake from £yo,—1
to Lon—10 in the triangle A123 and by bqs the basis defined by the snake ¢,,_100 to foon—1 (see Figure 3). The
bases take the following form bsa = (vgoz2, V101, VOQO%, the basis b1z = (V200, —V101, V002)-

Fig. 3. Snakes b3z on the right and by3 on the left.

Note that such construction identifies each inner vertex of barycentric subdivision (i,3,k), 4,7,k €
Z50,1+ j + k = n with three-dimensional vector subspace W space spanned by the three lines ¢;_1 j &, € j—1,k,
and ¢; jx—1. By construction, W contains three planes P;_1 ;_1 % = span{li_1 jx, ¥4 j—1,k}, Pic1,jk—1 =
span{li—1 jk, lijh-1}, and  Pjj1p-1 =span{lij-1k,lijr-1}, and lines Ly ;141 C Pimrjo1,
gifl,jJrl,k*l C Piflﬁjykfl, €i+11j,17k,1 C ]DiJrl,jfl,kfl also lie in W. Projectively, we obtain a plane with
three lines and three points (one point on each line). It is well known that such projective configuration is
described by one projective invariant parameter. These projective invariant parameters form Fock-Goncharov
coordinates Z; ;  inside triangle 4, j, k € Zso, i+ j + k =n (see Figure 1). Z; ;  parametrize change of basis
corresponding to snakes under elementary snake transformations.
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In what follows we restrict ourselves only to positive parameters Z, ;. It is well known [17] that the
choice of positive Fock-Goncharov parameters is compatible with flipping surface triangulations and describes
one connected component Xpgr, »(Rs¢) of the moduli space of framed PGL,-local systems called higher
Teichmiiller space. Such restriction determines, in particular, the canonical (positive) choice of n-th root of any
monomial in Z;j.

1 0 0
Let b, by, by be the bases corresponding to red, blue, and green snakes on Figure 4. Then, Ly = {0 1 0
0 1 1
is a transformation matrix from b, to by; L1H2(Z111) is a transformation matrix from by to by, where
10 0 z7V% o 0 0 0 1
Li=|110|,H:(Zu)=| o z3* o [.s=]0 -1 0
0 0 1 0 0 2121/13 1 0 O

Fig. 4. Snakes b, (red) ,by (blue) and by (green) .

Define Ty € SL, as the transformation matrix from basis bz to baa, namely, i-th column of 7} is [(b13)i]bs
i.e. coordinate vector (by3); with respect to basis bss. It is factorizable in a product of elementary basis changes
corresponding to the following left-to-right sequence of snake transformations.

\ L2, > Liity(Zin) < L2, / = /

Fig. 5. Sequence of elementary snake moves factorizing transport matrix 11

Note that both bss and by3 are projective bases defined up to the same multiplicative scalar, because, in
particular, each of these two bases contains either voo, or —voon,. Hence, the transformation matrix 71 does not
depend on the choice of this scalar and is well defined as an element of SL,,. To define a Ty ( T3 ) we rotate the

triangle A123 by 27/3 (47/3) counterclockwise and then use the rule for 7}.

2.4 Moduli space of pinnings Ppgy, »(Rs¢) and transport matrices.

Next we will add some additional parameters to the sides of A123 and obtain modified versions T; of
transport matrices 7;. We recall the moduli space of pinnings Ppgr,, . introduced by Goncharov and Shen in [26].
Let (B, B_) be a generic pair of flags. Let U = [B, B] and U_ = [B_, B_] be maximal unipotent subgroups. Let

x; : A1 — U be a unipotent subgroup associated to the simple root ;. Equivalently, the choices of x1, ..., Zn_1
a, ifi=jy
determine an additive isomorphism (1, ..., Xn-1) : U/[U,U] ~ A" | xi(zj(a)) = 0’ "y 7&] ,
, 5 if i g

Let y; : A' — U_ be a unipotent subgroup associated to the simple root —a;.
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Fig. 6. Triangle A123.

Definition 2.3. The datum p = (B, B_,z;,y;,i € [1,n —1]) is called a pinning over (B, B_) if it gives rise

to a homomorphism ~; : SLs — PGL,, for each i € [1,n — 1] such that ~; <<(1) T)) = z;(a), v <<c11 (1)>> =

yi(a),vi <(8 a01)> = ) (a), where o is a simple positive coroot. O

Prar, s extends Xpgr, s assigning a pinning to each side of the triangle 3, hence equipping each oriented
side of triangle ¥ with additional Cartan element. This Cartan element can be parametrized by assigning one
parameter Z; ;1 to each of n — 1 vertices of barycentric subdivision on the corresponding side. More exactly, we
add Z; ;1,1 =0, +k=mn,j,kc Z~0, Zijk:Jd=0,i+k=n,i,kc Z~¢, and Zijkk=0,i4+7=mn,1,j € Zi~o
shown on Figure 7 (see [26] for details). Pinning of sides allows an amalgamation of two sets of parameters
for two different triangles creating the set of parameters describing moduli space Ppgr, 0 where O is the
quadrangle obtained by gluing of two triangles along the common side. Amalgamation identifies two tuples of
n — 1 vertices of the baricentric subdivisions of the common sides in two glued triangles. In the case when such
vertex «ay of the first triangle is glued to vertex as of the second triangle forming vertex « of the common
subtriangulation we have Z, = Z,, Z,,. Note that by our agreement the parameters in different triangles
commute and Zn, Zo, = $Zai Zase

»

Fig. 7. Fock-Goncharov parameters for Ppgr, 5. Arrows shows the direction of transport matrices ’fl, j’\g, ’fg,

Define transport matrix 77 as ﬁ precomposed and postcomposed with multiplications by diagonal matrices
defined by the pinnings on the sides 3 — 2 and 1 — 3, which can be thought as elements of SL,, for PGL,,(Rxy).
In terms of Z;j; transport matrix takes form (2.3). Similarly, we define the transport matrix T, as similar
transformation matrix from side 2 — 3 to 1 — 2 and T3 as transformation from 2 — 1 to 1 — 3.

Finally, denote

M, = Ty, My = T, *(sce Fig. 6). (2.2)

Matrix M; is an upper-anti-triangular matrix and Ms is a lower-anti-triangular matrix (see Example 2.7).
The expressions for classical transport matrices were first found in [19], (see also [14] Appendix A.2).
Let u(k) = {0, k <0, and 1, k& > 0} denote the integer step function.

Definition 2.4. Define n X n matrices

L (8)ij = (=1 dins1—j-
2. Hy(t) =t~ diag(tv( k=1 ¢u@=k=1)  quln=k=1))
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3. Hy(t) = SHy(t)ST =t~ "5 diag(tv(n=F=1 _ ¢u(2=k=1) qu(l=k=1))
4. Ey, where (Ey)ij = 0k+1,i - Ok,; is the matrix whose only nonzero element is 1 at the position (k + 1, k).
5. Ly =1d,, +E, for k € [1,n — 1] where Id,, is the identity n x n matrix.

O
Remark 2.5. Note that ST = §~! O
Then, R
Ty = H?, - T, - H??, where (2.3)
n—1
H, = H Hy_;(Zn—j0;) is the diagonal matrix induced by the pinning of the side 1 — 3; (2.4)
j=1
n—1
H}? = H H;(Zy,jn—;) is the diagonal matrix induced by the pinning of the side 3 — 2; (2.5)
j=1
n—2 _ p
T1 =S L,_1 H {H Ln,q,lHn,q(Zpﬁqﬁn,p,q)} L,,—1 is the transformation matrix from bz to bss. (2.6)
p=1 ¢g=1

Equally, the transport matrix can be written as

n—

:SfﬁHn—j(Zn—j,O,j)}L HHE[ Log1Hno(Zpgn—p- q] . 1[HH (Zojm— J] (2.7)

p=1 ¢=1

Here, H3!, = {Hn ' H,_ i(Zn— j,o,j)] and H}3, satisfy relation H!3, = SH3! ST,

Let I = {(a,b,c)|a,b,c € Z>o,a + b+ c =n} be the set of barycentric indices in the triangle with side n, 7 :
I — I be the clockwise rotation by 27 /3, 7 acts naturally on the sequences of barycentric parameters and hence
on sequences of Fock-Goncharov parameters: for Z = (Za,, ..., Za,) the sequence 7Z = (Z;(a,)s - - -, Zr(ay))s if
O(Z) is an object depending on the collection Z = (Z,,)%_, of Fock-Goncharov parameters then 7O = O(7Z).

Note that Ty = 7T}, T3 = 72T} (see Fig. 1). The transport matrix My = (TMl)_l

=23 0 0 =30 0

Example 2.6. For n = 3, we have Hy(t) = 0 /3 0 |, Hy(t) = 0o /3 0

0o o0 /3 0 0 ¥
1 0 0 1 0 0 0 0 1
Li=[1 1 0], o=[0 1 0],5=]0 -1 0
0 0 1 0 1 1 1 0 O

Transport matrices 73 from side 1 — 2 to side 1 — 3, T5 from side 2 — 3 to side 2 — 1 and T3 from side 3 — 1
to side 3 — 2 (see Fig. 1) have the following form

M, =Ty = SHy(Z201)H1(Z102) Lol Hy(Z111)LoH1(Zo12)Ha(Zp21)
Ty = SHy(Zoi2)H1(Zo21) Lol Ha(Z111)LoH1(Z120)Ho(Z210)
T3 = SHa(Z120)H1(Z210)LaL1Ho(Z111) LaH1(Zoo1 ) Ho(Z102).
Zo T3 2 P2 P2 202 (2P + IV 2 7 2o S 2 253 7Y
My = | ~Zgy* 2105 * 2072003 230)* 203 200 20 253 2oy 0 :
Zoa*Zrod 202 * 2o T 0 0

Finally, Mo :T{l. We can easily factorize M, in the product of elementary matrices noting that
S7l=(-1)"1S, Hy(t)™' = Hi(t™') = SH,—x(t)S, L' =1d, —Ey, = SLT_, S, where LJT is the transpose of
matrix L;. Then,

My = Hy(Za10) *Hi(Z120) Ly ' Ho(Z111) Ly L P Hy (Zo21) " Ha(Zp12) 1S ™1
= SH\(Z210)SSH(Z120)SSLYSSH(Z111)SSLy SSLTSSHo(Zo21)SSH1(Z12)SS(—1)" 1
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(=1)""YSH{(Z210)H2(Z120) LT H1(Z111) L3 LT Ho(Zo21) Hi(Zo12)
STH(Za10)Ha(Z120) LT H1(Z111) L3 LT Ho(Zoo1 ) H1(Zor2).

1/3 -1/3 -51/3 »2/3 —»2/3
0 R N Zigoir Zoly L Zsy
M2 = 0 _Z210Z1112012Z120 ZOQI _Z210Z1112012Z120 ZOQI

-2/3,,-2/3 ,—2/3 ,—1/3 ,—1/3 —2/3,,-2/3 1/3\ ,1/3 »,—1/3 ,—1/3 —2/3 ,1/3 ,1/3 ,—1/3 ,2/3
Zo10 211 2oz Ziao Lot Zore (21t + Z011) 2012 2130 Zon Zo10 211120124120 o2t
O
To obtain normalized quantum transport matrices we expand all entries of classical transport matrix M;

in the sum of monomials m;(Z,) and replace all m; by the corresponding Weyl form ym;% . For instance, the
(1, 2)-entry of quantum M; becomes

e=1/3,1/3,,-1/3,1/3 ,2/3e | e, —1/3 ,1/3 2/3 ,1/3 ,2/34
(M1)15 =201 " Z105 2111 " 2105 Za01 e + 2021 2102 2111 Z102 Za01 «
In Section 2.5 we generalize this construction to non-normalized quantum transport matrices defined for
more general class of planar quivers.

Example 2.7. A toy example is the one in which all Z, are the units. Matrix entries then just count numbers
of monomials entering the corresponding matrix elements a; ; € (—1)1Z>o[[ZE!]]. Then, for the M; matrix,
we have the following representation:

vz
M= -1 -1 0 |, ,ete, (2.8)
1 0 o0 1 1 0 0
-1 0 00
that is, (M1)i; = (71)”1(";1') for PGL,. We introduce the antidiagonal unit matrix |S| = (6;n+1-5); ,_, (to
distinguish it from S;; = (=1)"18; p11-5).
For M5 we have
oy (0
My=M;=| 0 -1 -1 |, ,ete (2.9)
1 2 1 0 1 2 1
-1 -3 -3 -1
A riddle-thirsty reader can check the following relations between these matrices:
M{ =My = (=1)""!S|- My -|S|, M7 = (=1)""[|S]- MiJ* = (-1)"*'1
AN R
M{My=A=1|0 1 3 |, , et (2.10)
00 1 0 01 4
0 0 01
that is (A),; = (J’_LZ) O

2.5 Quantum transport matrices and Fock-Goncharov coordinates

In this section we describe how quantized transport matrices are expressed in terms of quantized Fock-Goncharov
parameters.

Remark 2.8. See [14] for description of quantum algebra of loop functions and [18] for detailed description
of quantum cluster algebras and its unitary representations. Non-normalized quantum boundary measurements
were introduced in the same way and studied by G.Schrader and A.Shapiro in [40]. o

In the quantization of Ppgr, s the quantized Fock-Goncharov variables form a quantum torus T with
commutation relation described by the quiver shown on Fig. 8. Vertices of the quiver label quantum Fock-
Goncharov coordinates Z, (we use Greek letters to indicate barycentric labels) while the arrows encode
commutation relations: if there are m arrows from vertex a to 3 then ZgZ, = q M7z, Z 5. Dashed arrow counts
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as m = 1/2. In particular, a solid arrow from Z, to Zg implies ZgZ, = q_QZaZﬂ, a dashed arrow from Z, to
Zg implies ZgZo = q~'Z,Zg, and, for the future use, a double arrow from Z, to Zz means ZgZo = q~*ZZp.
Vertices not connected by an arrow commute.

Fig. 8. The quiver of Fock-Goncharov parameters in the triangle Xg 1 3 parametrizing Ppgr,,5; note that the vertices
(600), (060), and (006) are excluded.

Consider the following planar oriented graph G in the disk dual to the quiver above. Label vertices on
the left, on the right and on the bottom sides from 1 to n as shown on Figure 9. Now barycentric indices
label the vertices of the quiver which correspond to the faces of the dual oriented graph. Vertices of the new
dual graph are colored black and white depending on whether there are two or one incoming arrows. Faces of
G are equipped with g-commuting weights Z,. We add also three face weights Zy, 9.0, Zo,n,0, and Zg,0,, With
commutation relations:

—1
Z0,0,08n-1,1,0 =4 Zn-1,1,04n,0,0, Zn,0,04n-1,0,1 = qZn—1,0,1%n,0,0

-1

20,1m,041,n-1,0 = Z1,n—1,040,1n,0, 40,n,040,n-1,1 =4  20,n—1,140,n,0
—1

20,0,mZ1,0m—1 =q  Z1,0n-120,0,n, 20,0,n%0,1,n—1 = §Z0,1,n—1%0,0,n

All the remaining variables not explicitly mentioned above commute with Z,, 0.0, Z0,n.,0, Z0,0,n-

Any maximal oriented path in the dual graph connects a vertex on the right side 1-2 of the triangle
either with a vertex of the left side 1-3 or with a vertex on the bottom side 2-3. We assign to every oriented
path 7 :j~s ¢ from the right side to the left side or to the bottom side 7 :j~» " the quantum weight
w(m) =19 H Z o

face « lies to the
right of the path =«

1// 2// 3// 4// 5// 6//

Fig. 9. The plabic graph G dual to the quiver of Fock-Goncharov parameters for PpPGLg,%01,5- Face weights
Z600, 2060, Zoos (colored red) are added forming extended PG Lg-quiver.
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Definition 2.9. We define two n X n non-normalized quantum transition matrices

(My)ij = Z w(m) and (Ma)i,; = Z w().

directed path m:j~i’ directed path m:j~»¢""
from right to left from right to bottom
Note that each Mj is a lower-triangular matrix and M is an upper-triangular matrix. O

In section 7 we generalize this definition. Let I" be a planar oriented graph in the rectangle with no sources
or sinks inside (see Fig 36), m univalent boundary sinks on the left labeled 1 to m top to bottom and n univalent
boundary sources on the right labelled 1 to n top to bottom. All arcs of I' are oriented right to left, in particular,
G has no oriented cycles. Note that this condition is in particular satisfied by the plabic graph G (see Fig 9)
considered as a graph with n sources and 2n sinks. Indeed, we can redraw G in a rectangle such that the right
side of the triangle becomes the right vertical side of the rectangle while union of the left and the bottom sides
becomes the left side of the triangle.

Faces of I' are equipped with g-commuting weights Z, whose commutation relations are governed by the
plabic graph (see Section 7 for details). In the same way as for the case of triangle shown in Figure 9, we define
weight of the maximal oriented path 7 from a source a to a sink b in I' as

w(m) =1 II Zos (2.11)
face « lies to the
right of the path =«

Then, for all 1 <a < m, 1 <b < n the entry (a,b) of a m x n non-normalized transport matrix is given by the
formula
(Mo = > w(m). (2.12)

directed path w:b~a

1 2 2
Lemma 7.16 implies that the matrix M satisfies the quantum R-matrix relation Ry, ()M O M =M
1
MR (q), where Ry (q) is a k? x k% matrix

12 12 _ 12
Ri(q) = Z e ®ej;+(g—1) Z €i ® ey +(q—q ") Z €ij @ €ji (2.13)

1<i,j<k 1<i<k 1<j<i<k

Here, the superindices 1 and 2 means the order of spaces in the tensor product (1 means the left factor, 2
means the right one) while the order of spaces means the order of factors in the each coordinate of the tensor
1

1
2 2
. a ac ad . a ca da
product. For instance, <b> ® (c d) = <bc bd) while (c d) ® (b) = (cb db)'

Note that Ry has the following properties:

RN a) =Rila™"),  Rule) —Ri(a")=(a—q )P, (2.14)

1 2
where Py is the standard permutation matrix Py := Zl<ij<k e;; ® €;;. Note that the total transposition of

Ri(q) results in interchanging the space labels 1 <+ 2. In Sec. 8 we show that this algebra remains valid also in
the case of a planar directed network with loops.

In Fig. 9 we have an example of a directed network with 6 sources and 12 sinks. Adding face weights
Z600s Zoso, “Zoos supplied with “natural” commutation relations ZgooZs01 = q¢Z501%600 and ZgooZs10 =
¢ " Z510Z600, etc., we obtain extended PGLg-quiver and graph I' in the rectangle with n = 6 sources and
My
Moy
M be the lower n x n block. We want to show that Lemma 7.16 implies the following commutation relations
for M7 and Maj:

2n = 12 sinks; then M has a block matrix form M = ) in which we let My be the upper n x n block and

1 2 2 1
Ro(@)Mi @ Mi = Mi @ MiRn(q), i=1,2, (2.15)
and

1 2 2 1
M1 @ Mz = M2 @ M1Rn(q). (2.16)
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Let now indices 7, j run from 1 to n. We rewrite the above matrix Ra,(q) as

1 2 1 2 _ 1 2
Ran(q) = Z eii ® €5 +(q—1) Z €i @i+ (¢ —q ") Z €ij ® €ji

1<i,j<n 1<i<n 1<j<i<n
1 2 1 2
+ § Entin+i @ Entjntj T (¢q—1) E Entinti @ Cntinti
1<i,j<n 1<i<n
—1 1 2
+(@—q7) E Entintj @ Cntjnti
1<j<isn
1 2
+ E €ii & Entjntj
1<i,j<n
1 2 . 1 2
+ > lnpimti®€ (=07 Y eni ®€ing
1<i,j<n 1<i,j<n

In the first two lines we immediately recognize R, (¢) in two diagonal n x n blocks of Ra,(q): the relations for
the pair of first indices (i,j) and (n 4 i,n + j) generate (2.15) for M; and M respectively; setting (i,n + j),
which corresponds to the fourth line, we obtain just a unit matrix in the left-hand side thus producing relation
(2.16), whereas in the case (n +4,j) (the fifth line), we have the equation

1 2 . 1 2 2 1
M2 @ M1+ (q—q ) PaM1 @ M2 = M1 & M2aRn(q).

We first push the permutation operator P,, through the M-matrix product interchanging the labels of spaces
in the tensor product and then use the identity (¢ — ¢~ ')P, = Rn(q) — RY(¢~!) obtaining

1 2 2 1 S 2 1
M2 @ M1+ M1 @ M2(Rn(q) = Rp(q™)) = M1 & M2Rn(q),

o 1 2 2 1o
M2 ® M1 =M1 @& M2R,(q7),
which is just another form of writing relation (2.16). This accomplishes the proof of relations 2.15 and 2.16. H

Now, in order to eliminate extra variables Z,, 9.0, Zon,0 and Zy o, we normalize the matrices M;, i = 1,2
by multiplying them by corresponding special functions. Namely, we multiply the matrix M; by Dy !, where

D, = '.szl [Hiﬂ.:nik [Zm-yk] k/n]: is the quantum function (6.10) commuting with all elements of M;. Note

that, Zo,0,, commutes with D; and all entries of M. Moreover, Zj ¢, enters in the first power into all monomial
summands of any matrix entry of M; and also into D;. Therefore we conclude that any entry of Dy "My is
independent of Zp ¢, Similarly, we multiply Ms by $D; ' Dy 'S where Dy = 72D; is the similar element that
starts with the variable Z, ¢ o. These multiplications preserve the form of relations (2.15) and their only effect
on (2.15) is the appearance of the constant factor in the R-matrix in the right-hand side (this is because D
commutes with My, and D7 1D2_ 1: commutes with Ms; only Dy and D> do not commute.

We now define the normalized quantum transport matrices of the standard PGL,,-quiver:

Definition 2.10. Normalized quantum transport matrices for the quantum space Ppqr, s are defined by the

following expressions
Ty = QSM DT, Ty = 7(Ty) and T3 = 7°(T)

My =Ty = QSM DY, My = (T) ™' = QSMyiDT D and My = Ty

where Q = diag{qz;nn_j*‘l} j=[1,n] and S is defined in 2.4 . They are quantizations of the classical normalized
transport matrices 2.2. Abusing notations, we use T; and M; for both classical and quantum normalized transport
matrices. O

Remark 2.11. Since D; commutes with any Z, entering M; we have QSMlDfl = QS‘.MlDfl', . Similarly,
QSMotD Dy = QSI MDD, .
Entries of M; are neither Weyl-ordered symmetric operators nor they are positive definite. We can note

however that each entry of M; is a symmetric positive-definite operator multiplied by +¢® with a rational «.
O
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Note that L L
Q®QRn(q) = Rn(q)Q ® Q for any diagonal matrix Q

12
or taking transposition and noting that @ ® @ is invariant under transposition

12 12
Q®QR,(0) =R, (0)Q®Q
and 12 12
S® SRu(q) = RE(q)S ® S for any antidiagonal matrix S.

We have therefore proved the following theorem.

Theorem 2.12. The normalized quantum transport matrices M; and My (see Definition 2.10) satisfy the
relations

T 1 2 2 1 .
Ry (q)M:;® M= M; ® M;R,(q), i=1,2,

1 2 2 1
M1 ® Mz = M2 ® Mi1R.(q)

where
“1/n 1 2 1 2 _ 1 2
Ru(q) =q deiwe+(g-1)Y en@eit+(@—q )Y e ®ey (2.17)
i, i i>j
is the quantum trigonometric R-matrix o

Remark 2.13. Relations 2.15 and 2.16 and Theorem 2.12 were independently proved by G.Schrader and
A.Shapiro [41]. O

Theorem 2.14. The normalized quantum transport matrices T; (see Definition 2.10) satisfy the quantum
groupoid relation

T'ToTs =1d.
O
Remark 2.15. Recalling My} =T, My = TQ_I, M3 = T3 we have
MsMy = M.
O

Proof. The product (QS)~1T3T is given by the following double sum over directed paths:

n

Q'L =Y (-DFg = N [ Ze: P Y [ %07 (2.18)

k=1 paths k—1i paths j—k

where the second sum is taken over all oriented path connecting vertex j to k (see Figure ”Case I” below) where
orientations of edges are shown in the Figure 9 while orientations of all non-vertical edges in the first sum are
reversed compared to the Figure 9 and 72 (D1) = Ds.

Recall again that Dy commutes with all elements of M. Therefore, (2.18) equals

D2—1zn:(_1)k71q1;n“7k+1 Z :HZCY.‘ Z :HZB:Dfl (2.19)
k=1

paths k—1i paths j—k

We now consider the pattern in the figure below. We do not indicate arrows on edges recalling that all paths
in 71 go from right to left and from top to bottom whereas all paths in T3 go from left to right and from top
to bottom. A continuous consecutive sequence of edges either directed alternatingly to the left downwards and
to the left upwards or directed alternatingly to the right downwards and to the right upwards (located on the
same horizontal level) and attached to the left side of triangle of hexagons in Fig. Case I is called a horizontal
leg (see, for example, the interval of top (or bottom) edges of yellow hexagons B in Fig. Case I).
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Two paths: j — k from T} and k — ¢ from T3 share the common horizontal leg; if we remove this leg then
the remaining part of the union of j — k and k — ¢ is a path that first goes from right to left and top to bottom,
then (in a general Case I) has the leftmost vertical edge, then goes from left to right and top to bottom . In
a very special Case II, the path does not have the last part; this happens only for £ = 1 and only if the last
horizontal part of the path j — k =1 is strictly longer than the shared horizontal leg

Case I

In Case I, given a path j — k encompassing the regions A and B and a path k — i encompassing the region C'
we have the corresponding path j — k + 1 encompassing the regions A and the path k + 1 — ¢ encompassing the
regions B and C. These pairs of paths are in bijection being the only two possible combinations of paths having
the same union of domains AU B U C'. Contributions from these two pairs of paths have opposite signs and
since commutation relations and definition of normal ordering imply $CB% = ¢2%C%B% and $BAS = ¢~ 2%B% A"
we obtain C' B A% = ¢2CL BA, and these contributions are mutually canceled in the sum (2.18).

The only pairs of paths (j — k+ 1, k + 1 — ¢) that do not have counterparts are those for which the region
C' is absent (Case II):

Case 11

In this case, Bt commutes with {A} and therefore {BA, = BAS, k is necessarily equal to 1, and after
removing the common leg, all these pairs of paths are in bijection with single paths going from right to left and
top to bottom and encompassing the regions A and B; note that these paths are exactly paths constituting the
matrix Ms. So the sum in (2.19) just gives

=Dyt | Y [%es) ot (2.20)
paths j—i

Note that the weight w(P) of any path P from j to i is a monomial which contains only one variable
Zoon not commuting with D '. Therefore, Dy 'w(P) = qQ(D;l”““(P»w(P)D;1 = ¢ ww(P)D3". Since the same
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commutation relation holds for any path weight, it holds for their sum also and we rewrite (2.20) as

g | D JJ%es| DDt = Y. [ %] iD= >0 ([ Ze)pitDrty (2.21)

paths j—i paths j—i paths j—i

because D, ' Dyt = qﬁ‘,Dngfl', and $D; ' D74 commutes with any 3] Z,% from the sum.

The right hand side of (2.21) coincides with the corresponding element of Ms ( after multiplication of both
sides by QS on the left). We have therefore proved that 737y = My O

Note that we shall present in §7.2 the second proof of the groupoid property using quantum Grassmannian.

Remark 2.16. The semiclassical limit of Theorem 2.12 statement reads
1 2 2 1 11 2
{M1® M2} = M2®M1(—EI®I+T7L)

where ) ) ) )
% i>7

is the semiclassical r-matrix. Equivalently,

) 2, ifz >0,
{(M1)ab, (M2)ea} = = (M1)ab(Mz)ea + (M1)ad(M2)eb0(b — d),  0(x) = {1, ifz =0,
0, ifx<0.

Remark 2.17. For the trigonometric R-matrix (2.17) the quantum relation
7ol 2 2 1
RI(q)Mi® Mi= M; ® M;Rn(q)
has an equivalent form of writing
1 2 2 1 )
M;® MR, (q) = R,(¢q)M; @ M; fori=1,2.

Both these relations generate the same quantum algebra on elements of the matrices M; and Ms and have the
same semiclassical limit

2, ifx>0,
{(M)ab, (Mi)eat = (M)aa(Mi)ep(0(b—d) —0(a—c)) i=1,2,0(x) =1, ifz=0, O
0, ifx<O.

Example 2.18. For n = 3 transport matrices are computed in Example 2.6. Direct computations show

1 2 2 1
My ® My = My @ M R3(q),

where
q 0 0 00 0 00 0
0 1 0 00 0 000
0 0 1 00 0 00 0
0 g—q ' 0 1 0 0 0 0 0
R3(q)=q 3] 0 0 0 0 g 0 0 0 0
0 0 0 00 1 0 0 0
0 0 q—q T[]0 0 0 1 00
0 0 0 00 g—¢g |0 1 0
0 0 0 00 0 0 0 ¢

1 2 2 1
Similarly, for both i = 1,2, we have R (¢)M; ® M; = M; ® M;R3(q).
Direct computations show that in this example Theorem 2.14 also holds. O



Log-canonical coordinates for symplectic groupoid 19

3 Goldman brackets and commutation relations between transport matrices

To obtain a full-dimensional (without zero entries) form of transport matrices we define transport matrices
along more general paths.

Namely, let O = (O,M) be a disk O with four marked boundary points M = {A, B, D, C} in clockwise
order, (AABC, ABCD) be a triangulation of O and we also assume clockwise orientation of all triangle sides
inside every triangle. The space Ppgr, .0 coincides with the space of quadruple of complete flags (one flag
assigned to each marked point) and pinnings (one pinning for every interval of @ between marked points.

A snake inside a triangle determines a projective basis as explained above. Each oriented side of triangulation
determines such a snake and a corresponding projective basis in C". Fix a clockwise orientation of both triangles.
We use the following agreement: if a side of a triangulation is common for two adjacent triangles then the
orientation of a side determines one adjacent triangle whose orientation is compatible with the orientation of
the side. For instance, the oriented side BC' determines the unique snake from B to C inside triangle AABC,
while the side C'B is associated with the snake from C' to B inside triangle ABC D, with corresponding projective
basis chosen in each case.

Subtriangulation of @ has n — 1 nodes p1, ..., p,—1 on the side BC and we denote the corresponding Fock-
Goncharov parameters by Z,.. Factor every Z,, into a product Z,, = ZPAJ_ABC . ZijBCD. Parameters ZijABC
define a pinning of the side BC' in the triangle AABC while parameters ZijBCD define a pinning of the side
CB in the triangle ABCD.

Gluing sides of two distinct triangles and multiplying corresponding parameters is called in [26] an
amalgamation procedure By an amalgamatlon procedure, the transition matrix TBC<_C B from basis bgp to
bpc is the product Tsowcp = HEC. 5. HSE where HEC(HSP) are diagonal matrices defined in terms of the
Fock-Goncharov parameters on the side BC' (CB, correspondingly) by Formula 2.5(2.4) and S is introduced
in Definition 2.4. This allows to define transport matrix for any pair of oriented sides as transition matrix for
the pair of corresponding bases; the matrix S acts by changing the orientation of the corresponding side. Let
Tpceap be a transport in AABC from side AB to BAC’ Pay attention that the sides are oriented and the
order of endpomts in side notation matters. Similarly, Tep—pc is a transport matrix in ABCD from DC to
CB. Note that TDC<_CB = TC_'BeDC Then, we define a transport TDC<_AB from AB to DC as TDC<_AB =

TocecpTopepoTpoeap = TCéHDCTCBeBCTBCeAB Similarly, Tppe ap = TppecplopepoTBoap.

Finally, to obtain transport matrix Tcp+« pa from one boundary interval BA to another boundary interval
CD we need to precompose and postcompose TC D+« BA With diagonal matrices determined by the pinnings on
boundary intervals BA and CD, Tcp«pa = Hout TCD<_BAH BA

TpeeBC B TcBeBA

TéCeCD C

Fig. 10. Disk with four marked points.

To describe the quantum case, we split each quantum Fock-Goncharov parameter (or quantum cluster
parameter) on the side BC into a product of two, one inside triangle AABC the other inside triangle ABCD.
The quantum parameters in triangle AABC commute with those of triangle ABCD, so the product of two
Weyl-ordered monomials is itself a Weyl-ordered monomial, in which we perform an amalgamation of variables
on the side BC. Due to the double action of the matrix S, the amalgamation of boundary (frozen) variables in
neighbor triangles respects the surface orientation, so, we amalgamate pairwise variables on the sides BC' of the
two triangles ordered in the same direction, from B to C. After the amalgamation, we unfreeze the obtained
new variables. Therefore, in a network on a surface obtained as a union of several triangles, the Weyl ordering
of weights of any path that does not go through any given triangle more than once is the product of Weyl
orderings of weights inside each triangle.
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It was explicitly demonstrated in Proposition 4.2 of [40] that the elements of non-normalized quantum
transport matrices defined by such Weyl ordering are preserved by a special type of quantum mutations at a
4-valent quiver vertex with alternating incoming and outgoing arrows (we include mutations of amalgamated
variables as well as mutations of variables in the interior of triangles). This implies, in particular, that the
corresponding normalizing factor stays invariant. Let us explain this in more details on the example of an PG L3
parallelogram composed out of two extended PGLs-quivers. We perform the chain of mutations and in the
Figure 11 we paint black the quiver vertices at which mutations occur at the given step; if the corresponding
mutations commute (for vertices not connected by an edge) then, for the brevity of presentation, we perform
the corresponding mutations simultaneously; dotted lines indicate splitting into triangles in the original and
resulting quivers:

Fig. 11. The chain of mutations that leads to a flip of triangulation

We perform mutations for non-normalized cluster variables and the corresponding transport matrices.
Note, for example, that frozen variables at the corners of the parallelogram are not changed by this sequence
of mutations, likewise all elements of a non-normalized transport matrix since all mutations correspond to
Postnikov’s moves of type M1.

In the first and last quivers we indicate by double directed arrows the dual networks defining the
corresponding transport matrices T3 ;. Since all cluster mutations correspond to Postnikov’s moves of type
M1, elements of these transport matrices remain invariant under each move/mutation.

According to [40], for any planar acyclic network, defining quantum non-normalized transport matrix
elements (fp A AB) . by formula (2.12) (see also, Fig. 10), all these elements are preserved by Postnikov

i,j
moves of type M1; these moves correspond to mutations of cluster variables at four-valent vertices.

Consider a network and the dual quiver amalgamated from two GL, (nonnormalized) Fock—-Goncharov
networks with the corresponding transport matrices /\/lgl) and M?). The total non-normalized transport matrix
is then fDAeAB = Mgl)/\/l?). We now normalize each Mgi), 1=1,2, by Dgi) and consider the product of
normalized matrices. Using the fact that all matrix elements of both Mgl) and MgQ) commute with both Dgl)
and D§2) we observe that

DO MP [P MP = DV DP] T
All quantum transport matrix elements of the network 7”7 obtained after a sequence of mutations/M1 Postnikov
moves coincide with the corresponding matrix elements in the network 7" before normalization,

L= M =Ty
We do not mutate the normalizing factor; we compute the normalization factor for 7”7 obtained after the complete
sequence of mutations corresponding to a MCG transformation and compare it with the the normalizing factors
in the original network.

The normalizing factor for T” is D’l(l) (as in the previous case, all T}, ; commute with Dll(l). It therefore
remains only to show that

1) _ (12
D} =Dy’D;

Consider [Dll(l)] " and [Dgl)D?)] ". Both expressions are Weyl-ordered products of integer powers of Ty ;—the
diagonal elements of the transport matrices. All these diagonal elements are monomials in cluster variables
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being therefore automatically positive-definite, and their fractional powers are the corresponding products
of fractional powers of Z-variables. Since all Z-variables have homogeneous commutation relations, the only
possible mismatch between Dll(l) and Dgl)D?) could be a power of ¢, but since both expressions, being Weyl-
ordered, are self-adjoint and ¢®* = ¢~%, a = 0 and we come to the desired equality.

The matrix Ty ; is lower-triangular in the first and in the last quiver, and its determinant, which is the

product of elements T} ;, is equal (Dgl)DP) in the left quiver and is equal D’ gl) in the right quiver. So, we
have that (Dgl)D?)) = (D’g”) . It implies Dgl)D?) = D’gl) because all operators in the last equality are

positive definite self-adjoint. We similarly obtain the second relation D§2) =D él)D’ gQ), so all elements of the
corresponding normalized transport matrices are preserved by flips of “big” triangles.

We now show that the commutation relations from Theorem 2.12 together with the groupoid condition
(Theorem 2.14) imply the commutativity relations and Goldman brackets.

Theorem 3.1. Consider a triangle decomposition of any surface ¥, . Then for two normalized quantum
transport matrices T 3 and 75 4 corresponding to graph-simple paths in this triangle decomposition with distinct
starting edges (“windows”) 1,2,3,4 and such that paths 1 — 3 and 2 — 4 has a single intersection, commutation
relations of Theorem 2.12 induce the quantum Goldman relation

qfl/”T1,3T2,4 - ql/nT2,4T1,3 = (7" —@)T14Ts,

where the quantum transport matrices 77 4 and 75 3 correspond to disjoint paths obtained by a natural resolution
of the intersection; moreover, T; 4 and 75 3 mutually commute. O

Proof. We begin with the pattern in the figure below. In both (left and right) triangles the dashed line plays
the role of side 2 — 3 in Fig. 6.

1 1 2 1
lel S®S M;
|
|
|
|
|
|
|

We use the identities

where the last identity holds for any antidiagonal matrix S whose elements commutes with all elements of
quantum torus.
We then have

O 2.2 2 2 1 L, Tl 2 2, -
[M;SMY @ [M; SM '] = M; © Mj (R, (q)) S © SRn(qg) M, " ® M,
2 Ly 2.4 2 ] 22 2, Lt
=M; ® M;S ® SR, (Q)Rn(Q)Mk @M, = [MiSMk | ® [MjSMz s

so two transport matrices corresponding to nonintersecting paths commute. This is consistent with the quantum
mapping class group transformations: flipping BC' edge separates the paths AB — BD and AC — CD into two
adjacent triangles.



22 L. Chekhov and M. Shapiro

Consider now the case of two intersecting paths (we consider a single intersection inside a quadrangle).

S©5 4
—1
M, Q? M;
|
|
|
|
|
|

2
M,;l M;

We then have
—1/n L1 171 22 271 1/n 2 2 271 L1 171
q [MjSMk ] ® [MiSMl ] —q [MiSMl ] ® [MjSMk ]
2 11 2 —1/np—1 1/npT 1—1 2—1
=M; ® M;S ® Slq Ry, (q) — ¢ /" Riz(q)] M, @ M,
2 1 2

=(¢" ' —q) M; Mis® aP M @ M- = (= ]\24-2M2’1 A}-lM1*1P
=(q QM; ® M;S ® SP, M, @ M; " = (q q)M;SM,~ ® M;SM; " P,.

The second equality follows from total transposition of the basic relation (2.14) (with accounting for PT = P,,).
So we have a quantum Goldman relation

-~ -~ ,¢"N\
“1/n "\ Voo /\.: 15! \'P
TN A T N\ (= g

~=~ ~ =" <~_>,

with P, the permutation matrix. In the semiclassical limit with ¢ = ™" (where h = b?) the term linear in h
gives rise to the Goldman bracket for SL,, [25]. u

Let a polygon be triangulated into collection of triangles containing triangle AABC, let EF be another
side of triangulation different from sides of AABC, let v be a path connecting FF to AB crossing any side
of triangulation at most once and crossing neither AC nor BC (see Figure 12). Denote by T', = Tpa«gr the
composition of transport matrices along the path v, define normalized transport matrices M; = Tgé —cadSTy,
My = TgcaBST.

B

—1
TAB<—CA

N

z

TBCw—AB

m——

Fig. 12. My =TcacaSTBa«Er, Ms =TpceaBSTBAEF.

Theorem 3.2. The normalized transport matrices M7 and M in Fig. 12 satisfy the commutation relations

1 2 2 1
(i) M1® M2 = M2® M1R,(q),
1 2 2 1
(ii) RT(q)Mi® Mi = Mi ® MiRn(q) fori=1,2.



Log-canonical coordinates for symplectic groupoid 23

(iii) My 'MpoecaM; =1.
O
Proof. The first two relations (i) and (ii) are simple corollaries of the respective two relations in (2.16)
and (2.15). Relation (iii) is the quantum groupoid condition (2.14) proved earlier. Another proof will be given
in Section7.2 Now we show how to derive relation (i) from (2.16). The proofs of the other two are similar.

Consider a transport matrix corresponding to a path not passing twice through the same triangle. It is
given by the matrix product Mi(:;l)S . SMi(f)SMi(ll) = Tpa—pr where i = 1,2 and variables of Mi(kk) and

12 2 1
MZ-(:) commute for distinct k and p. Every such product satisfies the relation R} (¢)T ® T = T ® TR, (q). Then,

<m> 2 (m) 2 Lm) o 22 (m) 2 (m) o L (m) Lot 2
ST®M ST = Mi™ @ M, SST®T = My @ M{™ Ry(q)S® ST ® T

2
&M MSRY T © T = M ST © M™ STRu(g). O

General algebras of transport matrices in an ideal triangle decomposition of g, ,—a genus g Riemann
surface with s holes and p > 0 marked points on the hole boundaries are governed by a quantum version of the
Fock—Rosly Poisson algebra [20] also considered in [11].

4 Solving reflection equation via transition matrices

In this section, we consider a special combination of non-normalized quantum transition matrices M; and Mo
from Definition 2.9:
= MT Ma. (4.1)

Note that the transposition in the quantum case is formal: the quantum ordering is preserved, only matrix
elements are permuted. Also, since both MT and My are upper-triangular matrices, the matrix A" is
automatically upper-triangular.

Remark 4.1. The matrix A" is defined as a matrix with quantum entries; we denote by A a (semi-)classical
object. O

Theorem 4.2. The matrix A" = MT My (Equation (4.1)) satisfies the quantum reflection equation

1 2 2 1
Ra()AR (¢)A" = AR (q)A" Ry (q)
with the trigonometric R-matrix (2.13), where R!(q) is a partially transposed (w.r.t. the first space) R-

matrix. O

Note that, since two R-matrices (2.13) and (2.17) differ only by a constant multiple, we can use any of
them in the relation in the theorem.

The proof is a short direct calculation that uses only R-matrix relations (2.15) and (2.16). Note that
transposing (2.16) with respect to the first space, we obtain

MT @ Mgy = MaRE (¢)MT

and the total transposition of relation (2.15) gives

1 2 2 1
MT @ MIR;(q) = Ry ()M ® M{.
However, since the total transposition of R} (g) is equivalent to interchanging indices 1 <+ 2 of spaces in the

direct product, we can equivalently write this relation as

2 1 1 2
T ® Mrern(q) = Rn(q)Mrlr ® Mrlra

that is, R-matrix relations have the same form for both M; and M.
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1 2 2 1

Note that MyR(q)MT = MT M,. Indeed, let us obtain this formula out of the defining relation

12 2 1

MiMy = MaM1R,,. First, we interchange indices of spaces 1 <+ 2, which results in the similar expression
2 1 12

with fully transposed R-matrix: MMy = MngRE. Second, we perform the transposition in the second

space; note that this transposition does not affect the quantum space, so the order of operators remains the
2 1
same. On the left-hand side we merely obtain Mrlf/\/lg, whereas on the right-hand side we must take into account

that components of the classical R-matrix lying in the second space must be interchanged with components of
2 2
M and components of R-matrix lying in the first space commute with M1, so the order of their multiplication

2 2 t2 ty 2 2
with M is irrelevant. Altogether, this can be written as [MlRE] = [Rﬂ MT = R MT, which produces

the desired equality.
Hence,

1 1 2 2 12 12 2 1 12
Ra()MT (MRS (QMT )Mz = (Ru(@MTMT ) MaMo = MEMT (RT () MoMo )
=M (MT M2 ) MaRo () = MEMaRE () MT MaRo(a),

which completes the proof. u
Our claim is that, in a semi-classical limit, the coordinates Z,, parameterize Poisson leaves of A. Bondal [2]
demonstrated that dimensions of these leaves are dictated by the Jordan form of the matrix € := AA~T, which
undergoes adjoint transformations Q — BQB~! under the standard groupoid transformation of the matrix A.
Whereas we do not intend to perform a complete analysis of dimensions of the corresponding symplectic leaves,
note that in the case where all eigenvalues of ) are distinct, corresponding symplectic leaves have maximum
dimension. Theorem 1 in [12] explicitly expresses eigenvalues of 2 as special monomials of Casimirs Cy, (see (5.3))
of A-quiver; all these eigenvalues are distinct for Casimirs determined by X, in a general position. Therefore,
we can conclude that the image of the map from the space of parameters Z, to A intersects any maximal
symplectic leave, and since the map is Poisson the image contains the whole symplectic leave as well.

Let X be a Poisson variety with a Poisson bracket {, }. Recall that a collection of functions f; € C*°(X,R)
is called log-canonical if {f;, f;} = ¢;; fif; for some constants ¢;; € R. A log-canonical collection {fi,... faimx}
is called a log-canonical coordinate system if functions f; are functionally independent. If X is an affine algebraic
variety with an algebraic Poisson bracket which possesses a log-canonical collection of regular functions then
according to [32] Darboux coordinate system consisting of meromorphic functions does not exist, and log-
canonical coordinates are regular coordinates such that the Poisson bracket takes a simple form.

We thus conclude that collection of Fock-Goncharov parameters Z, provide a log-canonical coordinate
representation for operators satisfying the reflection equation. Moreover all matriz elements of A are Laurent
polynomials with positive coefficients of Z, and q. In particular, positive integers in equation (2.10) count
numbers of monomials in the corresponding Laurent polynomials.

By construction of normalized quantum transport matrices in Sec. 2.5, all matrix elements of M; and My
J

are Weyl_ordered, For (Ah)ij = kX::Z (Ml)ki (Mg)kj we obtain that for ¢ < 7, (Ml)ki commutes with (MQ)kj (
a path contribution to (M), equals Weyl ordering of a product of all parameters Z, above the path while the
a path contribution to (Mz), y equals to the Weyl ordering of a product of all Z,, below, therefore the set of Z,
contributing to (M), is disjoint from the set contributing to (Mz),; for i < j and any element from one set

commutes with any element of the second set ), so the corresponding products are automatically Weyl-ordered,

(AM), =D UMu)y; (Mo),t

k=i

For ¢ = j, (Ah)u' = (My),; (Mz),; since the remaining terms of the sum vanish. Moreover, there is a unique
path contributing to (M;j);; and a unique path contributing to (Ms);; and these paths have exactly one
common starting half-edge. This implies that (M;);;(Ma)s; = ¢~ (M2)ii(Mi)y implying S(My),; (Ma),2=
q*/? (My),; (M3),;. Therefore,

(Ah)u‘ = (M);; M2),; = q71/2.‘(M1)“_ (Ma)%.

—1/2

This explains the appearance of ¢ factors on the diagonal of the quantum matrix A" (see (1.9), [8]).
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Corollary 4.3. Entries a?j of A" for i < j are symmetric operators. O

Proof. Quantized Fock-Goncharov parameters Z, can be represented as self-adjoint unbounded operators
acting on a dense subspace H of a Hilbert space L? (]Rd) with a positive spectrum (see, [18, 26]). In particular
any (rational) power of Z, is self-adjoint and the Weyl ordering of any monomial of self-adjoint operators is
self-adjoint and, therefore, a?j is an unbounded symmetric operator on H because (M)g; and (Ms)y; are Weyl
orderings of monomials in rational power of Z,’s. |

Remark 4.4. Although spectral theory of operators a?j is beyond the scope of this paper, we have a strong
evidence that these operators are essentially self-adjoint: their spectra are [2,00), and their von Neumann index
is presumably zero, so we can conjecture that they admit self-adjoint extensions. O

As usual we call a function on a Poisson variety X a Casimir function or simply a Casimir if it Poisson
commute with any other function on X. If the algebra of functions on X is quantized to some operator algebra
then Casimirs become operators which commute with any other operator, a quantization of a function on X. In
particular, quantizing algebra of functions on A,, we notice that all Weyl-ordered products of (rational powers
of) Z! are self-adjoint and the whole classical algebra of functions on .A,, is generated by polynomials in these
rational powers of Z,’s, Casimir operators commute with any such Weyl product, are monomial in Z,, and we
may always assume that all Casimirs are taken to be self-adjoint operators.

3
We have that {(My),;, (M2),s= H K, where K; are quantizations of special Casimirs (5.2) of the A,-
j=1
quiver introduced in the next section.
To obtain a full-dimensional (not upper-triangular) form of the matrix Agen let us consider adjoint action
by any transport matrix:

Theorem 4.5. Any matrix A% := MTSTDA"DSM,, where M, is a normalized quantum transport matrix
satisfying commutation relations of Theorem 2.12 such that its elements commute with those of A" = MT M,
and D is any diagonal matrix whose entries commute with each other and with all entries of M, and Al
satisfies the quantum reflection equation of Theorem 4.2. O

The proof is again a direct computation; note also that if we represent A" = MT Ma, then M} = M;DSM,,
and M) = MyDSM, satisfy commutation relations (2.15) and (2.16) and Al := M, T M), then satisfy the
quantum reflection equation.

In the semiclassical limit the quantum reflection relation (Theorem 4.2) leads to a Poisson bracket on the
set of the matrices that are represented as a product MT Ms. By Theorem 4.2 the push forward of the Poisson
bracket on the moduli space of pinnings Ppgr, s induces a Poisson bracket on the set of matrices factorizable
as MT M, that is an open subset F in the space B of nondegenerate upper-triangular matrices. It is well known
[9] that A, is a Poisson subvariety of F. We show in Section 5.1 that the set A, of unipotent matrices is
obtained from F by fixing the values of Casimirs K; = 1,i=1...n — 1 defined by Equation 5.2.

Summarizing, we obtain the following result.

Corollary 4.6. The Poisson bracket on Ppgr, s induces canonical Poisson structure (1.6) on the space of
unipotent upper triangular matrices A,,. O

5 The quiver for an upper-triangular A and the braid-group action

In this section we consider classical commutative ring of functions on the set A, of upper-triangular
matrices and commutative Fock-Goncharov parameters equipped with the corresponding Poisson brackets. We
first construct the quiver corresponding to the log-canonical coordinates on A,, and, second, present the braid-
group action on A, via chains of mutations in the newly constructed quiver. We would like to notice that the
quasi-cluster braid group action on the transport matrices and therefore on the framed moduli space Ppar,,
was constructed in [26]. However, our construction seems to be different.

5.1 A,-quiver
In this section we will show that the classical space A, can be described as a Poisson submanifold ¢/ in the

Poisson cluster variety with A,-quiver (see definition below). In this section we assume that classical matrices
M; and M; have commutative entries.
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Let us have a closer look on the structure of matrix entries of the product (A),; := (M?Mg)ij =

>k (M1)ki(Ma)r;. All monomials contributing to (M) contain the same factor Hle Zion—i and all
monomials contributing to (Ma), ; contain the same factor Hle Zy—i,i,0, S50 the dependence of all elements of
(A)ij on the frozen variables Z; 9 ,,—; and Z,,_; ;o is via their pairwise products, and we therefore amalgamate
these variables pairwise thus obtaining a single new variable

Zi = i,O,n—iZn—i,i,Oa 1= 1, e, = 1. (51)

This results in a “twisted” pattern shown in Fig. 22.

Theorem 4.2 states that the map from the Poisson space of Fock-Goncharov parameters of PG L,-quiver
to the space of the upper triangular matrices is Poisson. In particular, all Casimir functions of PGL,-quiver
(Lemma 6.1) remain Casimirs with respect to the induced Poisson bracket on the upper triangular matrices.
They are addressed in what follows as ”original Casimir functions”. Explicit monomial forms of | % | generators
of the ring of Casimirs for PGL,, quiver are described in details in Section 6.1.

As a result of the amalgamation procedure we obtain new quiver which admits additionally n — 1 new
independent Casimirs depicted in Fig. 23 (see Lemma 6.5): Note that each of the new Casimirs K; is again a

monomial expression
n—i—1

i—1
Ki=23 i |1 Ziicin—iZi 11 Ziim—ims: (5.2)
j=1 j=1

which contains exactly one square of one of the frozen variable Zy ; ,,—;, and we have exactly one such Casimir
per every frozen variable Zy ; ,—;. Notice that the jth diagonal element (A),, := (M?Mg) = (M1)ii(Ma)y =

%

H;:1 K. In particular, setting all K; = 1 we obtain a unipotent upper-triangular matrix A.

Theorem 5.1. The collection of Fock-Goncharov parameters Zgp., a+b+c=n, 1<a,b,c<n—2 and
Z;i, 1=1,...,n—1 equipped with the log-canonical Poisson bracket

{Zabc; Za/b’c/} = )\(a; bv (6% a/a b/a C/)Zacha’b/c’v
_{Zk; Zabc} = {Zabc; Zk} = M(aa b7 (6% k)Zachk;
{Zk, Zk/} = I/(k; k/)Zka/,

1, ifa =a—-1,0'=bc=c+1,0orad =a,b=b+1,c/ =c—1,

ora’ =a+1,0=b—-1,c =¢

where constants  A(a,b,c;a’ 0, ) =< -1, ifad =a+1,0'=bc =c—1,orad =a,b=b—-1,c/ =c+1,
ora =a—-1,0=b+1,c =c¢
0, otherwise;
wla, b, c; k) = paax(a, b, c; k) + pasa (a, b, ¢; k),
1, ifk=a+1,b=1; ~1, ifk=bc=1;
(@, b,csk) =< 1, ifk=a,b=1; and i (a, b, 6 k) =< 1, ifk=b+1,c=1;
0, otherwise 0, otherwise;
1, ifk=kK+1lork=n—-1FkK =1,
and v(k,K')=¢ -1, ifk=k+lork=1kK=n-1,
0, otherwise.
form the log-canonical system of coordinates on the space of unipotent upper triangular matrices 4,, with
respect to the canonical Poisson bracket (1.6). O

Remark 5.2. The entries a;; of unipotent upper triangular A € A,, are expressed through Zg,. and Z; as a
sum of weights of paths, where the paths entering in the sum and their weights are explained on Figure 16;

1 41
each weight is a product of Z;tbi and Zl.i2. O
Proof. Let us change the system of coordinates in A,, replacing Zg ; ,—; by (Ki)l/Q. Note that K; is a Weyl
ordering of positive essentially self-adjoint operators Z,;., hence a positive essentially self-adjoint operator.
Therefore, its positive self-adjoint fractional power is uniquelly defined. Clearly, it is nondegenerate change
of coordinates. Fixing values K; =1 leads to a Poisson submanifold A,. Elements Zg,., b+ c=mn are
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dependent of all other Fock-Goncharov parameters through equations K; = 1, elements Z; 9 ,,—; and Z,_; ;0
enter A = MT Ms only pairwise as described by (5.1). We noted already that all Fock-Goncharov parameters
parametrize symplectic leaves of A,. Comparing dimension of 4, with the number of parameters left after
removing Zo ; n—; and replacing pair (Z 0,n—k; Zn—k.k,0) Dy Z;, we can conclude that Z;, i=1...n—1 and
Zapc, 6 > 0 form log-canonical coordinate system on A,,.

It is straightforward to check that expressions in Theorem 5.1 for the Poisson bracket of pair of functions
from the union {Zup.} N {Zx} correspond to the quiver obtained by the following construction.

Poisson bracket on A,, is described by a quiver obtained from PGL,-quiver by the following steps. First,
we remove vertices corresponding to frozen variables Zg ; ,—;. Second, we glue vertices Zj o n—k and Z,—_j k0
into the vertex Z; and then unfreeze it. Note that the connected part of the resulting quiver, which we call the
A, -quiver, contains only unfrozen variables. A most symmetric way of vizualizing this quiver is to “cut out” the
half-sized triangle located in the left-lower corner, then reflect this small triangle through the diagonal passing
through its left-lower corner preserving the incidence relations for arrows in the both parts of the quiver, then
glue pairwise the amalgamated variables Zy 0 ,—r and Z,_j k0. Example of the amalgamation operations for
As is shown below.

Note each of |n/2] original Casimirs of the PGL,-quiver gives rise to the corresponding Casimir element
of the A, -quiver

n—k—1 k—1
Cr = Zy, H Zkin—k—iZn—k H Ln—k,jk—j» (5.3)
i=1 =1

and in figures representing A,,-quivers, cluster variables of sites of the same color contribute (all in power one)
to the same Casimir. We present the A,-quivers for n = 3,4,5,6 in Fig. 13 where we indicate [n/2] independent
Casimir elements depicted in Fig. 24.

Since all Casimirs of A € A,, are generated by A-power expansion terms for det(A + AAT) (see, [3]) and
by Ci,...,Cl, 9, we automatically obtain the following result

Lemma 5.3. The coefficient of A\* of det(A + AAT) is a function Py(Cy,. .., Cin/21), where C; are Casimirs of
the A,-quiver.* O

Remark 5.4. In the cases n = 3 and n = 4, the constructed quivers are those of geometric systems: these cases
admit three-valent fat-graph representations in which X-cluster variables are identified with (exponentiated)
Thurston shear coordinates z, enumerated by edges of the corresponding graphs, and nontrivial commutation
relations are between variables on adjacent edges; for n = 3 and n = 4 these graphs are the relative spines of
Riemann surfaces ¥1,; and ¥ 2 depicted in Fig. 14; the Laurent polynomials for entries of A coincide up to a
linear change of log-canonical variables with the expressions obtained by identifying these entries with geodesic
functions corresponding to closed paths on these graphs; for more details and for the explicit construction of
geodesic functions, see [6], [8]. Note here that, likewise all a; ; constructed in this paper, all geodesic functions
for all surfaces X,  are positive Laurent polynomials of e?al/?, O

* Py, are polynomial functions whose explicit expressions were found in [13].
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n=3 n=4 n=>5

Fig. 13. A, -quivers for n = 3,4,5,6.

Fig. 14. Fat graphs I'; ; and I'; 5 corresponding to the respective quivers for A3 and A4. We indicate closed
paths that produce elements a; 2 € A € A3 and a1,2 and a3 of A € Ay. For example, setting all Z, =1 for
simplicity and using formulas from [6] for the corresponding geodesic functions we obtain a1 2 = tr(LR) = 3 in
Az and a1 2 =tr(LLR) =4 and a; 3 = tr(LLRR) = 6 in A4, where L = H (IJ] and R = [(IJ H are matrices of
the respective left and right turns of paths occuring at three-valent vertices of a spine. It is easy to see that the
above a; ; coincide with those in Example 2.7.

5.2 Braid-group action through mutations

Our second major goal in this paper is to find a representation of the braid-group action from Sec. 1.2 in
terms of cluster mutations of the A, -quiver. In this section we find cluster expressions of generators of braid
group action on the classical space A,. It is well-known that for A belonging to a specific symplectic leaf in
A, its matrix elements a; ; are identified with the geodesics functions. In this leaf, braid-group transformations
correspond to Dehn twists along geodesics corresponding to geodesic functions a; 41 on X4 s (n =2g + s and
s =1,2). We know that every Dehn twist on a Riemann surface £, ; is a sequence of cluster mutations since it
can be presented as a chain of mutations of shear variables on edges of the corresponding spine I'y ;. Whereas,
for n = 3 and n = 4, generic symplectic leaves in A,, are geometric and the corresponding mutation sequences
are identical, for larger n the generic symplectic leaves become essentially different and we have to reinvent a
braid group action. Knowing the answer for n = 3 and 4 helps in guessing the answer for a general n. We begin
with the example of As-quiver:
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AA.A. .
A B ..

Fig. 15. The braid-group action represented on the union of two triangles, each of which is the copy of the
Ap-quiver, for n =5 and 6. The dotted line indicates the line of the triangle gluing. Dashed blocks enclose
cluster variables sequences of mutations at which produce elementary braid-group transformation 3; ;41: every
such sequence commences with mutating the lowest element inside a box (corresponding to a six-valent vertex),
then its upper-right neighbor and so on until we reach the upper element, mutate it, and repeat mutations at
all inner elements in the reverse order. So, every such braid-group transformation is produced by a sequence of
2n — 5 mutations in the corresponding A,,-quiver.

The following chain of mutations (3.4 = 1 paptapioftr = Ss.4 preserves the form of the original quiver with
the interchanged vertices 3 and 4, where p; is a mutation at vertex <.

A convenient way to represent a set of elementary braid-group transformations for a general A, quiver
is the process schematically depicted in Fig. 15 below: we take another copy of the triangle representing the
quiver, reflect it and glue the resulting triangle to the original one along the bottom side of the latter in a way
that amalgamated variables on the sides of two triangles match and the colored vertices representing Casimir
elements are stretched along SE diagonals. The sequences of mutations corresponding to elementary generating
elements f3; ;11 of the braid groups are indicated in the figure.

Before presenting the result of the braid-group transformation, we describe contributions of cluster variables
located at sites of the A,,-quiver to a normalized element a;; € A with ¢ < j. (Note that this normalization is
different from the one we applied to obtain M; from M;.) Before normalization this element is homogeneous in
frozen cluster variables pp = Zo k n— and is proportional to the product HZ:O pi HLZ L1 P We normalize this
element by dividing it by the product Hk o Kk T +1 K ll/ ? of Casimirs (5.2) thus eliminating the dependence

of A on p,;. This normalization changes the powers in which cluster variables enter sums over paths. We have
eight domains in total in the leftmost part of Fig. 16: let us describe two of them. In the domain labeled “a,”
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/25 7 7 P
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Fig. 16. Paths contributing to a; ; in the glued A, -quivers. In the left picture we indicate contributions of
cluster variables of PG L, quiver into a normalized element a; ;: we schematically draw two paths: the upper
path corresponds to (M) and the lower path corresponds to (Ma)g;. All cluster variables above the first path
enter in power two and all variables between two path enter with power one into a nonnormalized expression; we
then normalize it by the products of cluster variables entering the product of Casimirs H;:O Ky, {:i n K ll/ 2
The resulting pattern is presented in the middle picture: cluster variables enter with powers 1/2 or —1/2 and
variables from empty areas do not contribute. In the rightmost figure we take another copy of the A,,-quiver and
attach it as in Fig. 15; two domains in the original triangle then constitute a parallelogram with a continuous

path joining its opposite vertices.

nonnormalized variables enter with power 1 and each of them enters exactly one Casimir K with k£ < i and one
Casimir K; with ¢ + 1 <1 < j, so the normalization decreases the power by 3/2 and the total power with which
these variables enter the normalized element is —1/2. In the uppermost domain labeled “b,” every element
enters with power two into a nonnormalized sum over paths and it enters two Casimirs K with k < i, so the
normalization add power —2 and the total power is zero. We indicate powers by different hatchings, which
overlap in the figure on the left; the resulting powers —1/2, 0, and 1/2 are indicated in the middle figure.

We then glue two copies of the PGL,, triangle in the rightmost part of Fig. 16: the union of two domains
containing cluster variables contributing into the normalized element a; ; is then a parallelogram with sides of
positive lengths j — 7 and n 4+ 4 — j, and in order to obtain the element a; ; we have to take a sum over all paths
inside this parallelogram starting at the vertex of the dual lattice located “beyond” NE vertex j and terminating
at the vertex of the dual lattice located “beyond” SW vertex ¢ (a standard exercise in combinatorics is that we
have exactly (]Z) such paths, cf. toy Example 2.7).

In the more detailed picture (Fig. 17), we indicate a part of the directed network inside which we take a
sum over paths from j to ¢ contributing to a;; (an example of such path is shown in light green color in the
Figure 17); all contributing cluster variables are confined inside the corresponding parallelogram. All cluster
variables inside the parallelogram and above a path contribute with power one to the nonnormalized matrix
entry. Normalization correction (as explained above) changes the power of each cluster variable above the path
and inside the parallelogram to 1/2. Similarly, all cluster variables inside the parallelogram and below the path
enter with the power —1/2. All variables outside the parallelogram do not contribute.

We now explore how cluster variables transform under chains of mutations 3; ;1. Recall that mutation
uz transforms any variable Y at the head of an outgoing solid arrow Z — Y as Y — Y (1 + Z), and at the
head of outgoing double arrow Z = Y as Y +— Y (1 + Z)? whereas a variable X joined to Z by an incoming
solid arrow, Z + X, transforms as X — X(1+ Z~1)~!, and for incoming double arrow, Z < X, we have
X = X(1+ 27172 Finally, uz(Z) = Z~! and quiver mutation is standard ([21]).

Before formulating the general statement, let us consider an example of such a quiver transformation for
PGLs. In this case we have a sequence of five consecutive mutations depicted in Fig. 18.
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Fig. 17. More detailed path weight: all cluster variables inside the drawn parallelogram and above a light
green path enter with the power 1/2 and all cluster variables inside the parallelogram and below the path enter
with the power —1/2. All variables outside the parallelogram do not contribute.

S

Fig. 18. The sequence of mutations producing a braid-group transformation in PG L5 case. The vertex at
which mutation takes place is painted black. Three vertices labeled %, %, and ** in the bottom and top parts
of the quiver are copies of the same three vertices; bold arrows connecting these vertices are two copies of the
same arrow in the corresponding quiver (which has to be taken into account when doing mutations). Arrows
between other vertices and between the above three vertices and the rest of vertices are summed up following
standard quiver rules. Note that after the second mutation, we obtain a double arrow % = xx*; at the last step
we interchange positions of transformed variables % and ** reconstructing the original quiver.
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Fig. 19. The transformation of variables under a braid group transformation f3; ;1. We indicate only variables
that are transformed under the corresponding chain of mutations. Note that the cluster variables Cp and A, (and
therefore C and A!) are two representatives of the same cluster variable taken from two different fundamental
domains; we use different letters to denote the same cluster variable only for making formulas in this section
uniform.

Till the end of this section we let r =n — 3 for brevity. Consider the following sequence of mutations
B=pBy - WB S B, - - By iB, (see Fig. 19). The net result of this chain of mutations is shown on the right
hand side of Fig. 19. Note that the resulting quiver is isomorphic to the original one when all the mutated
variables except 57 and S5 retain their positions, while the boundary variables S; and S5 are permuted.

Lemma 5.5. In the notation of Fig. 19, cluster variables transform as follows (recall that for brevity we set

r:=n—3):
By=By 2 p=1,...r A=Al p=0,..r—1 Cp=CplE k=1,...n
Nk Nk+2 Nk+2
S152B;---B
A;:C():AT"”“"H Si: 109 D1 r; Séz T2 ’
2 N1 SaB1--- B,

where

M2 =1, Npy1=1+952, 1 =1+ 5+ 55,
77T—1:1+52+SQBT+SQBTBT—1; ey 771:1+52++SQBTBI (54)

O

Proof. The proof of Lemma 5.3 is a long but straightforward calculation during which we may observe a regular
pattern moving along the strip of cluster variables affected by this chain of mutations: first in one direction,
then in opposite direction reconstructing in its reverse motion the original quiver with transformed variables
at vertices. The chain of quiver mutations is illustrated on Figure 18. Using the structure of quivers in the
mutation sequence the transformation of formulas for cluster variables is straightforward. u

Note first that Casimirs (5.3) of the A,-quiver are invariant under the transformation in Lemma 5.5. This
immediately follows from the equalities

A;CB;CC]ICil = AkBka_l, k= 2, e, T — 1,
A\BiA,.B/C] = A1 B A,B,C,,
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and (5.5)
S185ALC) = 5152A40C.

We now formulate the main statement

Theorem 5.6. The cluster transformations in Lemma 5.5 generate the braid-group transformations for entries
a; ; of the (classical) matrix A. O

Proof. The pivotal calculation is the transformation of quantities 7, defined in (5.4) under transformations
in Lemma 5.5. Let us denote by G the non-normalized transport matrix corresponding to matrix A. First, let
us compute the (non-normalized) element G; ;41 of G:

Gi1i+1 =m + SoB.---B1S1=1+8+ 5B+ -+ 5B.---By + 5B, B1S1. (56)
Then, after mutation sequence f; 41, we obtain

M =1+S81+81B, +S1B.By_y + -+ S1B.B._; - By

S1582B, ---B B, . N

+¥(1+_+BTBT_1 Mr+1 +"'+BrBr—1"'Bkﬁ)
Nr+1T Nr NrMr—1 Nk+1Mk

(note that 1+ B, /n, = (1+ S2)(1 + B;) /0y = 01 (1 + Br) /)
S1582B,---B1/1+B, B,B,_ B.B,_1---B
4 109 1( 4 1 NI 1 k)
m Mr MrMr—1 Nk+1Mk

=1

=1

1+ B, B, B, _ 1
<note that + + L ((1+ B,)(1+ Sy + S2By + 52 B, B;_1) + By Br_1)
Nr MrTr—1 rr—1
1 1+ B, + B,B,_
== (1+BT +B7‘Br—1)77’r - 1)
MrMr—1 Mr—1
o 71+S1S22BT"'B11+BT+BTBT71+"'+BTBT71"'B]€
Uit Nk

14 S182By - Bi(n, — 1) _ Gijit1 5158, By

M7k m MMk '

‘We therefore obtain that
Giiv1 5158, - B

P = ,k=1,...,r+2, 5.7
T m MmNk (5.7)

and o
G;,H—l = 77; + SiB;B;—l - ByS; = 17;:1 : (5.8)

We consider several cases of matrix entries a;;; the rest we leave for the reader. Note, first, the relations for
triples of the cluster variables:

A;€713;€0;€ = Ak_lBka, k= 1, ooy Ty and S{SéA; = 5152147«. (59)

In particular, these relations imply that the total product of all cluster variables is conserved.

For all elements a; ; we take into account their normalization by taking the sum over paths weighted by
products of cluster variables (in power one) inside the corresponding parallelogram and above the path and
dividing this sum by the product of all cluster variables inside the parallelogram taken with power 1/2.

We begin with the element

~1/2
aiiy1 = (S2By--- B1S1) / Giit1-
Since S B..--- B} Sy = S2B, --- B1S1n; ? we have that

—1/2
! _ !/ 1l i _
Q; 41 = (SlBr T 3152) i+l = Qii+ls

so, as expected, this element is preserved by the braid-group transformation f3; ;1.
We next consider an arbitrary element a; ., with (I,m) # (i,7 + 1). Note first that the normalizing factor
for any such element is a product of triples of cluster variables (5.9) taken either in powers 1/2 or zero; since
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all these triples are preserved by the transformation, all such factors are invariant under the transformation. It
suffices therefore to consider a nonnormalized sum over paths contributing to a; ,,. Consider a contribution of
cluster variables to paths that enter the pattern in Fig. 19 from the right between elements Cp_; and C, and
exit from the left between elements Ax_1 and Ap_o (with & < p). This path may cross the “B-line” anywhere
between Bj_; and B, and we have to take a sum over all possible variants. The corresponding contribution
therefore has the form

kp = CpChin - O x [t =] X SpAL ALy A
5158, -~ By 17k

- CpCpir - O X = (1 — X — A A

Mp+1CpLpti m P (M — Tip41) B, B o™ 1

= CpCerl te Cm(nk - 77p+1)SlAm te Akfl = Hk,p;

so all these elements are preserved, as well as all normalizing factors, and a} ,,, = @ m.
Consider now

i = (AL AGSIBL - BY) P g + ALy + ALAL )4+ ALAL - Al
Giiv1 5158, -- 'Bl) n
m mmnr+1

=(S1A, -+ AoS3B? - -- Bfng_Q)_l/Q [1 + A, (
712

G S15:B,.---B G S15:B,.---B
Jr(Ar"'Ak)nHlm( gl 9192 1)+~~'+(Ar"'140)mm( i+l D102 1)]
2 Uil M k+1 M2 Uil mm
7[1+Ar77r+1+"'+ArAr71"'A0771. Giit1 B 1+S1+S1Ar+"'+slAr"'A0:|
B (Ar---AgS2B,---B1)l/? (82B,--- B1S1)'/? (S14, - Ag)t/?

= i4205 541 — Gi41,i42-

Next,

—1/2
@ 1041 :(B; - B1S5C - Cé) (1 (Gliv1 = Ma2) + CUGl i — 1yy)
+C.C_(Glir—m)+-+Cr - Co(Gl iy — 77/1))
:—(Cr . 0052)1/2 (
_ 1 (
*(CT . 0052)1/2

1+ Cr + CTCT71 + -+ C’TCT,l cee Cl + C’TC’T,l cee C’lComH)
1+Cr+CrCry+ -+ CrCriy- - Cr+ CrCry - - C1Co(1+ S2)) = ai—1,:.

Proving the rest of relations we leave to the reader..]

6 Casimirs

In this section, we derive complete sets of Casimirs for all relevant (sub)varieties of cluster Poisson varieties
related to regular quivers associated to PGL,, and A, systems. All Casimirs in consideration are obtained as a
finite product of (rational) powers of Fock-Goncharov parameters Z;;, shown on the Figures below (red quiver
vertices carry contributing parameters, red numbers show the corresponding powers). All proofs are direct
calculations: to show that a given monomial is Casimir one can check that the total number of incoming
minus the total number of outgoing arrows weighted by the rational powers connecting any given vertex
of quiver with all vertices of the support of the monomial is zero, independence follows from the fact that
vectors of exponents of Casimirs are independent whereas their completeness follows from the known answers
for dimensions of symplectic leaves ( see [3]). Finally, to obtain quantum Casimirs by a quantization of a
Casimir monomial [], Z/* we need to take the Weyl ordering {[ [, Z.~% . This fact follows immediately from
the commutation relation [ Z/~Zs = ¢ Ta”"mZB',Ha Zes, with any Fock-Goncharov parameter Zg. Note
that for any Casimir [[, Z.~ the value (3 ro, ) = 0. In the rest of this section we consider only semi-classical
Casimir functions in commutative variables unless explicitly mentioned otherwise.

6.1 The full-rank PGL,-quiver

Lemma 6.1. The complete set of Casimir operators for the full-rank PGL,-quiver are L%J products of cluster

variables depicted in the figure below for the example of PG Lg: numbers at vertices indicate the power with
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which the corresponding variable comes into the product; all nonnumbered variables have power zero. All
Casimirs correspond to closed broken-line paths in the PGL,-quiver with reflections at the boundaries (the
“frozen” variables at boundaries enter the product with powers two, powers of non-frozen variables can be 0,1,2
and 3, and they count how many times the path goes through the corresponding variable. The total Poisson

dimension of the full-rank quiver is therefore % -3 - L%J O
2€=2
7
A A7
A \
AT j
272(— ] — (—\2
VAVAVAVAVARRVAVAVAVAY

Fig. 20. Three central elements of the full-rank quiver for PGLg.

Remark 6.2. All Casimir operators from Lemma 6.1 remain Casimirs for the full-rank GL,-quiver obtained
by adding three more cluster variables at the corners of the triangle (the variables Zs 0,0, Zo,6,0, and Zp o6 in
Fig. 25). If we include these three corner variables into the quiver, we have to add one more Casimir operator
which is the product of all frozen (non-corner) variables along all three boundaries of the PGL,-quiver taken
in power one and the product of three corner variables taken in power three. o

For completeness, we also present Casimirs for a reduced quiver in which we eliminate one of the three sets
of frozen variables. The remaining n(n + 1)/2 — 1 variables are those parameterizing, say, the transport matrix
M, (for My we have to remove another set of frozen variables). In this case, every Casimir of the full-rank quiver
has its counterpart in the reduced quiver except the element that is represented by a triangle-shaped path in
the full-rank quiver (such an element exists only for even n), which has no counterpart.

Lemma 6.3. The complete set of Casimir operators for the reduced PG L,,-quiver are L"—lJ products of cluster

variables depicted in Fig. 21 for the example of PGLg: numbers at vertices indicate the power with which
the corresponding variable comes into the product; all nonnumbered variables have power zero. All Casimirs
correspond, as in Fig. 20, to closed broken-line paths in the corresponding full-rank quiver with reflections at
the boundaries (the “frozen” variables at boundaries enter the product with powers two), but now the path
is split into two parts separated by two reflections at the side of the triangle that corresponds to the erased
frozen variables; these two parts enter with opposite signs; the corresponding Casimir therefore contains cluster
variables in both positive and negative powers. As in the case of full-rank quiver, these powers count (with
signs) how many times the path goes through the corresponding variable). The total Poisson dimension of the

reduced PGL,-quiver is therefore w —-1- L"—’lj O

2
/? \ (%
ft- %
"t_ 4%; =2
- 2= ()= 1(—-1(—0(— 2 \ (—1(—\&

\% V7 Vv
Fig. 21. Two central elements of the reduced quiver for PGLg. Every element of the complete quiver in Fig. 20 has
its counterpart in the reduced quiver except the third element.

In our construction below, an important role is played by the additional Casimir that appears if we add
the variable (0,0,6) at the summit of the triangle corresponding to a reduced quiver. In this case, besides the
Casimirs in Lemma 6.3, we have one more central element D described in the following statement.
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Fig. 23. Five new central elements of the main quiver for PG Lg due to amalgamation. (We use these central elements
to set all diagonal elements of the upper-triangular matrix A = M{FMQ to be the unities.)

Lemma 6.4. The complete set of Casimirs for the reduced PGL,-quiver with added the (“frozen”) cluster
variable (0,0,n) comprises all Casimirs described in Lemma 6.3 plus the element D; given by the following
formula. Let us enumerate the plabic weights Z; ;  as in Fig. 25 by three nonnegative integers (i, j, k) with

i+ j+ k =n. Then the element
- k/n
Dy = H{ I 2" } (6.10)
k=1 i+j=n—Fk

is central for the subset of Z; ;; with k > 0. Moreover, the only elements that have nonzero homogeneous
commutation relations with Dy are Z, 9,0 and Zg 0. O

Fig. 22. The amalgamation of the quiver corresponding to the triangle 3¢ 1,3 (The example in the figure corresponds
to PGLg).

6.2 Casimirs for the upper-triangular matrices

Entries of the matrix A := MT My depend on all variables of the PGL,,-quiver, but due to the transposition,
two sets of the frozen variables become amalgamated, that is, only their products appear in the entries of the
matrix A. We explicitly show this amalgamation in Fig. 22.

It is easy to see that all Casimirs from Lemma 6.1 remain Casimirs in the amalgamated quiver (just
four, or two, depending on the Casimir element, frozen variables become pairwise amalgamated). More, this
amalgamation results in the appearance of n — 1 new Casimirs; in Sec. 5 we have used these new Casimirs
to eliminate the dependence of A on remaining n — 1 frozen variables: diagonal entries of A = MT M, are
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Fig. 24. Three remaining central elements of the full-rank quiver for PGLg after amalgamation and setting the
diagonal elements of A equal to unities.

particular products of these Casimirs in classical case and ¢~'/2 multiplied by a product of such Casimirs in

the quantum case , and we adjust the values of these Casimirs to make all diagonal elements of A equal to the
unities in the classical case and ¢~/2 in the quantum case (recall that all quantum Casimirs are assumed to be
self-adjoint operators).

Lemma 6.5. The complete set of central elements for the amalgamated quiver in Fig. 22 comprises n — 1 new
Casimirs depicted in Fig. 23 for the case of PG Lg and [%J central elements (products of old Casimirs with the
new ones) depicted in Fig. 24. O

7 Quantum Grassmannian and measurement maps

7.1 Non-normalized quantum transport matrices

We add additional vertices labelled (n,0,0), (0,7,0) and (0,0,n) to the quiver of Fock-Goncharov parameters
Zape and construct dual planar bicolored (plabic) graph G ( Figure 9). Then, we define non-normalized quantum
transport matrices M; and My as quantization of boundary measurement matrices of graph G introduced by
Postnikov in [37]. Namely, we assign to every path P connecting a source of G to a sink a quantum weight w(P)
that is element of the quantum torus T. We define the boundary measurement between source p and sink ¢ as
Mpg = Z w(P). Finally, note that G has n sources and 2n sinks, we organize boundary measurements

path P:p~q
Mg into 2n x n matrix that we divide into two n X n matrices M; and Mo.
Vertices of G are colored into black and white color as follows: a black vertex has two incoming arrows and
one outgoing, while a white vertex has two outgoing and one incoming arrows.
We equip faces of Figure 25 with weights Z,, associated with the corresponding vertices of graph Figure 8.
We define the quantum weight of a maximal oriented path in G by formula 2.11 (see Fig.25).

Example 7.1. Consider the triangular network of PGL3 (Fig. 26)

Normalized quantum transport matrices have the following form:

1 1.+ -2 2 1 -3 1 -1 2 2 1 1 2
45: (Z0212111) 3 2152013 Zany ¢ q6: Zyy3 (Z1022102)3 (2113 + ZP31) 25, ¢ 45: (Z102Z012) 3 (Zo21 Z111 Z201) 3 :

— _5 1 -2 _5 1 1
My = —q 6:(Zo21Z102Z111Z201) 3 Zgq3 ¢ —q 6:(Zo21Z102Z111Z201) 3 Z, 0
_ 11 _1 _
g 6 :(Zo21Z111Z201) 3(Z102Z012)

wino

: 0 0
M1 = QSD;th where Dl = ..Z0521Z1§02Z1§11Z()();;Z(%QZQE(H: and
Zooss 0 0

My = 2003 2102% 2012200321024 0
2Z003Z102Z201% 2Zo12(1 + Z111) Zo0s Z102 2201 “Z021 20122111 Z003 21022201
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Fig. 25. Face and path weights of G. Faces are labeled by indices i,j,k€Z, i+ 7+ k=6, the corre-
sponding Fock-Goncharov face weight is denoted by Z;;;. The weight w(P) of the blue path P is w(P)=
202420152114 7006 2105 22042303 Note that corner faces do not carry Fock-Goncharov variables and don’t contribute to
the normalized transport matrices M; and Ms>. However, they do contribute toward non-normalized transport matrices

M and Ms.

Fig. 26. Face and path weigths of Gpgr,. Triples 4,5,k € Z, i + j + k = 3 label faces.

Similarly,
1 1 2
0 0 q6:(Z2102111Z012) 3 (Z120Z021) 3 :
My = _5/6 1 -1 -1 1 -1 2
2 = 0 —q %% (Z2102111Z012) 3 (Z120%021) 3 :  —q 6:(Z2102111%012)3 Z158 Zihy ¢
- -2 -1 —uo -3 -3y 3 -3 -3 -u -3 1.-%.3
g 6 :(Z210Z111Z012) 3(Z120Z021) 3 : q@ 6 :Z55(Z17 +2Z711)25122190 Zoay @ 4 6t Zoyp (Z111Z012) 3 Z195 Ziay ¢
My = QS2D; ' Dy "My, where Dy = 373002202 2313 72(3 7113 7113« — +(D;) and
2= o1 2 o/Vi2y 2 T 43004201 102 421041114120 — 1
200323002201 Z102% 42003 Z300(1 + Z111) Zo12Z201 Z102% 200324300240214111 4012420141024
My = 0 2003243004210411140124201 41024 20032430042104021 411140124201 4102%
[ ] [ ]
0 0 e 2003 430041204210 40214111 20122201 Z102%

Notice that both M; and My are non-normalized quantum transport matrices of network shown on

Figure 26.
(]

7.2 Quantum Grassmannian and proofs of Theorems 2.12 and 3.2
We now prove Theorems 2.12 and 3.2 utilizing the notion of plabic graphs introduced by Postnikov in [37].

Remark 7.2. The semi-classical statement of Theorem 2.12 (see Remark 2.16) was proved in [24]. O

Following [37] we call a planar network an embedded in the disk D oriented graph with trivalent vertices
inside D (which are neither sources nor sinks) and univalent sources and sinks on the boundary 9D (sources are
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separated from sinks) and whose faces are equipped with weights. We assume that the both sets of boundary
vertices: the set of sources and the set of sinks are nonempty. An example of such planar network N is drawn
on Figure 27 in rectangle R with sources on the right side and sinks on the left side.

Fem====—-—

Fig. 27. Network N in rectangle R.

Denote by Faces(N) the set of faces of network N. Faces in Figure 27 are labelled by Greek letters,
namely, Faces(N) = {a,S,7,0,e}. Represent Faces(N) as a disjoint union of two subsets Faces(N)=
Facesg(N) U Faces;(N) where Facesg(N) contains all faces adjoined to the boundary 0D and Faces;(N)
contains the faces which are not adjoined to dD. In Figure 27, Faces(N) = Facesg(N) = {«a,f,7,0,€},
Faces;(N) = @. Consider the integer lattice A which is a free abelian group whose generators are elements
of Faces(N) and vector space V = Q @ A. We equip A with the integer skew-symmetric form ( , ) as described
below. Note that the form on A induces a form on V which we will also denote as ( , ).

Definition 7.3. [37] A planar bicolored graph, or simply a plabic graph is a planar (undirected) graph G,
without orientations of edges, such that each boundary vertex b; is incident to a single edge and all internal
vertices are colored either black or white. A perfect orientation of a plabic graph is a choice of orientation of
its edges such that each black internal vertex v is incident to exactly one edge directed away from v; and each
white v is incident to exactly one edge directed towards v. A plabic graph is called perfectly orientable if it has
a perfect orientation. O

Let us transform the oriented graph G of network into plabic graph GP! by coloring inner vertices of G’ into
black and white colors according to the rule: black vertex has two incoming arcs and one outgoing; white vertex
has one incoming and two outgoing. We forget boundary sources and sinks so that any arcs connecting inner
vertex to the boundary one becomes a half-arc (see Fig. 29). For a plabic graph G?' we define an oriented dual
graph (GP!)* as follows. Vertices of (GP!)* are faces of GP!. For every black and white vertex = of GP! we define
3 arcs of (GP!)* that cross half-edges attached to z in counterclockwise direction if z is black and clockwise
direction if = is white (see Fig. 28).

-

Fig. 28. Dashed blue arcs are edges of the dual graph (GP!)* around black and white vertex of GP'.

For 0, ¢ € Faces(N) let #(6 — ¢) denote the number of arcs from 6 to ¢ in (GP!)*.

The skew-symmetric form ( , ) on A is defined by the formula

(0,0) = 5 (#(0 = ¢) — #(¢ = 0)). (7.11)

N~

Example 7.4. The plabic graph and its dual for the network Fig. 27 are shown on the Fig. 29.
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Fig. 29. Arcs of plabic graph GP! corresponding to network N on Fig. 27 are black solid lines; arcs of its dual (Gpl)* are
dashed blue arrows. Then, (o, 8) = —1/2,(«a,6) = 1, {a,y) = —1/2,(B,€) = 1/2,(B,9) = —1,(7,0) = —1/2, (5, ¢) = —1/2.

O

Let Z-lattice A be generated as an abelian group by elements of Faces(N) equipped with the skew-
symmetric integer form ( , ), T be the corresponding quantum torus, and (T)l/ " be the quantum torus
corresponding to %ZNX It is well-known that a quantum torus is an @re domain [1] and we denote by the F
the corresponding non-commutative fraction field.

Set o = EOEFaces(N) 0 e %i& Let V be the quotient space V =V /o and A = A/o be the induced integer
lattice in V. Note that o lies in the kernel of the skew-symmetric form and its push forward to V' is well-defined.
Abusing notation we will use ( , ) for the induced skew-symmetric form on V. Dual lattice A* = Hom(A, Z).

We construct quantum torus T (Y'/") associated with the lattice A(1A). Observe that Z, belongs to
the center Z(Y'/") and Z, — 1 can be factored as (Zj - 1)((Zj)"’1 + (Zj)"’2 + -+ 1). Define the non-
commutative localization F = U~1T1/" where ¥ is a complement in T'/” to the minimal two-sided ideal
containing all zero divisors. Elements of F can be written as elements of F modulo the relation Z, = 1.

It was mentioned in the proof of Corollary 4.3 that every face weight Z, € F corresponding to a face

a € Faces(N) is a self-adjoint operator in L?(R¢) having a continuous spectrum (0, c0). Then a rational %—power

(Za)% is a self-adjoint operator with positive spectrum.

We call a plabic network with weights in F a quantum network.

Let p be the maximal oriented path from a source ¢ on the right to the sink j on the left of a network.
Complete p to an oriented loop p by following path p from 4 to j first and then closing the loop following the
piece of boundary of the rectangle in the clockwise direction from j to .

The oriented loop p defines a covector p € A* as follows. (We use the same notation for the loop and
induced covector.) Let r be a half infinite ray with starting point inside face o and directed towards infinity and
q1,---,qs be intersection points of r and loop p, T; be the unit direction vector of r, T, p is the unit tangent
vector to p at ¢;. We assume that r is chosen generic, i.e., for all g; vectors Ty and Tj;,p are linearly independent.

We define the intersection index indg, (p,r) of p and r at g; to be 1 if orientation of basis (T}, p, Tr) coincides
with counterclockwise orientation of the plane and —1 otherwise and define p(«o) = 2;21 indg,; (p,r). Note that
p(a) depends neither on exact position of starting point of r provided that the starting point varies inside the
same connected component of complement to p nor on the particular choice of ray r with the same starting
point. Since any face « lies entirely in some connected component of p we conclude that p(«) is well defined.
Clearly, p € A*.

Assign to any path p a vector v, = ZQGFGCGS(N)ﬁ(a)a € A. In the example in Section 2.5 where any
maximal oriented path p is non-selfintersecting the vector vy, is the sum of all faces to the right from the path.

Set the weight w,, of the path p as w, = Z,.

Let S be the set of all sources of N, F' be the set of all sinks. Define for any source a € S and sink b € F' a
quantum boundary measurement Meas,(a,b) = Ep:awb(—l)cmss(p)wp, where the sum is taken over all oriented
paths p from a to b where the crossing index cross(p) is the number of self-crossings of the path p. Classical
boundary measurement is defined by Postnikov in [37], For the network in Section 2.5, no path is selfcrossing
and Measq(a,b) = > ., ., Wp-

Let n =S|, m =|F|. Define an m x n matrix @, of quantum boundary measurements as (Qq)pa =
(Measgq(a,b)) Note that we label rows of Q4 by sinks and columns by sources of N.

Za+3 Zy

In Example 27, the matrix @, = ZotBty Lot

Lot Bty+5 0

Define (m +n) x n quantum grassmannian boundary measurement matriz Q3" (N) of network N (we also

will denote it by QJ" if it does not create a confusion). Columns of QJ" are labelled by boundary sources

acS,beF"
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of network; rows are labelled by all boundary vertices. To describe matrix elements of Qq we introduce the
order of boundary vertex b € N, denoted by ordy(b) (or, simply ord(b)). Enumerate all boundary vertices of
N from 1 to m + n in counterclockwise direction. Let b € [1,m + n] be the index of boundary vertex. Let o(b)
be the number of sources among boundary vertices with indices from 1 to b — 1. The order is defined by the

b if b i t ;
formula ord(b) = o(®), . 1 ?S HOL & SOUKEE: Ty ot J(i) € [1,m + n] be the index of ith source, i € [1,n];
o(b) + 5, if bis a source.
J:[1,n] = [1,m + n] is an increasing function.

We define (Q97),; = {(_1)i+md(j)q_ ord) Meas,(i, j), if j is not a source;
q /3

q~ o9 §(J(i), 4), otherwise.
q—1/2 0
0 q73/2
Example 7.5. In Example 27 , the matrix QJ" = —q 2 Znyp qZ, |- O
*Q;QZaJrﬁJr'y q72Za+'y
4 " Zat By +s 0

Remark 7.6. In [37] a boundary measurement map is defined as a map Meas from the space Net,,x, of
networks with n sources, m sinks and commutative weights to Gr(n,m 4+ n). For each X € Net,, «,, boundary
measurements Meas(, j) form an (m 4 n) x n matrix Q9" which represents Meas(X). The space of (m 4+ n) x n
matrices with elements in Yy we denote by Mat (1) x5 (Y n) and the all invertible n x n matrices with entries
from Y form the group GL,(Yx). We say that an (m +n) x n matrix W € Mat (1)<, (T ) has rank n if
there is an element G € GL, (Y ) such that W - G has an n X n submatrix with nonzero terms on the main
diagonal and zeros everywhere else. The set of all (m + n) x n matrices of rank n is denoted by Mat{;,, ), (Tn)

The group GL, (Y ) of invertible n x n matrices with entries from Ty acts on Mat(,, |,y ,(Tn) by the
right multiplication. We define the homogeneous space Gry(n,m +n) as the right quotient Gry(n,m +n) =
Mat () xn(TN)/GLn (T ). For a given oriented graph embedded into disk with n sources and m sinks
n < m consider all possible networks with weights assigned to the arrows of the graph. The rank of the
corresponding boundary measurement matrix does not depend on the choice of weights but depends only
on the graph itself. In particular, if there is a collection of n non-crossing oriented paths connecting all n
sources to some n-element subset of sinks (as on Fig.29) then the rank of any network on this graph is
n. We call such graphs and associated networks mazimal. In what follows, we assume that the graph N is
maximal. We denote by QNet,,x, the space of such maximal quantum networks with n sources, m sinks and
quantum weights from Y. We define a quantization Meas, : QN ety xn — Grq(m,m + n) as the composition
QNetmxn — Mat(min)xn(Yn) = Grg(n,m +n). O

Definition 7.7. Two networks are equivalent if they have the same boundary measurements. o

Simple equivalence relations (M1-M3,R1-R3) on the space of networks ( [37]) are simple local network
transformations preserving boundary measurements. Please, note that in the figures below we draw the plabic
graph assuming that it is equipped with a perfect orientation. Different choices of compatible perfect orientation
give the same result.

The following claims generalize similar statements for commuting weights (cf [37]).

Define 6 elementary moves (M1-M3), (R1-R3) as shown below.

Fig. 30. Elementary move M1: Z{ = Z_c, Z§ = Zs + Zssc, Zoo = Za+ Zave, Zj =2 500 (=1 " Zgyje, Zh =
S (1T 2 e
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z. | z, Z. Z.,
_C ZF ZF
Zs | Zs Zs [ Zs
Fig. 31. Elementary move M2.
Z,, Z,
O
J
Fig. 32. Elementary move M3.
Z(Jl.
o0 i—
: Zj:l(*l)J 1Za+jc
Zg Zg+Zs .
Fig. 33. Elementary move R1.
——@
L]
Zu+ﬂ+e
——@
Fig. 34. Elementary move R2.
o—e
Z,
Z,
Fig. 35.

Elementary move R3.

Definition 7.8. Two networks are move equivalent if they are connected by a sequence of elementary moves
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The corresponding (move) equivalence is called quantum (move) equivalence.
The following result extends the results of [37] to quantum networks.

Lemma 7.9. Two quantum move equivalent networks are quantum equivalent. o

Proof. The proof follows [37]. Compared to the commutative case we just need to check one additional
condition that elementary moves transform families of face parameters satisfying commutation relations (2.1)
into families of face parameters satisfying the same relations. The cases R2,R3, M2, and M3 are evident. Let’s
consider M1 and R1. The case M1 is proved in [18]. We give the proof here for completeness.

We want to show that Z,, 7, 2", Z5 and Z; q-commute.

Note  that (, B+ (k+1)e) =(a,8) = (k+ 1) =(a+e€B+ke), hence  Z,Zj=(Za+ Zote)
S (1) Zg e = ¢! Pt Zoy gy while Z3Z = q (Pt Z, 50 Therefore, Z,Z), = ¢~ **PT9 7] 7).
Commutation relations for all other pairs of parameters can be checked similarly.

Different perfect orientations are in one-to-one correspondence with the almost perfect matchings (see [38]).
Up to evident symmetries, there are only two essentially different almost perfect matchings and, hence, we need
to check two perfect orientations. The straightforward computation shows that the elementary move M1 does
not change measurements for any choice of perfect orientation.

The case R1 is similar. n

Definition 7.10. ([37]) We say that a plabic network (or graph) is reduced if it has no isolated connected
components and there is no network/graph in its move-equivalence class to which we can apply a reduction
(R1) or (R2). O

The following statements are proved in [37] .
Lemma 7.11. [37] Any network is move equivalent to a reduced network. O
Lemma 7.12. [37] Two reduced equivalent networks are (M1-M3)-move equivalent. O

Definition 7.13. We call a maximal simple oriented path P = (po, p1,---,Pn), pi 7 p; for all i # j unequivocal
if there is no oriented path (pg,q1, ..., pe) such that gs # p, for all 1 < s <t and 0 <r < h. O

Let P be an unequivocal path in a network N € Net,, ,,. Reverse the orientation of P keeping face weights
we obtain the new network N'.

Lemma 7.14. Reversing the orientation of unequivocal path P does not change quantum grassmannian
measurement Meas,(N') = Measg(N). O

Example 7.15. Consider networks on the Fig. 36.

=== ==— === ==—

3 o 1 3
— 2 2
4 B 4
5 1 5 1
I i I i
I € I I € I
i — i —

Fig. 36. Changing orientation of the path P : 2 ~» 4 transforms network N on the left into network N’ on the right

The corresponding quantum grassmannian measurement matrices are

g1/ 0 g 172 0
i _20 q:;’/? o T Z; qfl_%weﬂﬂ
QI = ~q % Z 04 9 %Z, | and (QJ") = 0 Tz,
_Q;2Zoz+ﬂ+'y q_2Za+W ) 0 q_3/2
—q " ZatBty+s 0 —Q " ZatBty+s 0

1 0
Note that Q9"C = (QI" /, where C' = .
Qq (Qq ) <q1/2Z5 q1/226+e+ﬁ>
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Indeed, consider for example (QgTC)z;l = (QgT)gl + q1/2(QgT)32ZB =—q % Zoip+ q_3/2ZaZ5. Recall that

ZoZg = q 2 Zayp. Therefore, (Q4'C)3 =0 = (QgT);l. Similarly, we can prove equalities for all the entries of
these 5 x 2 matrices and we observe that Meas,(N) = Meas,(N') € Gr,(2,5). O

Proof of Lemma 7.14. Let N’ be the network obtained as a result of the change of the directions of all arrows
of the simple unequivocal path P in N from a boundary vertex a to a boundary vertex b. We will denote by
P~ the path in N’ obtained from P by orientation reversing. We assume first that the boundary vertices are
labelled so that 1 < a < b <m + n. Since path P is unequivocal there is only one path P from a to b, and
Qq(a,b) = wp. Moreover, any other path R from s to ¢ where both s and ¢ are distinct from a and b has at
most one common interval [V, W] with path P. The first point V' (counting from s) where two paths meet has
two incoming arrows and one outgoing and, hence, is colored black, the point W where two paths separate is
white (see Figure 37). Similarly, any path from a to a sink different from b separates from P at a white point;
any path from a sink different from a to b joins path P at a black point.

Let QgT be the quantum grassmannian bounded measurement matrix of the network N, (QgT)/ be
the quantum grassmannian boundary measurement matrix of N’. Let Fp C Faces denote the subset of
all faces to the right of the path P, vp = ZaeFP a. Then, wp = Zy,, Fp-1 = Faces\ Fp, Vvp-1 = —Vp,
wp—r =Zy, =2y, = (wp)~".

Consider first the case 1 < a < b.

Let s <a<t<b in the cyclic order of the boundary vertices (see Figure 37). Observe, wp_w ¢ =
Zotpt6 = $LB4500e = WamsV Wt ~wl;_1>v_>W_>b', = Wasvswot - (Qf)ave Since the equality holds for any
directed path from b to ¢, and 3Q))a(Qq)tas = YQq)ta(Qq)rn e=a"*(Qq)ta(Qq)p,, We conclude
that (Q;)tb ::(Q;)ab(QQ)ta: = :(Qq)l;zl(Qq)ta:: q_l/Q(Qq)ta(Qq);l- Similarly, (Q;)as ::(Q;)ab(Qq)bs: =
UQ0)p, (Qa)vss = a"*(Qq)bs(Qq)y,  and  (Qq)es= 2(Qq)bs(Qp)vs = a"/*(Qq)bs(Qy)ew. Therefore, (QF);, =
(Q9)ts + (QF )bs(QY")yy, = 0. Here, a, 3,7, 0 are appropriate subsets of Faces.

Fem===—— Fem===——

Fig. 37. Change of the orientation of the path P:a~+b, s <a <t <b.

In the same way we investigate all the remaining mutual positions of s,¢ and 1 < a < b which leads to the
following matrix identity. Let ag = J~1(a), fo be the index of source of X such that b lies between the source
fo and fo + 1 (equivalently, J(fo) < b < J(fo + 1). Note that ag < fo since a < b. Define n x n matrix C for
1 < a < b as follows

dij, if v <ag ori> fo;
Gy = ol @u)t it = an
q0i—1,5, if ag <1< fp.

Then, (QJ")" = Q¥C.

To study 1 < b < a, note that (QgT)/ = Q9" - C implies Q7" = (QgT)/ -C~! where C~! is obtained from C
by changing the signs of the off-diagonal elements and adjusting the powers of q. More exactly, define n x n
matrix C' for 1 < b < a as follows

51’]’; if i < fo ori > ag;
Cyy = § (~plieom2l 2 0@t it = a:
q_l(si-i-l,ja if fo <1< ag.

This observation proves Lemma 7.14 1 < b < a. n
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Proof. Now we will give another proof of groupoid relation ( part (iii) of Theorem 3.2). Consider the network
for Ppar, s shown for n =6 in Figure 25. The boundary measurement matrix QgT has size 3n x n. The top

n xn part U = (Qgr)[lm] is the diagonal matrix with jth diagonal elements q*jJr%; the middle part of the
quantum grassmannian matrix (Q9")(n41,2,) = ¢~ " M1S; and the bottom part (QF") 241,30 = ¢~ " M2S.

Let’s change the orientation of all snakelike right to left horizontal paths of the network Fig. 25. The result
is shown on the Fig. 38.

Fig. 38. This network is obtained by the simultaneous change of orientations of the snakelike horizontal bold paths
(colored blue). The big arrow shows the direction of non-normalized transport matrix Ms.

The orientation change of all bold paths (see Figure 38) leads to the new quantum grassmannian mea-

surement (Qgr)l. Its middle part is the submatrix ((Qgr)zn-rmn] = U, the bottom n x n part ((QgT)I[Qn+1,3n] =

g "M3S. Using the fact that Q9" and (QgT)/ represent the same quantum grassmann element, we obtain
q "M15C=U, g"M35C =q "M3S. Find C from the first equation: C = Silelq"U. Substituting the
expression for C' into second equation we obtain My = M3SU ¢~ " M;. Note that US = SU'¢q~™, then

USMsy = (USMs)(USM,). (7.12)

0 Tl My = g USM DS, My = ¢ USM, 3Dy D7 Y. Equation 7.12
implies ¢2i USMy = g~ 27 (q2a USMs3)(q2a USM;). Multiplying both sides by *D7'D;'% on the right
we obtain M, = g2 (q2n USM;)(q2n USM. )WDY ' Dy s = ¢~ 2~ 20 (¢23 USMs) (g2 USMy) Dy ' Dyt =
q 22t (g USM3DTY)(g2n USMy) D3t We conclude that My = MsM;.

This is clearly equivalent to the second part of Theorem 3.2 T1T5T3 = 1. n

Commutation relations between face weights induce R-matrix commutation relations between entries of Q)
as described in the next lemma.

1 2 2 1
Lemma 7.16. R,,Q, ® Qq = Q4 ® QqR,, where R,,, R,, are given by formula 2.13. O
Proof. We will prove this statement using factorization of matrix ¢, into a product of elementary matrices.

Let Ni be a network in rectangle with m sinks on the left and n sources on the right. N1 can be presented as a
concatenation of elementary networks of two special kinds.

L

a

1
=
A

Fig. 39. Elementary forks
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The boundary measurement matrix for each of the elementary piece (Fig. 39) has the form of an
m; X (m; — 1)-matrix

oo ©O o

’ tlz:Zf1:a tQZ:Zf1Zf2:a

o

7.5 0

OO OO o O

or an m; X (m; + 1)-matrix

t7 O
0 12

o O O

0 e o th=ne, ta=nZps, -

[} )
. 0 .

tiv1

0
0
0
Z
0

Therefore Q, = Hl X;, where X; = L; or X; =U,; is a rectangular matrix of variable size m; x m;y1
(miy1 = m; — 1 in the first case and m;11 = m; + 1 in the second.)

Note that quantum variables from different elementary pieces commute, commutation relations between
Zys;, and Z,, in one elementary fork piece X; are determined by the dual quiver. In particular, they give rise
to commutation relations between t;’s and Z,,. More exactly, ¢;’s commute with each other and commute with
Zq,; unless j = 1. More, Zg,t; = qtiZa,, Za,tie= q_1/2Zalt

It is clear that in order to check the commutation relations of Lemma 7.16, it is enough to check the

relations for 2 x 1 and 1 x 2 matrices.
2

1 2 1
For m; = 2,mip, = 1, let L; = <“> Then Ry, Li @ Li = L; ® LiRyp, ., . Indeed,

b
q 0 0 0 1 2 q 0 0 0 a?
0 1 0 0 a ® a 10 1 0 0 ab |
0 ¢g—gq¢ ' 1 0 b b)| 10 g—q¢t 1 0 ba |
0 0 0 ¢ 0 0 0 ¢ b2
qa® 2 1
| gba} _ a all .
) = 6)= ()]0
qb?
1 2 2 1
In a similar way, we can check relation R,,,U; ® U; = U; @ U; Rppy, ., for U; = (a b)
Then,
1 2 n no2 L 2 2
Rm1Qq®Qq:Rm1H 1®HX1 le 1HX1®X1HX12
=1 =1 1=2 =2
X1 @ X B, [[ X0 [[ Ko = = [ X0 @ [[ XiRon, = @y © Qylim,
=2 1+2 =1 i=1
This accomplishes the proof of Lemma 7.16. [ |

Corollary 7.17. Theorem 2.12 and Remark 2.17 follow from Lemma 7.16.

Proof. Indeed, it is enough to consider 2n x n matrix B of boundary measurements of the network shown on
Figure 25. Denote by M the top n x n block of @),, M3 is the bottom n x n block. @, satisfies R-matrix
relation 7.16. Choose subset of these relations between tensor products of elements of M; and Ms we obtain
Theorem 2.12. Relations between tensor products of elements of each matrix M; give Remark 2.17. n
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8 Directed networks with cycles

In this section we generalize Lemma 7.16 to the case of planar networks containing oriented cycles and sources
and sinks distributed arbitrarily along the boundary circle. The R-matrix formulation of commutation relation
of elements of transport matrices is not valid for more general networks with non-separated sources and sinks.
The corresponding statement is formulated in Theorem 8.3. For the case of networks with separated sources
and sinks the commutation relations of Theorem 8.3 coincide with those of Lemma 7.16.

Definition 8.1. We assign to every oriented path P : j ~» ¢ from a source j to a sink ¢ the quantum weight
w(P) =1 11 Zos
face « lies to the right
of the path P

where the product is taken with repetitions, O

Definition 8.2. For any planar directed network A/, define transport elements

(a, a) — Z (71)# self—intersectionsw(PaMa)

all paths a~a

where the sum ranges over all paths from the source j to the sink 7. This sum is finite for acyclic networks and
can be infinite for networks containing cycles. In this section, we let Greek letters denote sources and Latin
letters denote sinks. We draw these transport elements as simple directed paths a — a. o

Theorem 8.3. For any planar network, we have the algebra of transport elements:

" »
! [(oz,a),(ﬂ,b)] = (qfq )(O‘ab)(ﬂaa);
bl{_)ﬂ
a// >la a,b a)] = a';—;‘la a,a b)] =
bl( o [(e,0), (B,a)] =0, bl —, [(ev,a), (B,b)] =0,
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For acyclic networks these theorem was proven above; we now consider the case of network with cycles.
The proof is by induction, is rather technical and is contained in Appendix B where we treat in details only
cases with four distinct sources and sinks (the first three cases in the theorem).

9 Concluding remarks

In this paper, we have found the log-canonical coordinate representation for matrices A enjoying the quantum
reflection equation. We have also solved the problem of representing the braid-group action for the upper-
triangular A in terms of mutations of cluster variables associated with the corresponding quiver.

In conclusion, we indicate some directions of development. The first interesting problem is to construct
mutation realizations for braid-group and Serre element actions that are Poisson automorphisms in the case of
block-upper triangular matrices A (the corresponding action in terms of entries of a block-upper-triangular A
was constructed in [9]). We assume that it is not difficult to construct planar networks producing block-triangular
transport matrices M; and My enjoying the standard Poisson Lie algebra relations. Then A = MT M, will
satisfy the semiclassical reflection equation.

Next, we have a conjecture that describes explicitly quantum braid group action. Namely, the kth ge-
nerator of the braid group acts on every matrix element of A" by conjugation with U ,? = ¢2™ili where
aZﬁkH = 2cosh(27hly) (see [29]). It is interesting to analyze this action in quantum cluster coordinates.

Another direction of development is to study alternative system of log-canonical coordinates based on the
following semiclassical groupoid construction. Let B is a general matrix of Poisson-Lie group SL,, endowed with
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the standard semiclassical Poisson-Lie bracket. Explicit calculations in Sec.12 of [10] show that, solving the
matrix equation BABT = A/, where A and A’ are unipotent upper-triangular matrices, we obtain that entries
of A are uniquely determined (provided all upper-right and lower-left minors of B are nonzero); the Poisson-Lie
bracket on entries of B gives rise to the reflection equation bracket for entries of A, the mapping A — A’ is
a Poisson anti-automorphism, and finally, entries of A and A’ mutually Poisson commute. Therefore, having
a set X, of log-canonical coordinates for entries of B we automatically obtain that a;; € Z[eX~,e=X<] (the
determinant of the linear system determining a; ; is the product of central elements of the Poisson-Lie algebra
for B). We therefore obtain a hypothetically alternative log-canonical coordinate representation, this time for
admissible pairs (B, A).
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Appendix A Standard Poisson-Lie group G, its dual and induced bracket

Another description of the Poisson structure on the space of triangular forms 4,, as a push-forward of the
standard Poisson bracket on the dual group G* = SL7 to the set of fixed points of the natural involution was
given in [2].

A reductive complex Lie group G equipped with a Poisson bracket {-,-} is called a Poisson—Lie group if the
multiplication map G x G 3 (X,Y) — XY € G is Poisson. Denote by ( , ) an invariant nondegenerate form on
the corresponding Lie algebra g = Lie(G), and by V¥, VI the right and left gradients of functions on G with
respect to this form defined by

d t _ d t
(VIS0 = | SO, (VHR0.0 = 3| fe9X)

forany £ € g, X €G.

Let m>q,7<o be projections of g onto subalgebras spanned by positive and negative roots, my be the
projection onto the Cartan subalgebra b, and let R = -9 — <. The standard Poisson-Lie bracket {-, -}, on G
can be written as

U Bobe = 5 (ROVE ), V5 2) — (ROV™ 1), 9715)) (A1)

The standard Poisson-Lie structure is a particular case of Poisson-Lie structures corresponding to
quasitriangular Lie bialgebras. For a detailed exposition of these structures see, e. g., [4, Ch. 1], [39] and
[44].

Following [39], let us recall the construction of the Drinfeld double. The double of g is D(g) = g ® g equipped
with an invariant nondegenerate bilinear form (((£,7), (¢',7'))) = (§,&’) — (n,7'). Define subalgebras 01 of D(g)
by 04 = {(£,€) : £ € g}and 0_ = {(R4(§), R-(§)) : £ € g}, where Ry € Endg is given by Ry = 1(R +1d). The
operator Rp = mp, — Tp_ can be used to define a Poisson-Lie structure on D(G) = G x G, the double of the
group G, via

U1 Podo = 5 ((Bo(F212), 2 12)) — ((Ro(T2 ), 7°12)). (A2)

where VE and VE are right and left gradients with respect to ({-,-)). The diagonal subgroup {(X,X) : X € G}
is a Poisson-Lie subgroup of D(G) (whose Lie algebra is 9.) naturally isomorphic to (G, {,-},).

The group G* whose Lie algebra is 0_ is a Poisson-Lie subgroup of D(G) called the dual Poisson-Lie group
of G. The Poisson bracket {-, -}p induces the Poisson bracket on G*.

For G=SL, the dual group G*={(X;,Y_)} € By x B_ satisfying the additional relation
mo(X+)mo(Y-) = Id where B4 (B_) C SL,, are Borel subgroups of nondegenerate upper (lower) triangular matri-
ces.
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The involution tg« : G* — G* takes (X;,Y_) to (Y, X1).

The subgroup U, of unipotent upper triangular matrices is embedded diagonally in G*. The embedding
€:Uy — G* maps X € Uy to (X, X). The image e(U;) is the set of fixed points of involution tg«.

The image €(U.) is not a Poisson subvariety of G* however the Dirac reduction induces the Poisson bi-vector
IT (1.4) on Uy

To remind the definition of Dirac reduction we consider a subvariety X of a Poisson variety (V,{-, -} pp)
defined by constraints ¢; = const. The second class constraints are constraints ¢, whose Poisson brackets with
at least one other constraint do not vanish on the constraint surface.

Define matrix U with entries Uq, = {¢q, ¢} p5. Note that U is always invertible.

Then, Dirac bracket of functions f and g on X is

{f.9yp={f.9Yrs =Y _{f.0a}raUs {9} rs,
a,b

see [27] for details.

Appendix B Proof of Theorem 8.3

We consider all possible cases corresponding to the situation in which we close the sink a and the (neighbour)
source «. For a path (3,b) we have two possibilities:

¢

> ’ >

- -

- P mm————

We begin with observation that in both these cases,

:(a7 b) (av a’)n(ﬂ; a): = (av b) (av a’)n(ﬂ; a) = (ﬂv a’) (av a)n(a, b)v

where on the right we assume the natural order of the product of operators. The effect of closing the line between
a and « changes the transport element from [ to b: in the respective cases, we have

(35 = (8.8) = (B.0) oy (00). nd (35) = (8.8) + (B.0) 1y (0.D)

Here and hereafter, we understand rational expressions as geometrical-progression expansions in powers of the
corresponding operator. We also use the standard commutation relation formulas

1 1 1
[A’ 1+B} N 1+B[A’B]1+B v4, B,

and use the color graphics to indicate permutations of operators in formulas of this section: a pair of operators
painted red produces the factor ¢ upon permuting these operators in the operatorial product, and a pair of
operators painted blue produces a factor ¢~! upon the corresponding permutation; pairs of operators painted
magenta commute.

Below we have six cases of mutual distribution of sources {a, §,~} and sinks {a, b, c} (Note, that planarity
condition requires a and a always to be neighbour), and in each such case we have two choices of transport

elements: {(3,b), (v,¢)} and {(8,¢), (v,b)}, so, altogether, we have 12 variants to be checked.

Case 1. br= <! B Variant (a): {(3,b

S~—
—
2
)
S~—
—
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~ = 4.0 + () (0= OB
—(g—q ") (B,0)(7,a)

L ! -1 1
m(a,b)ﬁ-(ﬁ,a)pr(a,a)(q—q )(a’c)(%a)T,CL(a’b)
- (q - q_l)(ﬁaa)

1
m(a’ C)(’Ya b) + (6) a’) 1+ (a, a) ((M, b)(’% a’)

— (00 ey @ . g ()
1

=4 =) [(8:003:0) = (8.0 (1. 0) s (00 = (Br) gy (0 )1D)
+ (8.0 T (@ 0 0) iy (D)

+ (0= =0+ 07 B0 gy (@ ) ) Ty (00)

=(g—q ") (B, )(7,b)

1 -1 1
1+ (a,a) (a,c) - (q —dq )(ﬁab)(%a)m(a,c)

—@—q*M@MTI%%JMWNWMTI%EEWJ)

1 1
+ (ﬂ,a)m(avc)(%a)m(%b) - (%a)m(“ab)(ﬂva)i
(two last terms mutually cancelled)

1

=0 = 07) | ~n0) iy (00 ) Ty (000 — (1) [(8.), 5y (00
+(30) gy (0o D T 09
—1\(,,—1 -1 1 1 B
7(q7q )(q +(q7q )7(])(750’)1_’_(a’a)(ﬂaa)(a5b)1+(a,a)( 7C>*0

P —
\ 7
a‘:" “Tw
1
Case 2. b re ‘JI B Variant (a): {(8,b), (7, ¢)}.

—(%a)H(a’a) (¢—q ") (a,b)(B a)1+(a,a)( )
1 1
— () (OB g (D) + () Ty (D0 g (00) = 0
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=0 = 7)) (0D T (000 + () Ty (0~ 4 ) g 4
e e R R b jw) (@) + (0= 7)) g (@) (BD)
+ 000 T (D B Ty (6) = (B gy (0 ) gy 04
(two last terms mutually cancelled)
=~ =) [0 (00 ] @00+ ) 00 @ @)
010 g (0000 gy (000
~a=a)(la =07+ 07 = 0) (n0) g (B b g (000 =0
g -)--Q\
T
Case 3. br=  =l¢  Varant (a): {(7.0), (5.0)}
g l—_»__:-_: B
6010 = | (0:0) = ) gy @00): ((8:0) + (.0 gy 00)
== (= A — (- a ) a)(Br0) ({La) (,0)
— (4= 1)) g (400 ) gy (006 + (1= 40 (o) gy ()
— (00) gy DB Ty (00) + (0 Ty (090 g ()
(two last terms mutually cancelled)
- =00 [ (8.0) - (o) @)~ (- 0 gy (@5
~ (0= 07000 (8.0 o (000) + (0 = a7 ) (Be0) gy (- ) 0D g ()
~ (=00 |30 = G @0)] - (- O s 08
~(a=a)(la =) = ) 00 g (B ) 0D gy (00
=) |00+ g @) |80 - g en)| =~ - Ea E

Variant (b): {(v, ¢),

S~—
—

o>
S~—
—

T+ (@a)
1 ) 1
:_(’Yaa)1+(a,a)(q_q )(Oé,b)(ﬁ )1+(Oé,a)(a’0)
1 1
- (770’)1 + (Oé a) (Q,C)(ﬂ, ) ( ’a) (OL b)+ (57(1) (Oé,C) (Oévb)(W (l)m(()&,c) =0.
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— D - —
A

1 1
Case 4. 7 E" ": ¢ Variant (a): {(7,b), (8,¢)}
B b
- 1
(0.0, 007 = | (600 + v g @) (020) + (6.0 g (09|
N 1 . 1
:(q_q )("))?(1)1+<(}7(1)( )(a’b)_(q_q )(7 C)(ﬁ, )1+(o¢,a)(a’b)
+ (00 iy (@D (B0 i (000) = (o) T (0000 o) gy (00D =
Variant (b): {(7,¢), (8,b)}
3200, 000 = | (600 + v g @0 (0.0) = (5 0) g (0
1 —1 1
= = 08B 0) — (1= 0D ) 00
» 1
_(q_q )(7 a)1+(a7a)(a b)(ﬁac)
1 1 1
+ (’770’) 1+ (a,a) (avc)(ﬂaa)l T ( ’a) (O‘ab) - (35.,(1) (Oé a) (Oz,b)(’\/, (l) (a’a) (O‘ﬂc)

Y
NEEEEELy
d T«
1
Case 5. 7 E" =1 ¢ Variant (a): {(7,), (8,¢)}.

L
- 1 1
601,00 = |((0:0) + G0 gy @:0): (8.0 + (. gy o)

1 p 1 P _ _ 1
:(q_q )(’)) (1)1+<(}7(1)(,>-(/)(04,b) (q q )(7,0)(6,a)1+(04,a) (a’b)
+ (Vﬂa)m(aﬂb)(ﬂﬂa)m(avc) - (‘3,(1) 1+ Sa a) (a,c)(’\/,a) 1+ ( )(avb) =0.
Variant (b): {(7,¢), (8,b)}

— 1 1
0o T = |(006) + () gy @09): ((0:0) = (o) gy )
. 1 1
:_(q_q )(%a)l (a,a)(aab)(ﬁaa)l+(a7a)( ,C)
— (00) gy ) Ty (000 + () Ty (D0 0) g (000 = 0
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4 - A
e «E—of
Case 6. 7 E" ‘JI B Variant (a): {(7,b), (3,¢)}.
Dl b
1
200000 = | (600 + v g @) (1020) = (6 0) g (00|
=(q—q" "), ¢)(8,b) = (¢ — ¢ )5, a)m(w’- c)(a,b)
—1 1 -1

—(a—q )(%G)m(a,c)(ﬂ,a)m(%b) +(@—q )(%a)m(a,c)(ﬂ,b)
— (00 gy B0 T (000) = () Ty (009 ) g (@)

(two last terms mutually cancelled)

-1 1 _ —1
=0 [0+ 010 gy @00 |80 = G s et = (- A T

—
™

o>
S—
—

_ 1
3200, 000 = | (600 + v g @0 (020) = (5 0) g (00|
=—(g—q ", a)m(a, b)(B, a)m(av c)
- (7, a)m(% c)(B, a)m(aa b) + (5, a)m(aa b)(7, a)m(aa c)=0.

This concludes the proof of the theorem.
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