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Tight running times for minimum ¢,-norm load balancing:
beyond exponential dependencies on 1/e

Lin Chen* Liangde Taof José Verschaet

Abstract

We consider a classical scheduling problem on m identical machines. For an arbitrary constant ¢ > 1, the
aim is to assign jobs to machines such that ", C{ is minimized, where C; is the total processing time of
jobs assigned to machine 4. It is well known that this problem is strongly NP-hard.

Under mild assumptions, the running time of an (1 + €)-approximation algorithm for a strongly NP-hard
problem cannot be polynomial on 1/€, unless P = NP. For most problems in the literature, this translates

into algorithms with running time at least as large as 2°1/9) 4 M) For the natural scheduling problem
above, we establish the existence of an algorithm which violates this threshold. More precisely, we design a

PTAS that runs in 20<\/m> +n°® time. This result is in sharp contrast to the closely related minimum
makespan variant, where an exponential lower bound is known under the exponential time hypothesis (ETH).
We complement our result with an essentially matching lower bound on the running time, showing that our
algorithm is best-possible under ETH. The lower bound proof exploits new number-theoretical constructions
for variants of progression-free sets, which might be of independent interest.

Furthermore, we provide a fine-grained characterization on the running time of a PTAS for this problem
depending on the relation between ¢ and the number of machines m. More precisely, our lower bound only

holds when m = ©(4/1/¢€). Better algorithms, that go beyond the lower bound, exist for other values of m.
In particular, there even exists an algorithm with running time polynomial in 1/€ if we restrict ourselves to
instances with m = Q(1/elog?®1/e).

1 Introduction

We consider a classical scheduling problem on identical parallel machines. Suppose we are given m identical
machines and n jobs, each having a processing time p;. A feasible solution corresponds to an assignment of jobs
to machines. For a given assignment, let C; be the total processing time of jobs assigned to machine ¢, that is,
Ci=> i D Our objective is to minimize Y .-, C¥, where ¢ > 1 is an arbitrary constant. For either exact
algorithms or approximation schemes, minimizing 2111 C{ is equivalent to minimizing the ¢,-norm of machine
loads, i.e., (321", CH)1/9. In the standard 3-field scheduling notation by Graham et al. [13], this problem is
denoted as P|| >, Cf.

Our problem is well-known to be strongly NP-hard by a simple reduction from 3-partition. On the other
hand, a classic result by Alon et al. [1] shows that it admits a polynomial time approximation scheme (PTAS)
with running time f(1/¢) +n°®), where f(1/€) is doubly exponential in 1/e. Very recently, improved running
times have been obtained for P||Y", C{ and other closely related load balancing problems. Particularly, for a
variety of objective functions, which include both Y, C{ and the makespan objective Cpax = max; C;, Jansen
et al. [20] show that the problem admits a PTAS with a running time of 20(*/€) 4+ O(n). On the negative side,
for the makespan objective, Chen et al. [7] show that such a running time is essentially best possible under
the exponential time hypothesis (ETH). However, the lower bound does not hold for other objectives, including
P||Y>, Ci, leaving open the possibility for improved running times. In this paper, we study this question and
explore the surprisingly rich complexity landscape of P|| Y, C{ in the context of approximation schemes.

Contribution Overview. We study the complexity landscape of approximation schemes for P||>", C{. Consider
some strongly NP-hard optimization problem whose optimal value OPT(I) is integral and upper bounded by
poly(|I|,) for any instance I, where |I], is the input size written in unary. This implies that the problem does
not admit a fully polynomial-time approximation scheme (FPTAS) unless P=NP [11]. In the majority of cases,
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Figure 1: Complexity landscape of P|| Y. C{. The time axis specifies the dependency of the running time with
respect to 1/e. A term of n®®) needs to be added in the running of each algorithm.

for such problems the literature presents PTASs with running time at least as large as 221/ 4 pO()  that is,
the dependency on 1/e is exponential. We show that P||Y", C{ does not fall into this case, and a running time

subexponential on 1/e is achievable. More precisely, we give a PTAS with a running time of 20(v/1/¢) +nOM,
On the other hand, we show that this running time is essentially tight, by providing an almost matching lower
bound under ETH. That is, we show that ETH rules out a PTAS of running time 20((1/9"*7%) 4 nOM) for any
0 > 0. We are not aware of any other PTAS for a strongly NP-hard problem with such a tight subexponential
behavior on 1/e.

Besides the results above, we give a fine-grained study on the upper and lower bounds of the running time
of a PTAS for P||>, C{. First of all, we notice that our lower bound only holds for a small range of values of
m, depending on €. Moreover, for some other values, we can circumvent the lower bound and obtain improved
running times. More precisely, the lower bound only holds when m = @(M) Quite surprisingly, when m is
larger, namely m = Q(1/e 10g2(1 /€)), an algorithm that runs polynomially in 1/e exists, despite the problem being
strongly NP-hard in general and our stronger lower bound. If m = O(\/T/d we can use a PTAS with running
time (1/€)?™), which also breaks the lower bound for m = o(1/1/e). See Figure 1 for a depiction of our results.
It remains an open problem to obtain tight running times when m = ©((1/¢)?) for 6 € (1/2,1].

Technical Contribution. Our main technical contribution lies in the lower bound proof. For this, we give a fine-
grained reduction from a variant of Max3SAT to P||}", C{. To do so, we convert a set of clauses to a set of jobs.
We enforce that two jobs which represent variables in the same clause are scheduled together in some carefully
constructed gap (i.e., slot) of a given size. For such a construction, it is imperative to use pairs of numbers with
unique sums, to guarantee that only these two jobs fit this gap. Hence, our construction is tightly related to
Sidon sets and Salem—Spencer sets (also called progression-free sets), both of which have been studied extensively
in number theory (see, e.g., [10, 35, 33, 12]). A Sidon set S = {s1,82,...,8,} is a subset of natural numbers
where all pairwise sums s; + s;, for ¢ < j, are distinct. That is, s; + s; = s + s implies {7,5} = {7/, j'}. A
weaker notion is that of a Salem-Spencer set, that is, a set S = {s1, 82, , 85} with no cardinality 3 progression,
i.e., no triplet (4,7,k) € Z,, := {1,2,--- ,n} of pairwise different numbers satisfies s; — s; = s — s;. In other
words, if s; + s = 2s; then ¢ = j = k. Our lower bound could be proved by adapting known techniques if a
Sidon set S C Zy (where Zy := {1,2,--- , N}) with cardinality n exists for N = n'*t°(1). Unfortunately, this is
impossible, as Erdés and Turan [10] show that the cardinality of a Sidon set with n elements requires N = Q(n?).
We can circumvent this negative result by requiring only some pairs of numbers to have a unique sum, where
these pairs correspond to the clauses in the given Max3SAT instance. Towards this, we first transform the given
Max3SAT instance, with variables z; for j € Z,, into a special structure such that all clauses can be divided
into two disjoint subsets C and Cs: C; consists of clauses cla, cls, - -+, cl,,—1 such that cly = (we—1 V wpe V wey1),
where w; € {z;,-z;} for all j; and Cy consists of clauses cl,cly, -, cl;, such that clj = (z¢ ® —2,(;), where
T is a permutation of Z, and @ is the XOR operation (see Section 3.1 for details). For Cp, we construct a
set of numbers {c(1),0(2), -+ ,0(n)} such that every adjacent sum o (i) + (i + 1) is unique, and this will be
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achieved through extending a known construction of Salem-Spencer sets (Lemma 3.3). For Cs, we extend the
construction to additionally require that the o(i)’s we construct admit a linked unique sum. That is, there exists
a subset of numbers E; = {€;1,€;2,...,€u} C Z,i+o0) for every i € Z,, such that E; N E; = () for any i’ # i,
and the sum of each pair (i) + €;1,€i1 + €2, ,€i w1 + € w,€iw + o(7(i)) is unique in the sense that no
other pairs in S U E sum up to the same value, where E = J;_, E;. Note that a linked unique sum is a weaker
notion than Sidon or Salem-Spencer, as for these there is no auxiliary set FE. Nevertheless, the property of
linked unique sum is strong enough for our reduction. The construction of the auxiliary set E relies on further
extending our technique for constructing unique adjacent sums, together with a group theoretic lemma that allows
an “orthogonal” decomposition of the permutation 7 (Lemma 3.5). Our results may be of separate interest for
constructing fine-grained lower bounds on approximation or parameterized algorithms for other problems.
Another crucial observation, which may also be of independent interest, is a structural result needed for our

PTAS with running time 20(/1/6) 1 o) (see Section 2.1). For many objective functions (like Ciax) we can
round the processing times to powers of 1 + € in order to bound the overall loss by a factor of 1 4+ O(e). We
observe that for minimizing >, C{ it is possible to consider a coarser grouping of jobs into sizes within a (1+ \/€)
factor. Broadly speaking, by imposing extra structure to a near-optimal solution, we can use a Taylor expansion
to bound the error, and notice that the linear term of the polynomial expansion cancels out. This leaves us only
with the quadratic (and lower order) terms. This observation might translate to other problems with ¢,-norm
objective, and even other min-sum cost functions.

Related Work. Load balancing problems are fundamental in computer science and have been studied extensively
in the literature. In particular, the first PTAS for P||Ciax dates back to the 80’s [15] and there is a long history
of improvements on the running time for various identical machine scheduling problems, including P||Chax,
Py, CL, P Zj w;Cj, ete.; see, e.g., [27, 2, 14, 37, 19, 20]. Recently, more general objective functions based
on arbitrary norms have been considered [16]. Parameterized algorithms for scheduling problems have also been
studied extensively (see, e.g. [22, 31, 32, 25, 8]).

The exponential time hypothesis (ETH) is a widely accepted complexity assumption introduced by
Impagliazzo et al. [18, 17], which can be used to obtain lower bounds on the running time of algorithms for
various problems (see, e.g., [28] for a survey). In 2014, Chen et al. [7] provide a concrete lower bound on
the running time of a PTAS for P||Cpax under ETH. Later, Jansen et al. [20] give a PTAS with running time
20(1/¢) 4 nOW for P||Cax, which almost matches the lower bound.

Despite PTASs having been established for a variety of optimization problems, much less is known regarding
lower bounds on their running time. In addition to P||Ciax, mentioned above, other well-known examples
include multiple knapsack [21], planar vertex cover, planar dominating set, and planar traveling salesperson [29].
Interestingly, all of these lower bounds have an almost linear dependency on 1/e in the exponent, which essentially
matches the best-known PTAS. Generally, Chen et al. [6] proved that if the problem, parameterized by 1/e, is
W/[1]-hard under a linear FPT reduction, then there is no PTAS with f(1/€)|I|°("/€) running time for an arbitrary
computable function f, assuming all problems in SNP cannot be solved in sub-exponential time. We are not
aware of a PTAS whose running time is subexponential in 1/¢, either for scheduling or other strongly NP-hard
problems.

Unlike approximation algorithms, subexponential running times on a parameter have been observed in the
field of parameterized algorithms and have received significant attention. In particular, a variety of optimization
problems in planar graphs admit a fixed parameter tractable (FPT) algorithm that is subexponential in the
parameter, including, e.g., independent set [9], dominating set [9], and multiway cut [24, 30, 36]. Note that, on
the other hand, a subexponential PTAS was ruled out for the planar dominating set problem [29].

2 Approximation schemes

The goal of this section is to prove the following theorem.

THEOREM 2.1. For any sufficiently small € > 0, there exists an algorithm that outputs a (1 + €)-approzimate
solution for the scheduling problem P|| ", C{ within 20V1/€) 4 n©M) time. More specifically, there exists a:

e (1+ €)-approzimation algorithm ALy that runs in time (1/€)°) +nOW) for m = O(\/1/e);

e (1 + e)-approzimation algorithm ALy that runs in time 20(V/1/9) 4 OO for m = (1/€)°M);
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o (1 + €)-approzimation algorithm ALs that runs in time (1/€)°0 +nCW) for m = Q(1/elog?(1/e)).

In particular, for a sufficiently small €, we may run AL; for m < y/1/e, run ALy for \/1/e < m < 1/€?, and

run ALz for m > 1/€2. This guarantees a 20(V/1/¢) +n°0) time algorithm for all values of m and 1/e.

We remark that standard techniques round the processing time of a job to some multiple of 1 + ¢, yielding
an instance with 0(1 /e) different types of jobs. However, such rounded instance cannot be solved to optimality
in time 2(/9" " 4+ nOM) for any constant § > 0 [7]. Hence, we need a new approach for Theorem 2.1.

We now give a brief overview of the proof of Theorem 2.1. Algorithm ALj is based on a standard dynamic
programming, given in Appendix A.1. Algorithm AL, is based on an new observation (Lemma 2.3) which shows
that we can classify processing times on intervals of the form [e(1 + /€)1, €(1 + \/€)") for an integer h. After
preprocessing the instance (Lemma 2.1), we can focus on only O(1/y/€) such intervals. We show that there exists
a near-optimal solution where jobs are scheduled in an ordered way following the mentioned classification. This
algorithm is described in Section 2.1. Algorithm ALj (see Appendix A.3) is based on modifying the famous
algorithm for the bin packing problem by Karmarkar and Karp [23].

All the three algorithms will operate on a scheduling instance that is well-structured, as implied by the
following lemma. The structure can be achieved through standard techniques, namely scaling and grouping of
small jobs, see, e.g., [2]. For an instance I, we denote by size(I) the total processing time of jobs in I, and by
m(I) the number of machines.

LEMMA 2.1. (ALON ET AL. [2]) For any sufficiently small € > 0, given an arbitrary instance Iy of P|| Y, C#, we
can transform in linear time Iy into a well-structured rounded instance I with less or equal number of jobs and
less or equal number of machines, that satisfies:

o size(I) =m(I);
e the processing time of each job in I belongs to [e,1];
e there exists an optimal solution for I such that the load of each machine belongs to [1/2,2].

Furthermore, any (1+e€)-approzimation solution for I can be transformed into an (1+0O(€))-approzimation solution
for Iy in linear time.

In the following, we focus exclusively on the instance after the preprocessing. It is worth mentioning that for
non-integral values of ¢, the objective function can be irrational even for rational processing times. For obtaining
a PTAS this is however not a problem, as computing the objective function up to an additive error of €/poly(n)
suffices for our results. In what follows we omit this technicality, and assume that we can compute the objective
function without error.

2.1 Algorithm 2 In this subsection, we describe and analyze algorithm ALs,.

LEMMA 2.2. Consider an instance after the preprocessing of Lemma 2.1. For any € > 0, there exists an algorithm
ALy that outputs a (1 + O(e))-approzimation solution for P|| S, C{ with m®/Ve) running time.

We know there exists an optimal solution x* where the load of each machine belongs to [1/2,2]. Let L
be the load of machine ¢ in x* where 1/2 < Ly < 2. Without loss of generality we further assume that
Ly < Ly < ... < Lr. For some integer h > 1, let G; be the set of jobs whose processing time lies in
[e(1 + V€)1 e(l + /€)"). Given that ¢ < p; < 1, every job belongs to some set G, for h € {1,...,7},
where 7 = O(1/+/€). For simplicity, we call a job in G, a Gp-job. The following structural result contains the key
observation for the existence of a PTAS with subexponential time.

LEMMA 2.3. There exists a feasible solution & satisfying: i) its objective value is at most (1 + O(e))OPT, and
i1) the machines can be ordered from 1 to m such that for any 1 <i < m —1 and h, the processing time of every
Gr-job on machine i + 1 is at most the processing time of any Gn-job on machine i.

Proof. Given an optimal solution xz*, we construct Z as follows. For machine m, we replace all Gj-jobs with the
same number of the smallest Gp-jobs. For machine m — 1, we replace all G,-jobs with the same number of the
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remaining smallest Gp-jobs, etc. Eventually, every Gp-job on machine ¢ 4+ 1 is no greater than any Gp-job on
machine i. Let L; = LY + A; be the new load of machine 1.

By the definition of Gy, we know that the largest Gp-job has a processing time at most 1 + /¢ times the
smallest one. This implies that L¥/(1 + v/€) < L; < (1 + v/e)L*, and hence |A;| < /eL* < 2y/e. In order to
bound the objective function, first write Y ;" (L + A;)9 =Y 1", L¥?(1+ A;/L¥)?. Using a Taylor expansion of
order 1 on the function (1 4 2)? around 2 = 0, we obtain that for some 0 < & < A;/Lf <1,

m

Sk + A ZL” <1+ S D gy (f))
NI L gy AL

= (14 0()OPT +qLi"™" Y Ap+q) l(L;‘q—l — LY A

k=1 1=2 k=1

< (1+ O(¢))OPT.

The last equality uses Abel’s transformation (summation by parts). The last inequality follows since, for each
i, it holds that >°;" . Ay <0, as the last m — i machines received the smallest G,-jobs for each h. 0

Exploiting the ordering of the jobs and machines given by Lemma 2.3, we are able to develop a dynamic
programming based algorithm to prove Lemma 2.2, see Appendix A.2.

3 Lower Bound

In this section, we will prove the following theorem.

THEOREM 3.1. Let ¢ > 1 be an arbitrary constant. Assuming ETH, there is no PTAS for P||Y", C{ that runs in
20((1/)*7%) 4 nOM) time for any constant § > 0.

For the proof we give a fine-grained reduction from a variant of Max3SAT, called 3SAT’ (which we elaborate
in the following subsection), to P|| >, C{.

3.1 3SAT’ - Max3SAT with a Special Structure We study a variant of 3SAT, which we call 3SAT’, whose
instances have the following structure: There are n variables zi, ..., z,, where n is a multiple of 3. There are
4n/3 clauses, such that the set of clauses can be divided into two disjoint sets C; and C5 such that:

e In (4, every clause is a disjunction (OR operator) of three literals. For each variable z;, exactly one literal
in Cy belongs to {z;, 1z }.

e In (5, every clause is of the form z; @ -z, where @ denotes the XOR operator. Also, for every variable z;,
each literal z; and —z; appears exactly once within Cs.

For example, C1 = {(z1 V 222 V 23)} and Cy = {(21 @ —22), (22 ® —23), (23 ® —21)} defines a 3SAT’ instance
for n = 3. Let clo,cl3, - ,cl,—1 be the clauses in C. By re-indexing we can assume that cly is of the form
(we—1 V wg V weg1), where w; € {z;,-z;} for all j. Also notice that |C1| = n/3 and |Cy| = n. Since every literal
appears exactly once in Co, we define a permutation 7 : Z,, — Z,, (i.e. a bijection) such that 7(i) = k for each
(ZZ' &) —|Zk) € (Cs.

Similarly to 3SAT, it is also difficult to distinguish instances of 3SAT’ where almost all clauses are satisfiable
and instances where at most certain fraction of the clauses can be satisfied, as implied by the following lemma.
See Appendix B for its proof.

LEMMA 3.1. Assuming ETH, there exists a constant 8 € (0,1) such that for any sufficiently small €’;6 > 0 there

18 no algorithm with running time 20(n"™") that distinguishes between instances of 3SAT' with 4n/3 clauses where
at least (1 — €') - 4n/3 clauses are satisfiable, from instances where at most (5 + €') - 4n/3 clauses are satisfiable.
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3.2 Overview of the reduction We now briefly describe the structure of the constructed scheduling instance. The
detailed reduction will be presented in Appendix F. We remark that the high-level structure of the scheduling
instance resembles the classical reduction and that of [7]. New technical ingredients are in job processing times,
as we will elaborate in Section 3.3.

For an instance I,4; of 3SAT’ with n variables, we construct the following 6 kinds of jobs:

e Variable jobs: For each positive (or negative, resp.) literal, say, z; (or —z;, resp.), two pairs of variable jobs
VP yand VP, (or V7 | and V5, resp.) are constructed where p € {T, F'}. In total, we construct 4 jobs

3
for each (positive or negatlve) hteral i.e., 8 jobs for each variable.

e Clause jobs: For each clause cl; of C, one clause job CLZT and two copies of clause job CLéP are constructed.
Recall that |Ci| = n/3, we construct n clause jobs.

e Truth-assignment jobs, link jobs and dummy jobs: These three kinds of jobs will be created suitably so that
the conditions below (CO1 to CO4) are satisfied.

e Gap jobs: Let @ be a target makespan. We construct O(n) gap jobs and the same number of machines to
create gaps. Roughly speaking, every feasible schedule whose objective value is not too large will have one
gap job on each machine, leaving a gap that must be filled up such that the load of the machine is exactly
Q. We will create 4 kinds of gaps (incurred by gap jobs) satisfying the following conditions:

— COLl. Variable-Truth gaps. To fill up these gaps, for any i either V.7, 1 Vl e Vi’Tf’17 VZ-’Tf’Q, or V.1, 1
VI 4.2 Vif_,l, Vf_g are used. Truth-assignment jobs are created for this purpose.

— CO2. Variable-Clause-Dummy gaps. For each clause cly € C7, there are three variable-clause-dummy
gaps. If the positive (or negative, resp.) literal z; (or —z;, resp.) is in ¢l € Cq, then a variable-
clause-dummy gap is created so that it could only be filled up by CLj and V;”, ; (or CL{ and Vp 1

resp.), where p, p’ € {T, F'}, together with a dummy job. Further, the gap ensures that CL[ has to be
scheduled with either ‘/Z»’T+)1 or Vi?;l.

— CO3. Variable-Link and Link-Link gaps. For each clause (z; ® —z) € Cy we create a collection of
Variable-Link and Link-Link gaps. To fill up these gaps, either Virﬂ_g and V,f _,,or VI 4,2 and Vk
are used. Link jobs are created for this purpose (see Section 3.3 for more details on thls constructlon)

— CO4. Variable-Dummy gaps. Recall that 8 variable jobs are constructed for a variable and only 7
of them are used for the 4 kinds of gaps above (either V), | or V/”_ | is left, where p € {T, F}), the
remaining one together with a dummy job will be used to fill these gaps.

With this construction, it is not difficult to verify that if every gap is filled exactly, Is,; is satisfiable. To see
why, if V£, 1 vE 4.2 V;T—,u Vi,T_72 are used in the variable-truth gaps, then we let variable z; be true, otherwise
we let it be false. For any clause of C4, say, cly, there is one CLZT and it must be scheduled with a true variable
job, say, VI | if z; is a literal in cly (or VI | if =z is a literal in cly). If V', | (or V;'_ |, resp.) is scheduled
with CL?, then the positive (or negative resp.) literal z; (or —z;, resp.) is in cly. Meanwhile the variable z; is
true (or false, resp.) since otherwise V7, | (or v]_ | ,resp.) are used to fill variable-truth gaps. Thus clause clg
is satisfied. For any clause of Cy, say, (z; ® —z), if V[, , and V,c o (or VF , and Vk .95 Tesp.) are used to fill
up the corresponding variable-link and link-link gaps, then varlables Z and Zj are both true (false, resp.) since
otherwise V;', , and V,f P (Vza2 and V,g:_g, resp.) would have been used to fill up the variable-truth gaps.
Hence, (z; @ —zy) is satisfied. Similarly, if I, is satisfiable, then every gap can be filled up.

Chen et al. [7] provided a reduction that meets the above requirement with job processing times, and hence
the target value @, being O(n'*%) for arbitrarily small constant § > 0. Unfortunately, using this reduction we can
only deduce a weaker lower bound of 29((1/ DR (see Appendix C for a detailed discussion). For our purpose,
we need to design job processing times to achieve a stronger ratio-preserving property, as we elaborate below.

Recall that we are given an instance of 3SAT’ with n variables and 4n/3 clauses. For a given solution, we
say a machine is good if its load is exactly @) (in which case there is exactly one gap job on it and the gap is filled
up exactly), and is bad otherwise (in which case its load is at least @ 4+ 1/2 or at most @ — 1/2). Our scheduling
instance will additionally satisfy the following properties:
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i. There are m = O(n) machines and the target makespan is Q = O(n).
ii. Each processing time is a multiple of 1/2 and the total job processing time equals m@.

iii. Conditions CO1 to CO4 are satisfied. Additionally, the following ratio-preserving properties are satisfied.
For any ¥ € (0,1) it holds that:

— If the 3SAT’ instance admits a truth assignment where at most 9n clauses are not satisfied, then the
constructed scheduling instance admits a feasible solution with at most ©¥;n bad machines, for some
Y1 = ©(9). In particular, the load of these bad machines is Q@ + 1 or Q — 1.

— If any truth assignment for the 3SAT’ instance has at least ¥n clauses that are not satisfied, then in
any feasible schedule of the constructed scheduling instance there are at least ¥an bad machines, for
some Yy = O(19).

Before giving more details of the construction, we briefly argue that an instance satisfying properties (i)-(iii)
implies Theorem 3.1.

Proof. [Proof Idea (Theorem 3.1)] Take ¢ = 2 for simplicity. We assume by contradiction that there exist some
sufficiently small § > 0, such that for any € > 0 there is an (1 + ¢)-approximation algorithm with running time
20((1/127%) 41 O() | Let B € (0,1) be a constant, and let ¢, > 0 be sufficiently small numbers, as in Lemma 3.1.
We show that, for an appropriately chosen €, the PTAS can be used to distinguish, in time 2”175, 3SAT' instances
where at least (1 — €) - 4n/3 clauses are satisfiable, from 3SAT’ instances where at most (8 + €') - 4n/3 clauses
are satisfiable, contradicting ETH by Lemma 3.1. Indeed, we first observe that every bad machine will cause the
objective value to increase by at least some fixed constant. A straightforward but crucial observation follows from
the fact that, for load balancing problems, the total difference from the average load is 0. That is, if C; = Q + A,
then the cost is

m m

(3.1) Y= Q4+ 2)? =D (Q*+2Q0; + A} =mQ* + > A2,
=1

i=1 i=1 i=1

where the last equality follows as >, A; = 0 (for general ¢ > 1, a similar statement follows from a Taylor expansion,
as in the proof of Lemma 2.3). Consequently, if at least (1 —¢€) - 4n/3 clauses of Iy, are satisfiable, then at most
O(e'n) machines will have a load of either @ +1 or @ — 1, and hence the optimal objective value of the constructed
scheduling instance is at most mQ? + ©(e'n) by Eq (3.1). On the other hand, if at most (3 +¢€’) - 4n/3 clauses of
It are satisfiable for some constant 8 < 1, then A; > 1/2 for at least ©((1 — § — €')n) machines. By Eq (3.1) the

optimal objective value of the constructed scheduling instance is at least m@Q*+0((1—B—¢)n) = mQ?*+06(n) (see
Lemma G.20 for the detailed computation). Now we apply the efficient PTAS with € = @(:;é;) ~ O(1/n%t9).
Given the fact that mQ%e = ©(n'~?), if at least (1 —¢€’)-4n/3 clauses of I, are satisfiable, then the PTAS should
return a schedule with objective value at most mQ? + ©(e'n) + 0(n'~?%) = mQ? + O(¢'n). Otherwise, the PTAS
returns a schedule with objective value at least mQ@Q? + ©(n). Theorem 3.1 follows as our PTAS has a running

time of 20((1/9*7%) L pO(1) < 90(n 0

1—5)'

Remark. One can verify that if Q is larger, e.g., Q = ©(n?), then the above argument only rules out a PTAS of
running time 2°((1/ i), Hence, simultaneously enforcing the ratio-preserving property while having QQ = é(n)
is the main technical challenge, which we overcome with our new number-theoretic constructions, as we elaborate
in the following.

The rest of the paper is organized as follows. In Section 3.3 we give an overview of the main technical
ingredients for the construction of the processing times in our reduction. We also motivate our number theoretical
constructions, which are specified in Section 3.4. In Appendix F we present the complete reduction. In Appendix G
we show its correctness and conclude Theorem 3.1.

3.3 Defining Processing times: Main Techniques To illustrate the main technical ingredient, in the following
part of this subsection we will focus on conditions CO2 and CO3 while ignoring the other conditions (which can
be handled using the techniques for CO2 and CO3). Recall that our goal is to create suitable gap jobs that can
only be filled up by specific jobs.
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We can view each job, say, Via_l, as a combination of three components — the type-component V.  ; (indexed
by i), the index-component i, and the T/F-component T'. Ignoring dummy jobs for simplicity, conditions CO2
and CO3 involve 5 different type-components, including V. 1 1, V.12 V. _1 V. _ 5 and CL.. Denote by s(-) the
processing time of a job. We can define the processing time of a job into a summation of three terms corresponding
to components, e.g., s(V;", ) = u(V. 4 1)+0(i)+n(T), where the functions p, o, ) map the type-component, index-
component and T /F-component of a job to some positive integers. Now the question becomes: how can we define
functions p, o,n such that from their sum, e.g., (V. 4 1) + p(CL.) + 0(i) + o(¢) + n(T) + n(F), we can conclude
that it can only be added up by s(V;7, ;) and s(CLZ)7 where {i/,¢'} = {i,£} and {p, p'} = {T, F'}. Notice that
there are only a constant number of different type-components and T /F-components, it is thus easy to define p
and 7. For example, let 0,4, be a sufficiently large value that exceeds the maximal value of o and 7, and define
(Vg 1), (Vo 2), (Vo — 1), u(V..— 2), u(CL.) to be 10504z, 10201mas, 103014z, 10204z, 100 maz, then from the
sum p(V. 4 1) + u(CL.) it is very easy to identify the type-components of two jobs.

The main difficulty lies in the function o as we require job processing times to be O(n), whereas ¢ must map
[n] to [O(n)] such that

(3.2) o(i) +o(t) = o(@') + o(0) = {i,0} = {i/, 0}

In other words, we require the sum (i) + o(¢) to be unique among the sums of all possible pairs (i, £).
Recall the special structure of 3SAT’, where each clause cly € C is of the form (wy—1 V wy V wpsq) such that

€ {z;,—z;} for all j. Hence, for condition CO2, it suffices to guarantee Eq (3.2) for ¢ € {¢{—1,¢,{+1}. Recall
that a Salem-Spencer set is a set of numbers where no three of which form an arithmetic progression, hence if
we let o map [n] to a Salem-Spencer set of size n, Eq (3.2) always holds for £ = i. For our purpose, we need to
generalize the construction of a Salem-Spencer set such that in addition to 20(¢), the sum of any two adjacent
numbers o(¢) + o(£ + 1) is also unique, as we show in Lemma 3.3.

Condition CO3 is more complicated, as each clause of Cy is of the form (z; ® —z;) with k = 7(7), where
the permutation 7 is arbitrary. If we consider the index-components of the two variable jobs V” 4,0 and %% e
we cannot guarantee that o (i) + o(k) = o(i’) + o(k’) implies {i,k} = {z k'}. Consider the followmg 1nd1rect
approach. Suppose for each (z; @ —zx) we can construct a pair of jobs LN(Lk) and LN(M) (called link jobs), and

meanwhile create two gaps such that they must be filled up by Vf +.2 together with LNZ}’ k) and Vkp7 ? 5 together

with LN(’“k) respectively, and furthermore, {p1, p|} = {p2, p5} = {T, F'}, then we know that if both gaps are filled

up, then either Via_g and V,f _.9) Or ij_Q and V,g;yz are used, which is sufficient for condition CO3. Using this
idea, instead of designing o such that the sum o (i) + o(k) is unique, we seek to design o such the pair (i, k) is
“uniquely -linked” in the sense that there exists some number e; = O(n) such that the sums o (i) +¢; and o (k) +e¢;
are both unique among the sums of all pairs. Unfortunately, requiring the uniqueness of o (i) + e; and o(k) + e;
is still too strong. We will show in Lemma 3.4 that for every k = 7(i) there exists a sequence of w = O(log)i gn)
numbers €; 1, €;2, ..., € such that the sums o (i) +€;1, €;1 +€i2, ..., €iw_1+ €iw, €iw + (k) are all unique.
Consequently, instead of creating one pair of link jobs, we will create w pairs of link jobs for each (z; @ —zg),
ensuring condition CO3.

3.4 Set of Integers with Unique Adjacent Sum and Linked Sum In this section, we present our main technical
contribution regarding the number-theoretic constructions needed in our reduction.

Some notation. Recall that we let Z, = {1,2,--- ,n}. All the logarithms are taken with base e unless stated
otherwise. We will use - in the subscript to denote an arbitrary index, e.g., z. refers to z; for some i. We write
vectors in boldface, e.g. x,y. Vectors start with its 0-th coordinate. For any v-dimensional vector ¢, c[h] denotes
its h-th coordinate for 0 < h <wv —1, and c¢x = Ez;é clh]z".

o/
LEMMA 3.2. Let N € Zt. There exists a subset S C Zy such that |S| > NV e for some sufficiently large
co (in particular, co > 7 suffices), and for any y € S and 1 < h < 5, the linear equation h-y =y +ya+ -+ yn
with y; € S for all i has a unique solution y1 =y2 =--- =yn =Y.

The proof of Lemma 3.2 mainly utilizes the idea for constructing Salem—Spencer sets [3] and can be found

_r [
in Appendix D. In particular, we can show that |S| > N'TTVEEN | For any integer d € ZT, we denote by Sy
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the subset of Z; that satisfies Lemma 3.2. Now we are ready to prove Lemma 3.3, which is one of our two main
number-theoretical results.

LEMMA 3.3. Let N € ZT, d = [e(Vlo8 10gN+C)2] = eOWloglog N) .10 N for some sufficiently large ¢ (c > 7 suffices)
and r = 5d + 1. There exists an injection o : Zn — Zn+ satisfying the following 4 properties:

1. N = NHOTmmw)

)

2. Foranyi € Ly, o(i) = Y [_qai[jla’ for some a;[j] € Sa, 0 < j <, wherey = flog)i]gv]v] +O((1og112§]1\\;)3/2)"

3. For any 1 < h <5 and i € Zy, the equation h-o(i) = o(i1) + o(i2) + -+ o(in), i; € Zy has a unique
solution i1 =19 = --- = i, = i. Further, the equation h-o(i) = o(i1) + o(i2) +--- + 0(ix), i; € Zn has no
feasible solution when 1 <k < h or h <k <5;

4. For any i < N — 1, the linear equation o(i)+o(i+ 1) = o(i1) + o(i2), i1 < iz has a unique solution iy = i,
i = i + 1. Furthermore, the linear equation o(i) + (i + 1) = o(iy) + o(ia) + - - - + o(ix) has no feasible
solution when k=1 or2 < k <5.

o/
Proof. By Lemma 3.2 we know |Sq4| > d' CAO e for some constant co (in particular, we can choose cg = 7). Let
S C 8, be an arbitrary subset such that |S| = 2% for some integer w such that |S| > 1/2 - |Sy|, then it is easy to

see that |S| = d""°Wma) | Consider all the integers that can be written as Ef:o afiz® = a - x for some integer
3, a=(al0],a[l],---,a[f]) € S#*! and x = (1,2, --- ,2P), for £ = 5d+ 1. It is easy to see that we obtain |S|#+!
different integers constructed this way.

Simple calculations show that |S|?+1 > N if

log N 1
> 1 .
= log d ( +®< logd)>

Hence, by picking § = flolgoigN] + O((logllgix)ﬁﬂ)’ we can guarantee that |S|?t! > N. For d > e(VIoelos N+7)*

we notice that \/logd > /loglog N + 7, hence

T
|Sd| > dl 7\ g — elogd—%/logd > eloglogN :logN > 5+ 1.
Hence, we can define an arbitrary injection g that maps j € {0,1,---, 8} to a distinct number in Sy.

Consider all the vector a’s. For any two vectors a; and ay, we say they are close if a; and ay, differ by exactly
one coordinate, i.e., there exists some 0 < j* < 3 such that a;[j] = ag[j] for all j # j* and a;[j*] # ap[j*]. We
claim the following.

CLAIM 1. Vectors in S+ can be ordered such that any two consecutive vectors are close.

Proof. Recall that |3| = 2¢, hence we can map each a; € S to a distinct w-bit binary number (or more
specifically, a binary string) within {0,1}*. Let & : S — {0,1}* be an arbitrary one-to-one mapping, then
we can define an extended mapping &’ : Sh+ {0, 1}(B+1)‘“ such that a is mapped to a (84 1)w-bit binary string
&(al0])é(afl]) - --&(alp])y. If we can order all (8 + 1)w-bit binary string such that every adjacent numbers differ
by exactly one bit, then the inverse of these binary strings gives a sequence of a’s such that adjacent vectors are
close.

Now we prove the following statement: for any n € Z, n > 2 and an arbitrary string b € {0, 1}", all binary
strings of {0,1}™ can be ordered in a sequence starting with b such that any two adjacent strings differ by exactly
one bit. We show this by induction. The statement is clearly true for n = 2. Suppose it is true for all n < n’/, we
prove it also holds for n = n’ + 1. Consider the first bit of b, which can be 0 or 1. Assume it is 1 (the case of 0
can be proved in a similar way), then b = 1b; for some by € {0,1}". According to the induction hypothesis, all
binary strings of {0, 1}"' can be ordered in a sequence starting with b; such that any two adjacent binary strings

only differ by one bit. Let such a sequence be by, bo, -+ , by, then all binary strings of {0, 1}”/+1 can be ordered
as 1b1,1bg, - -+, 1byns, 0bynr, Obgnr 4, - -+ ,0b;. Hence, the statement is true, and Claim 1 follows. 0
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Now consider an arbitrary ordering of vectors of SPHL that satisfies Claim 1. Let the sequence be aj, ao, ...
where a; = (a;[0],a;[1],--- ,a;[5]) denote the i-th vector in the sequence. Recall that each a; is a (8 + 1)-
dimensional vector. Let prec(i) be the unique coordinate where a; and a;_; differ. Similarly, let succ(i) be the
coordinate where a; and a; 1 differ. By definition it holds that prec(i+1) = succ(i). For the first and last vectors
in the sequence, we define additionally that a;[prec(1)] = a;gs41| [suce(|SPT1))] = 0. Let v = 5 + 8 and recall the
injection g : {0,1,---,8} = Sq. We define o such that

o(i) = a; - x + a;[prec(i)]z? T + a;[succ(i)]z? T2 + g (prec(i)) 212 + g (suce(i)) 2P0, if i is odd;
o(i) = a; - x + a;[prec(i)]z?+3 + a;[succ(i)|z?T* + g (prec(i)) 247 + g (suce(i)) 18, if i is even.

where x = (1,2,22%,--- ,27), while noting that prec(i), succ(i) < 8 < x. Also, remark that all coeficients in the
polynomial expression belong to Sg. Given that  =5d+ 1 and 8 = lﬁ)ggg (1 +0 (, / logd)), one can verify that

log N log N °
o(i) < (5d + 1)P+9 = F+9) log(3d+1) < iy ro(qusi) Jwearoan _ o N0 i)

for any ¢ < N, hence properties 1,2 of Lemma 3.3 hold.

Consider the equation h - o (i) = o(i1) + o(iz) + - - - + o(iy) for k,h < 5. The right-hand side of this equation
can be expressed as (i) + o(ia) + -+ o(ig) = 23:1 bjz, for some coefficients b;. Notice as each coefficient
a;[j] belongs to S C S, which is at most a; [7] < d < x/5, then each by, is a sum of at most k < 5 such coefficients,
and thus 0 < b, < . We obtain a similar statement for the left-hand side. Hence the coefficients of terms of the
same degree must coincide, and we have h - a;[j] = Zh 1 alh[ j] for all 0 < j < . According to Lemma 3.2, we
know the only solution for the above is k = h and i; = i = = i, = 1, hence property 3 is true.

It remains to prove property 4. We suppose i is odd in the following; the case of ¢ being even can be proved
analogously. Consider (i) + o(i + 1) which is equal to

ijxj + a;[prec(i)]z’ T + ag[suce(i)|2P T2 4 a1 [prec(i + 1)]2P 3 + a; 1 [suce(i + 1)]zPH

+ g (prec(i)) z”*® + g (succ(i)) 2" + g (prec(i + 1)) 277 + g (suce(i + 1)) 27 5.

As before, the coefficients of terms of the same degree must coincide. We know that a; and a;y; only differs
at coordinate succ(i) = prec(i + 1), hence b; = 2a;[j] for j # succ(i). If o(i1) + o(i2) = 0(?) + o(¢ + 1), we know
a;, [j] + as,[j] = 2a,[j] for j # suce(i), and by the fact that ai[j] € S¢ we know it must hold that

(3.3) a, [j] = @i, [j] = aulj] for all j # suce(i).

Now consider the succ(i)-th coordinate. We know that among 41 and i one is even and one is odd, for
otherwise in o (i1) + o(iz) either the coefficients of 7+ and 2°*2 are 0, or the coefficients of z°+3 and x#+4
are 0. In either case, this means that a; or a;;1 has a 0 coeflicient, which is a contradiction as Sy C Zg4. Let
{i0,1e} = {i1,12} where i, is odd and i, is even. Then from o(i1) + o(i2) = (i) + o (i + 1), we have

a; [prec(i,)|z?t + a; [succ(i, )]z’ T2 + a;_ [prec(ic)|zP > + a;, [suce(ic)]zP 4 +
+ g (prec(i,)) P70 + g (succ(iyn)) P76 4 g (prec(ic)) 2P+ + g (succ(ic)) 2P +8
= a[prec(i)]z’ T 4 a;[succ(i)]2P 2 + aj 1 [prec(i + 1)]2P 3 + a; 1 [suce(i + 1))z T +
+ g (prec(i)) P75 + g (succ(i)) 2°T¢ 4 g (prec(i + 1)) P17 + g (suce(i + 1)) 2°+8.

\_/\_/

Now we can deduce that a;_[succ(i,)] = a;[suce(i)] and succ(i,) = succ(i) (since g is an injection). Using
Equation (3.3) we conclude that a; = a;. Similarly, a;1[prec(i + 1)] = a;_[prec(i.)], prec(i + 1) = prec(ic). As
succ(i) = prec(i + 1), Equation (3.3) yields that a;, = a;41.

Each vector in the sequence is unique, so we know i, = ¢ and i, = ¢ + 1. Using that i; < i3 we obtain that
i1 =4 and i3 = i + 1. Hence, property 4 is proved. Lemma 3.3 follows. ]

With Lemma 3.3, we are ready for the main result of this section.
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LEMMA 3.4. Let 7 be an arbitrary permutation of Z,. Then there exists a set S = {s1,82, -, 8n} of positive
integers together with an auziliary set E = J;_| E; of positive integers such that:

o All integers in S U E are bounded by n1+0(v10-%110%n);

. logn .
o B, ={e;1,€i2, ,€iw} for all i, where w = O(logign),
o E,NEy =0 for any i’ # i;
o For every i € Z, and k = 7(3), each sum s; +€;1, €1+ €2, -+, € w_1+ € w, €iw+ Sk IS unique, that is,

there is mo other pair in S U E that adds up to the same value.

In particular, all these properties are satisfied by setting s; = o(i) where o : Zny — Zn is the function specified
i Lemma 3.3 by taking N = n.

We start with a natural proof idea. Recall Lemma 3.3, where o (i) = (a;[0], a;[1],--- ,a;[y]) - (L, z,--- ,27) =
a; -x such that a;[j] < x/5, whereas when we add two values, say, (i) +o(k), we can directly add each coordinate
a;[j]+ag[j]. Giveni and k, how can we guarantee that the equation a;+ay = (a;[0]+ag[0], a;[1]4+ax[1], -, a;[y]+

ai[y]) = ar+a, has a unique solution {¢,r} = {i,k}? A simple observation is that, since a;[j] € Sy (by property 3
of Lemma 3.3), we know that 2a;[j] can only be expressed as a;[j]4a;[j], and a;[j] can only be expressed as a;[j]40.
Consequently, we may lift up the dimension by writing o (i) = (a;[0],a;[1],--- ,a;[y],0) - (1,z,--- ,27,27"1), and
consider the following sequence of numbers:

(ai[0], ai[l], -, aily—1], a;[y], 0)
— (0, ai[l], -, aily—1], ai[y], ax[0])
— (ax[0], a[l], -, aily—1], a;[y], 0)
— (ax[0], 0, -, afy—1], ai[y], axfl])
- (ax[0], ap[l], -, afy—1], a;[y], 0)
-
- (ax[0], ap[l], -, ar[y—1], 0, ax[y])
— (ax[0], ap[l], -, ar[y—1], ar[y], 0)

It is easy to verify that the sum of any two adjacent vectors in the above sequence is unique, which
gives possible values for e; ;’s. Unfortunately, numbers constructed in this way do not necessarily satisfy that
E; N E; = (). In particular, there might exist some pair 7', k' with &’ = 7(¢') where a;[j] = a;/[j] for j < v — 2,
and ag[j] = ag/[j] for j > v — 1. In this case, we have

(ai’[o],ai’[l]’ e 7a/€’h - 1],3]4[7],0) = (ai[OLal’[lL' o aakh - 1]7ak['7]70)a

violating E; N Ey = (.

How can we construct unique e; ;’s? Towards this, we consider all the one-to-one mappings g : SJ'H — SJH.
Under composition of functions, all such mappings form a group Aut(S;’H). We are interested in the special
mapping that maps each a; to a; (which corresponds to the permutation 7), which belongs to Aut(SJH). We
show that any mapping in Aut(S;ZH), and hence this special mapping, can be decomposed into a sequence of
simple mappings. More precisely, we consider any finite set M and the group Aut(M?) of one-to-one mappings
from MY to itself. We call a mapping in Aut(M?) an h-shuffler if this mapping only changes the h-th coordinate
of the input vector, i.e., an h-shuffler f satisfies that for any y € M",

fy)=fyOLydl - ylv=1)= [0}, - ,y[h =1, 2,y[h+ 1], ,y[v - 1])),

for some z € M. We show the following group theoretic lemma which states that any mapping of Aut(Mv) can
be decomposed into 2v h-shufflers; see Appendix E for the proof. Our e; ;’s can be obtained from these h-shufflers.
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LEMMA 3.5. Let M be a finite set, v € Z' and Aut(M?) be the group of all one-to-one mappings from MY to
itself The group operation is function composition and denoted as o. For anym € Aut(M?V), there exist h-shufflers
f;“fh € Aut(./\/lU) for every 1 < h < v such that F(y) = F(n(y)) for anyy € M, where F = f,_10fy_20---0fy
and F = fU 10 fU 20:::0 fo Furthermore, fr’s and fh s can be constructed in time that is polynomial in | M?|.

Lemma 3.5 implies a decomposition of 7 into h-shufflers, i.e., 7 = fgl o f;l 0---0 17711 o fy_10---0 fo.

With Lemma 3.5, we are ready to prove Lemma 3.4. We first set the value of all parameters. Towards this,
we will apply Lemma 3.3 twice.

At first, we apply Lemma 3.3 by taking N = n. Then we obtain o : Z, — Z,+ where n/ = n1+(’)(1/v10g logn)
oi) = Y1_g aulila? for ailj] € Sq where y = [B]+O(l80_) = [e(VIOEPER+D?] = (OVIETET) Jog

loglogn (loglogn)3/2 /2
and x = 5d + 1. Except N, all the other parameters, including n’, o, z,d,v and a;’s are ﬁxed throughout the
following part of this section.
Next, we apply Lemma 3.3 again by setting N = 4 + 4 where v takes the value we determined above. By
doing so we obtain another injection o’. We have the following simple observation.

OBSERVATION 1. If £ < 4y + 4, then o' () = o(log* n) < 2.

1
Proof. Note that v = O(—£"_). By Lemma 3.3, 0’ (£) < (47 + 4)1+O(\/‘°g D) — o(v?) = o(log®n). O

loglogn

Next, We will apply Lemma 3.5. In the following part of this paper, any v-dimensional vector c¢ represents
the number given by the polynomial expression Z;}:_llc[i]xi; vectors and polynomial expressions are used
interchangeably. Given our permutation 7, we define 7 as a one-to-one mapping that Inaps each vector a; to
ay, or equivalently, maps o(i) to o(k) if k = 7(¢). Notice that a;’s form a subset of SV , so currently 7 is only
defined on this subset. We can extend 7 to S'Y'H such that for ¢ € S’H'1 and ¢ # a;, then 7(c) = c. Hence,
T € Aut(SJH). According to Lemma 3.5, we can obtain h-shufflers f;, and fh for all 0 < h < « such that
fyofy—10--rofo=fy0fy_10--0fgof.

For ease of notation, define Fy, = fr o fr_10---0 fp and F, = fh o fh_l 0--:0 fo. As h-shufflers only changes
the h-th coordinate, we have the following observation.

OBSERVATION 2. The following statements are true:

o ForanyO0<h<~

(Fy(a:))[h] = (Fy—1(a:))[h] = -+ = (Fu(as))[hl,
(Fy(@))[h] = (Fy—1(ai)[h] = -~ = (Fu(a,))[R];
o Forany0<h<~,
(Fh-1(a:))[h] = (Fh—2(2:))[h] = -+ - = (Fo(ai))[h] = ai[h],
(Fro1(2:))[h] = (Fu-a(a))[h] = -+ = (Fo(a))[h] = ai[h].

Now we are ready to construct a unique linking sequence for every i. Intuitively, note that since o’(h) < 22,
then o’(h) occupies two “bits”in the polynomial (that is, two coordinates). With this in mind, we let
&'(i) = (0,0'(4)). Moreover, we define 6'(0) = (0,0). Now consider the following two sequences, starting from a;
and ag, respectively, and end up at the same vector:

(al[ } ai[l]v ] al[’y 1]v aih’L 0, 6—,(0)) = b?
- (0, aifl], -+, aily—1], ai[y], (Fo(a:))[0], §'(1) = b;
= ((Fo(a:))[0], all], -, aily-1], ai[y], 0, §'(2) = b;
5 (B 0 o, ab-1) abl, (R@)I,  SG)= b
S (EE)O, (REDIL -, b1 aibl, 0, Fa= bl
—>
= ((F@)O],  (Fy(a)], -, (Fy(@)ly -1, 0, (Fy(ai)hl, &'@y+1):= b"
= (Fy(a:)0],  (Fy(@)], -, (Fy(a))ly—1],  (Fy(a))hl, 0, §'(2v+2):= b
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and

(ax[0], ax[1], ;o agly — 1], ar[y], O, &' (dy +4)) = by,
- T ayl, (Fo(a))0),  &'(4r+3):= by
= ((Fo(ar))(0], apl], .-, arly—1], ar[y], 0, &' (4y +2)) = by,
= ((Fu(aw)0], 0, »ak[y —1], ach], Fi@)ll]),  &'(4v+1) = b,
= ((F@))0),  A@)l, -, a1, afrl, 0, &'(4) = b
-
= (B@)0, (B, - (B -1, 0, (Bl &'@y+3)= B
= (B, (Bl o Fa)h-1) E@)hl, o &2y +2):= B
Consider each vector in the above sequence, say, b?. According to Observation 2, we know
((Fo(a:))[0], a;[l], -, ai[y —1], ai[], 0, 6'(2))
= ((Fo(a:))[0], (Fo(ai))[1], -, (Fo(ai))ly = 1],  (Fo(a:))[, 0, 6'(2))
More generally, it is easy to verify that every bfj is the concatenation of the vector (F;_1(a;),0) and 6'(2j), and
each b is a combination SW; ((F;_1(a;),0)) and &'(2j + 1), where SW; is a one-to-one mapping that swaps

. o - ~2j+1 . A
two coordinates of a vector. A similar statement holds for bkj’s and b,j ’s. Since SWj’s, F}’s and Fj’s are all
one-to-one mappings, and ¢’ is an injection, each of the vectors in the sequence above is unique. More precisely,
we have the following.

LEMMA 3.6. For any0 < h<2v+1andl1<i<n,
o Ifbl =b! thenh =1 andi=1;

“h B o
e Ifb, =b, , then h="h" andi =17
Furthermore, by the fact that F, = F o 7 and a, = 7(a;), we have the following observation:

OBSERVATION 3. 22
29+2 ¢

Next, we consider any two adjacent vectors in the above sequence. We observe that they differ at exactly
three positions — the last coordinate (i.e., 6'(j)’s), and other two coordinates such that one of the two vectors
has 0 coordinate. Other coordinates, e.g., (Fy(a;))[0] in b? and (Fi(a;))[0] in b? are identical according to

Observation 2. This leads to the following Lemma.
LEMMA 3.7. For any 0 < h<2y+4+1and1l<1i < n,
o Ifb" + b = bl + bl where k' <, then W =h, "' =h+1, i =i" =i;

~h ~h ~h' ~h'
o Ifb, + b, =by, + by where W <K', then B =h, " =h+ 1,1 =i =i.

Proof. We prove the first statement, that is, b? + b?“ = b?,/ + b?,:/ implies K’ = h, i’ =h+1,47 =1i" =14. The
second statement can be proved in the same way.

We first consider the last coordinate of the summation bl + b = b?,/ + b?,/,/, which is ¢/(h) + o' (h + 1) =
o' (h) +o'(R"). If h = 0, according to property 3 of Lemma 3.3, 1 x ¢/(1) can only be expressed as 0 + o’(1),
hence we have A’ = 0 and b’/ = 1. If h > 1, according to property 4 of Lemma 3.3, we have ' = h and h” = h+1.

Consider other coordinates of the equation b + b+ = bl, 4 b, On the left-side it is either a or 2a where
a € 84. Consider the equation a = b+ ¢ where b, ¢ € {0} US;. By Lemma 3.2, there do not exist two numbers in
S that add up to a, hence we know b, ¢ € {0,a}. Similarly if 2a = b+ ¢ for a € S4 and b, c € {0} US,, then b and
¢ are both nonzero, for otherwise the linear equation 2y = y; admits a solution, which is a contradiction to that
Sy satisfies Lemma 3.2. Hence, 2a = b+ ¢ for a,b, c € Sy, and again by Lemma 3.2 we have b = ¢ = a. Hence, we
conclude that each coordinate of b?/ and b?,?"l must be the same as b? and b? 1 respectively. By Lemma 3.6, it
follows that i’ =" = 3. 0
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, . h// , “ h//
Using the same argument, we know if Qb?W'2 = b?, + b, , then b?“’+2 = b?, = b, . Thus the following is
also true.

, N h//
LEMMA 3.8. 2b27"2 = bl + by, then B = h" =2y + 2, (,i") = (i,7(i)).
We are now ready to prove Lemma 3.4.

Proof. [Proof of Lemma 3.4]The sequence of E; that links o(i) and o(k) for k = 7(i) is exactly b} =
1 3.2 2y+2 _ p2v+2 2941 ~1 20 ]
a;,b;, by, ,b; =b, ,b, ', -, b,b, = a; (recall that by a vector b we mean the integer b - x

with £ = 5d + 1 = O(logn)). The uniqueness of each linking sequence is ensured by Lemma 3.6 and Lemma 3.7.

1+0(Tmsmen). Furthermore, w = O(y) = O(=%52 ) Thus, all
. ’ - v) = loglogn/® ’

The largest number is bounded by 27° = n
properties of Lemma 3.4 are satisfied. O

4 Conclusion
In this article we consider the problem P||", C{, that is, identical machine scheduling with the objective of

minimizing the £,-norm of machine loads. We establish a PTAS with running time 20(V1/) 4 nOM) and prove
that it is essentially best-possible under the exponential time hypothesis. To the best of our knowledge, this
is the first PTAS that runs in sub-exponential time in 1/e for a strongly NP-hard scheduling problem. It is
interesting to explore this sub-exponential phenomenon in other settings. In particular, it is a meaningful open
problem to consider the classical scheduling problem of minimizing the weighted sum of completion times on
parallel machines scheduling, P|| > j w;Cj, and determine if it admits a PTAS with subexponential dependency
on 1/e. We also leave as an open problem open problem to show a subexponential lower bound or to develop an
FPTAS for P|| Y, C! where m = ©((1/¢€)?) for 0 € (1/2,1].
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A Omitted Proofs in Section 2 - Algorithms AL;, AL;, AL3
A1 Algorithm 1

LEMMA A.1. Consider an instance after the preprocessing of Lemma 2.1. For any € > 0, there exists an algorithm
ALy that returns an (1 + O(¢))-approzimate solution for P||Y"; CI and runs in time (m/e)°™).

The algorithm can be formulated as a dynamic program. For each h € Z,,, we create a set of states Fp. A
state (h,L1,..., L, ) belongs to F}, if it is possible to assign jobs 1,...,h on machines such that the total load
on machine i equals L; for all ¢ € Z,,. Starting from (0,...,0) € Fp, every state in F;_1 can give rise to some
states in F; by trying all the possible assignment of job hA. And the solution is given by the state in F,, with the
minimum objective i.e., Y.~ LY. Due to Lemma 2.1, we know that one of the optimal solutions has a load vector
(L3,...,Ly,) € F, satistfying L7 < 2 for all i. Clearly, the running time of Algorithm 1is O(m }_, |F;|). However,
the total number of states stored during the dynamic programming can be pseudo-polynomial. Fortunately, using
the framework by Woeginger [41], we are able to trim the state space to make it polynomial. More precisely, for
any & > 0 construct F7, ... Fn satisfying the following properties:

e the size of each F; is bounded by (1/6)°(™);
e for each (i, Ly,. .., Ly) € F;, there exists (i, L1, ..., L) € F; such that L; < L; < L;(1+ ).

In Algorithm 1, we set the parameter § = ¢/n. Due to Lemma 2.1, n € O(m/¢), the total running time is
bounded by (m/e)°™). Let (n, L1,..., L) be the state with the minimum objective in F,,, and (n, L},..., L)

be the state with the minimum objective in F,,. Hence, (n, Li,..., L,,) is an (1+ O(e))-approximate solution, as,
S TLI< (1406 Ly < (1+ 2ge)OPT,

where ¢ is a fixed constant.

Algorithm 1 Pseudo Code Description of AL

Input: 7, ¢ R . . R
Output: min{) ;~ L!: (L1,...,Ly) € Fu}
1: 6§ = e/n

2T = {[0], [e,€(1 +6)), [e(1 + 8),e(1 + 6)?),...}
3: Fo ={(0,...,0)}
4: for j =1 tondo

-
6: forall (Ly,...,L,) € F;—1 do

7 for all i € [1,m] and L; + p; < 2 do

8: ]::;:]:J/'U(Ll,---7Li—17Li+pj,Li+1,---7Lm)
9: end for

10:  end for

11: .T:'j =0

12:  for all S € I'" do

13: for i =1 tom do

14: Iizzmax{Lz(,LZ,)E}"’ﬂS}

15: end for

16: ﬁj:ﬁju(ﬁl,...,i—/m)
17:  end for
18: end for

A.2 Algorithm 2 We first recall Lemma 2.2 and then present its proof.

LEmMA 2.2 1. Consider an instance after the preprocessing of Lemma 2.1. For any € > 0, there exists an
algorithm ALy that outputs an (1 + O(e))-approzimation solution for P|| Y. C{ within m©/vV) time.

289 Copyright © 2022 by SIAM
Unauthorized reproduction of this article is prohibited



Downloaded 08/01/22 to 66.76.35.186 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

Proof. Based on Lemma 2.3, we design ALs as a dynamic program as follows.

We say that a vector (i,v,u1,us,...,u,) is a valid state if it is possible to assign the uj, largest jobs in Gy,
for each h, on the first ¢ machines with the objective equal to v. In our algorithm, for each i € {0,...,m}, we
construct a set F; of valid states. Start from (0,...,0) € Fy. To construct the valid states in F;, we consider
a state in F;_1 and try all possible assignments of jobs to machine ¢ that respect the ordering of jobs given by
Lemma 2.3 and the load bound for each machine implied by Lemma 2.1. Given the sets Fy, ..., Fn, the answer
can be found by searching the state with the minimum objective in F,,. In order to limit the number of states, we
can eliminate dominated states. Namely, if two states (i,v,uy,...,u;) and (i,v",uq,...,u,) in F; satisfy v’ < v,
then we say that (i,v',u,...,u,) is dominated and delete it from F;.

The overall running time of ALy can be bounded as follows. Recall that by Lemma 2.1, p; > € and that
the load of each machine is at most 2. Hence, each state in F;_1 can give rise to at most (2/e + 1)” (dominated
or undominated) states in F;. As also the number of jobs in each set G, is bounded by 2m/e, the number

of undominated states in F; is at most (2m/e +1)7 = mOW1/e), Hence, each set F; can be constructed in

time (2/e + l)Tmé(\/ /) = mOv 1/€) which implies the same bound for the overall running of our dynamic
programming algorithm. The lemma follows. O

A.3 Algorithm 3 The goal of this subsection is to prove the following lemma.

LEMMA A.2. Consider an instance after the preprocessing of Lemma 2.1. For any € > 0, there exists an
algorithm that outputs a feasible schedule for well structured instance of P||>, C{ whose objective value is at
most OPT + O(log® m) within (1/€)°M +n°W time.

Recall Lemma 2.1, and that an approximation scheme for well structured instances also implies an
approximation scheme for general instances. Given Lemma A.2 and the fact that OPT > m for well structured
instances, we know that the additive error O(log>m) < eOPT if m = Q(1/elog?(1/¢)). Hence, Theorem 2.1 is
proved.

In the following, we present Algorithm 3, which is the algorithm claimed in Lemma A.2. Algorithm 3 modifies
upon the famous algorithm for bin packing by Karmarkar and Karp [23]. Given an instance I, m(I) denotes the
number of machines, and size(I) denotes the total processing time of jobs. To exclude the trivial cases, if T
consists of less than m(I) jobs, then it is obvious that the optimal solution assigns each job to a separate machine.
Hence, in the following parts, we can assume without of loss generality there are more than m(I) jobs.

We give a very high-level description. The scheduling problem can be interpreted as a bin packing problem
where the bin number is a constraint, and the objective is to minimize the cost of bins instead of minimizing the
number of bins (where the cost of a bin is its load to the power of ¢). Under such an interpretation, we are able
to iteratively apply the harmonic grouping scheme to round job processing times and establish a configuration LP
for the rounded instance. Based on the extreme point solution of the configuration LP, we assign jobs to roughly
m(I)/2 machines and continue with the remaining jobs and machines.

Algorithm 3 Pseudo Code Description of ALg
1. Ip = 0
while m(I) > 10 do
apply harmonic grouping scheme to create instance I’ and Iy
Ip=IpUly
let X(I') be the (e/logm)-balanced solution for Conf-IP(I")
schedule I\ I, (%) according to |%x(I")]
[=1,,(%)
end while
schedule I using Algorithm 1
while Ji,j s.t. L; — L; > 1do
move the job with the largest processing time in machine ¢ to machine j
: end while
: schedule Ip on arbitrarily O(log2 m) machines with max increasing load 2

e o e T
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As discussed in Lemma 2.1, here we assume the processing time of all jobs in I are within [, 1]. Suppose
there are x distinct job processing times with b; jobs of processing time pi, by jobs of processing time by, ... |,
by jobs of processing time p,.. Consider the the subset of jobs that can be scheduled on a single machine, which

can be characterized by a x-tuple t; = (t1;, 25, - - ,ty;) where ¢;; indicates the number of jobs of processing time
p; on this machine. We call any t; with ¢;; < b; for every ¢ as a configuration. Let N denote the number of
configurations, let t1,ts,--- ,ty be a complete enumeration of them.

We establish a configuration integer program for instance I as follows. We introduce a variable z; for each
configuration t; which indicates the number of machines which is scheduled according to t;. Consequently, all
machines of configuration t; accommodate t;;x; jobs of processing time p;. We define the load, or total processing
time of configuration t; as L(t;) = Y., t;;p;. We define the cost of configuration t; as v; = (3°X ; t;;pi)%

N
Conf-IP(I) : min Zvjxj
j=1

N
(A.1a) s.t. Za:j =m(I)
j=1
N
j=1

z;jeN, j=1,2,--- N

Let OPT1p(I) be the optimal objective value of Conf-IP(I). Relaxing the integral constraint z; € N to
z; > 0 in Conf-LP(I), we obtain a configuration linear programming Conf-LP(I). Let OPTyp(I) be its optimal
objective value, it is obvious that OPTyp(I) < OPTrp(I). We have the following lemma.

LEMMA A.3. There exists an algorithm of running time polynomial in x,log(m/e) and 1/s, and returns a feasible
extreme point solution of objective value at most OPTyp(I) + ¢ for Conf-LP(I).

Proof. We consider the dual of Conf-LP(]):

X
Dual-LP(I) : max Z biy; —m(I)z

=1

X

(A2a) s.t. Zt”yz —Z S Q)j, j: 1727-.. 7]V
i=1
yzZO» j:1727"'7N

We use a similar algorithm as that for the classical bin packing problem. We employ the ellipsoid method to

solve Dual-LP(I). We give a brief description. The ellipsoid method iteratively computes a sequence of ellipsoids

FEy, Eq,--- ,. In each iteration, it implements a separation oracle to check whether the center of the current ellipsoid
Ey, say, (y*,2%) = (yF, - ,yi, 2¥), is feasible. If it is, then it outputs a cut b-y —m(I)z > b-y* —m(I)z* where
b = (b1, ,by); Otherwise, it finds out a violating constraint, say, t;-y—z < v;, and outputs t;-y—z < tj~yk—zk.

Incorporating the cut output by the separation oracle, the ellipsoid method computes a new ellipsoid Ej; and

guarantees that the volume of the new ellipsoid is smaller than E} by a factor of ¢ TG, After a polynomial
number of iterations (specifically, which is polynomial in log 1 /<), the ellipsoid method finds a near-optimal feasible
solution with an additive error of .

In their seminal work, Karmarkar and Karp [23] further prove that to compute an approximate solution to
Conf-LP(J) up to an additive precision of ¢, it suffices to construct an approximate separation oracle such that
in each iteration, instead of checking whether the center (y*, z¥) is feasible and returns a violating constraint if
it is infeasible, the approximate separation oracle checks a point (y’“ , 2%} and does the following:

o If (y’“,zk) violates a constraint, say, t; ~§fk —zk> vj;, then outputs cut t; -y — 2z < t; -yl — zk,
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o If (§*, %) does not violate any constraint, then outputs b -y —m(I)z > b-y* — m(I)z*.

Karmarkar and Karp showed that ellipsoid method equipped with the approximate separation oracle can
return a near-optimal solution within an additive error of O() as long as the point (y*,2%) in each iteration
satisfies that

k

e For any constraint, if t; - §° — 2¥ > v;, then t; - y* — 2% > vy;

e For the objective function, b - y* — m(I)z¥ <b-y* —m(I)z" +«.

Here the first property ensures that if (§*, ) is infeasible, then (y*, z*) is also infeasible by violating the same
constraint, and therefore the approximate separation oracle proceeds exactly the same as an (accurate) separation
oracle. The second property ensures that the approximate separation oracle will never cut off a feasible point
whose objective value is significantly better than (y’“, ##) by ¢, and hence ensures the near-optimality.

Now we describe our approximate separation oracle as follows. We first round v; up to be the nearest value
of the form (1+¢)* and let it be v;. Notice that there are a polynomial number of distinct rounded values. Given
an arbitrary point (y*, 2¥), we consider all inequalities of the form

tjyk S @j + Zk.

Our goal is to find out a violating constraint or determine there is none. Since there are only a polynomial
number of different values for ¥;’s, we can sequentially check for every value (1 + €)", whether (y¥, z*) violates
the constraint t;y* < (1 + €)" + z* for all configurations t; such that (1 + €)"~1 < (t;p)? < (1 + €)" where
p = (p1, - ,py). We argue that we can drop the lower bound by sequentially checking for every value (1 + ol
whether (y*, z¥) violates the constraint t;y* < (1+¢€)" + 2* for all configurations t; such that (t;p)? < (1+¢)".
This is because that if (y*, 2¥) violates t;y* < (1 +¢€)" + 2* but (t;p)? < (1 + €)"~!, say, (t;p)? rounded up to
(14 €)' for B < h, then (y*, 2*) also violates t;y* < (1 + €)* + z*, which will be found out already. Hence,
finding a violating constraint is equivalent as finding a vector t < b such that (t - p)? < (14 €)"” and t - y* is
maximized, and comparing this maximal value with z¥ + (1 4 €)*. This is a knapsack problem which admits a
fully polynomial time approximation scheme (FPTAS). More precisely, using the same method as Karmarkar and
Karp [23], we can round y* to some value ka close enough such that

e For any y-dimensional vector d whose coordinates are non-negative and ||d[j; <n,0<d -y* —-d- vh <

e In polynomial time (specifically, polynomial in 1/<), we are able to find t* such that by taking t = t*, t - y"

is maximized subject to (t - p)? < (1 +¢)".

Overall, our above argument ensures that in polynomial time we either determine some configuration t; such
that tjyk > v + z¥ for some j, and hence

ty" 4+ 2R > b5 0 4 2 > o4 2R > v+ 2R

or we conclude there is no such configuration and guarantee that b - y* — m(I)zF <b-y* —m(I)z* +«.

Hence, there exists an approximate separation oracle for Dual-LP(I), indicating that Dual-LP(I) can be
solved using the ellipsoid method in polynomial time (up to arbitrary precision). Notice that the derived solution
may not necessarily be an extreme point, however, by using exactly the same argument as that of Karmarkar and
Karp [23], we can make it into an extreme point solution. 0

Consider the near-optimal extreme point solution x(I) given by Lemma A.3. We denote by |x(I)| =
(lz1(D)],---, |zn(I)]) the rounded solution. Similar as the algorithm for bin packing, we assign jobs to machine
according to |x(I)| and then proceed with the residue instance I,..s(x). Denote by I,..s(x) the residue instance
where we take away jobs scheduled according to |x(I)| from the original instance I, i.e., I..s consists jobs in
x(1) — [x(I)]. It is easy to see I cs(x) consists of m(Ires(x)) = m(I) — >_;|z;(I)] machines.

LEMMA A .4. OPTLP(ITES(X)) + OPTLP(I \ Ires(x)) < OPTLP(I)

Proof. We know each configuration of instance I is also a configuration of instance I,..s and I \ I..s(x). Hence,
for any solution x(I) of instance I, |x(I)] is an feasible solution of I \ I ¢s(x) and x(I) — [x(I)] is an feasible
solution of I,.s(x). 0
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Similar to the bin packing algorithm by Karmarkar and Karp [23], we will employ the harmonic grouping
scheme to round the instance and apply Lemma A.3 on the rounded instance. It has to be noticed that the
processing time of every job in the instance is no more than 1 which is guaranteed by Lemma 2.1. The harmonic
grouping works as follows: We deal with the job one by one in non-decreasing order of its processing time and
pack the job into the current group. At any time, only one group is open. When the total processing time of jobs
in the current group is at least 2, we close it and start a new group. By doing this, all jobs in I are packed into
r groups i.e., G,...,G,. We discard all jobs in G; along with |G;_1| — |G;| jobs with smallest processing time
in G; for each i € [2,7] and let it be I;. For those remaining jobs, we lift the processing time to the largest one
among their group and let it be I'. The harmonic grouping scheme has the following properties [40]:

e the number of distinct job processing times in I’ is at most size(I)/2;
o size(Iq) € O(logsize(I)).
LEMMA A.5. OPTLP(I/) < OPTLP(I)

Proof. Given any solution x(I) of instance I, for each configuration we can replace each job j in group G; with a
job j" in group G;41. In such a modified solution, all jobs of I’ are scheduled. Since p;; < p; holds, the objective
does not increase. ]

Now we formally present Algorithm 3. Given an instance I of the scheduling problem, we first apply the
harmonic grouping scheme to obtain the rounded instance I’ along with another instance I composed by the
discarded jobs. Then we apply Lemma A.3 to derive a feasible solution x(I’) for I’ and assign jobs to machines
according to |x(I’)] and close these machines. The remaining jobs x(I') — [x(I’)| and the remaining empty
machines m(I’) — [|[x(I})][[1 (here ||-||; is the 1-norm, which counts the number of integral configurations) forms
a new instance I/ .. In the next iteration, I] . servers as the input and we repeat this process until there are
only constant machines left. For the instance with constant machines, we call Algorithm 1. Then we do the
balancing operation to make sure that for every two machines their load difference is at most 1. At last, we group
all the discarded jobs into O(log2 m) groups where the total processing time of each group is at most 2. This can
be easily done, since the processing time of each job is at most 1. We pick arbitrarily O(log2 m) machines and
schedule each group of jobs on one machine.

Finally, we estimate the overall loss incurred. In each iteration, only m(I)/2+ 1 variables take non-zero value
in solution I7,,(%). Hence, m(I,,,(x)) < m(I)/2+ 1 and after at most O(logm) rounds Algorithm 3 terminates.
Each iteration introduces an additional cost of ¢, together with discarded jobs of total processing time O(log2 m),
which need to be handled at last. Set ¢ = O(logm) and observing that OPT > OPTrp(I) and OPT > m,
we know the overall additional cost is bounded by O(log2 m). Now consider all the discarded jobs. Through
Lemma 2.1 and the balancing operation, we know the load of machines in the solution is at most 3. Meanwhile,
due to the convexity of the objective, the balancing operation does not increase the objective value. Given that
q is a constant, hence, the overall objective value increases by at most O(log2 m), and Lemma A.2 is proved.

B Omitted Proofs in Section 3.1 - Proof of Lemma 3.1

The goal of this section is to prove the following lemma.

LEMMA 3.1 1. Assuming ETH, there exists a constant 8 € (0,1) such that for any sufficiently small € ,§ > 0, it
is not possible to distinguish between instances of 3SAT’ with (1 — €') - 4n/3 clauses where at least 4n/3 clauses

are satisfiable, from instances where at most (5 + €') - 4n/3 clauses are satisfiable, in time 20(n'™%)

Towards the proof, we start with the following result (see, e.g., Corollary 1 of [5]).

LEMMA B.1. [34, 5] Under ETH, for sufficiently small € > 0, and § > 0, it is impossible to distinguish between
instances of 8SAT with A clauses where at least (1 — ')A are satisfiable from instances where at most (7/8 + €' )A

are satisfiable, in time O(2' "),

Applying the classical technique of constructing enforcer via expander for 3SAT (see, e.g., Theorem 5 of [39]),
we have the following,

293 Copyright (© 2022 by SIAM
Unauthorized reproduction of this article is prohibited



Downloaded 08/01/22 to 66.76.35.186 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

LEMMA B.2. [39] There exists a constant dy such that given a 3SAT formula ¢ with A clauses, another 3SAT
formula ¢ with A" = A + 3dgA = O(A) clauses can be constructed in polynomial time such that:

e FEvery variable occurs in at most 2d + 1 clauses in ¢';

o There is an assignment for ¢ where at most k clauses are not satisfied if and only if there is an assignment
for @' such that at most k clauses are not satisfied.

Denote by 3SAT-d the 3SAT problem where every variable occurs at most d times. Combining Lemma B.1
and Lemma B.2, we have the following lemma.

LEMMA B.3. Under ETH, there exists some constants d € N and « € (0, 1) such that for sufficiently small €’ > 0,
and 0 > 0, it is impossible to distinguish between instances of 3SAT-d with A clauses where at least (1 — €' )A are

satisfiable from instances where at most (o + € )A are satisfiable, in time O(2A1_6),

It is worth mentioning that the reduction in [39] involves constructing 2-clauses, that is, 3SAT-d in Lemma B.3
refers to a 3SAT instance where clauses may contain 2 or 3 variables. For ease of presentation, we want to enforce
every clause to contain exactly 3 variables’. This can be done by introducing dummy variables together with
3-clauses that enforce a dummy variable to be true or false (called enforcers). In particular, Berman et al. [4]
provide a general enforcer that allows them to deduce the APX-hardness of MAX3SAT (where every clause
contains 3 variables and every variable appears 4 times) through the APX-hardness of MAX2SAT. We can apply
their technique directly to get a strengthened version of Lemma B.3 where in 3SAT-d every clause contains exactly
3 variables.

The following proof is a slight variation of that from Tovey [38].

LEMMA B.4. Given a 8SAT-d formula ¢ with A clauses, a SSAT’ formula ¢’ with |C1] = A and |Ca| < 3A clauses
can be constructed in polynomial time such that:

o If there is an assignment for ¢ where at most k clauses are not satisfied, then there is an assignment for ¢'
where at most k clauses are not satisfied.

e If there is an assignment for ¢’ where there are at most k clauses not satisfied, then there is an assignment
for ¢ where at most kd clauses are not satisfied.

Proof. Let z be any variable in ¢ and suppose it appears £ < d times in clauses. If / = 1 then we add a dummy

clause (z @ —z). Otherwise £ > 2 and we introduce ¢ new variables z1, 2o, -+, 2¢ and £ new clauses (z1 © —22),
(22 ® —z3), -+, (2¢ ® —2z1) which enforce 21, 22, - - , z¢ to take the same truth value. Meanwhile we replace the £
occurrences of z in the original clauses by z1, 22, - -+, z¢ in turn and remove z. By doing so we transform ¢ into

a new formula ¢’ by introducing at most 3A new variables and 3A new clauses.

Notice that each new clause we add in ¢’ is of the form (z; @ —z;). We let C be the set of them and let C;
be the set of other clauses. It is easy to verify that ¢’ is an instance of 3SAT’. Notice that every clause in C; has
a corresponding clause in ¢ by replacing z;’s with z.

Suppose there is an assignment for ¢ where at most k clauses are not satisfied. Then for any variable z in ¢
that occurs ¢ times, we let z1, 2o, - -+, 2 all take the same value as z. It is easy to see that at most k clauses in
C1 of ¢’ are not satisfied.

Suppose there is an assignment for ¢’ where at most k clauses in C are not satisfied. For any variable z in ¢
that correspond to z1, 29, -+ -, 2¢ in ¢, we let 2; take the same value of z; for all 7. Now we check the number of
additional unsatisfied clauses in C; we introduce by doing so. If all z;’s take the same value, then no additional
unsatisfied clauses are introduced. Otherwise, it is possible that some of the clauses in C7, which is satisfied by
Zo, 23, -++ Or 2y, becomes unsatisfied. But there are at most d — 1 such kind of clauses. Hence, at most d — 1
unsatisfied clauses are introduced, if there is at least one unsatisfied clause among (z1 @ —22), (20 ® —z3), -+ -,
(z¢ ® —z1). This implies that we have introduced at most k(d — 1) unsatisfied clauses by setting z; = z; for all
variables, i.e., there are at most k(d — 1) + k = kd unsatisfied clauses in C; now. Hence, there is an assignment
for ¢ where at most kd clauses are not satisfied. ]

TWe remark, however, that our reduction also works if C; contains 2-causes and 3-clauses. It suffices to create two CLy, one true

copy and one false copy instead of three, and meanwhile adjust the number of dummy jobs.
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Given Lemma B.4, we know that if there is an assignment for ¢ with are at most oA unsatisfied clauses, then
there is an assignment for ¢’ with every clause in Cs satisfied and at most aA clauses in C; unsatisfied; if every
assignment has at least SA unsatisfied clauses in ¢, then there are at least SA/d unsatisfied clauses in ¢'. Hence,
according to Lemma B.3, Lemma 3.1 is proved.

C Omitted Contents in Section 3.2 - Why Old Reduction does not Work

Chen et al. [7] provided a reduction that meets the conditions CO1 to CO4 with job processing times, and hence
the target value T, being O(n'*%) for any arbitrary small constant § > 0. This reduction provides a strong lower
bound for P||Cyaq, but does not work well for our problem P|| ", C#. To see this, we take ¢ = 2 as an example
and compare the two objective values for the constructed scheduling problem when Ig,; is satisfiable and when it
is not. If I, is satisfiable, then there exists a schedule such that every machine has a load of exactly T, implying
that the optimal objective value is mT?. Otherwise, at least one machine has load 7'+ 1 or more and machine has
load T'—1 or less, and then the optimal objective is at least (m —2)T2+(T+1)%2+(T'—1)? = mT?+2. For the sake
of contradiction, let us assume that there exists a PTAS with running time 2°(1/9)") for some s € (0, 1). If we take
€ to be sufficiently small such that m7T2%e < 1, then the PTAS can be used to determine whether the constructed
scheduling instance admits a feasible schedule of objective value at most m7? +1 < mT? + 2, and hence whether
I.q is satisfiable. The running time of the PTAS becomes 20((1/9%) = 20((mT*)") Plug in m = O(n) and
T = O(n'*%) in the reduction, we have mT? = O(n?+%%). Hence, if k = 1/3 — §, we have (mT?)" < O(n'~9%),
and an efficient PTAS of running time 920((1/9*™%) can thus determine the satisfiability of I44: in 20(n'™") time,
contradicting ETH. To summarize, the above argument implies a lower bound of 20((1/ 9" on the running
time of PTAS for arbitrary constant § > 0, which is not strong enough to match our algorithms in Theorem 2.1.

To overcome the obstacle, a natural idea is to decrease the value of m or T in the reduction. However, if,
say, m = n%? and T = n®®), then we know the standard dynamic programming for scheduling returns the
optimal solution in 790" = 20(n™?) time; similarly, if 7 = n%9 and m = n°W, then we know there are at
most 0 different kinds of jobs, and the scheduling problem can also be solved in time 20(n*?) through dynamic
programming. Hence, we cannot expect to reduce I, to such scheduling instances, assuming ETH.

As a consequence, in this paper, we will not try to decrease m or T. Instead, we increase the gap between
the two optimal objective values for the constructed scheduling problem when Ig,; is satisfiable and when I, is
not satisfiable by exploiting the hardness gap in Lemma 3.1.

D Omitted Proofs in Section 3.4 - Proof of Lemma 3.2

o/
LEMMA 3.2 1. Let N € Z*t. There exists a subset S C Zy such that |S| > NV e for some sufficiently large
co (in particular, co = 7 suffices), and for any y € S and 1 < h <5, the linear equation h-y =1y +ya + -+ yn
with y; € S for all i has a unique solution y1 =y = -+ =yp = y.

Proof. For any d > 2, M > 2 and k < (M +1)(d — 1)?, we let z = 5d — 1 and x = (1,z,22,--- ,2M),
c = (c[0],c[l], - ,c[M]). We define the set Si(M,d) as:

Si(M,d) = {y:y=cx+a™ =cl0] +c[l]at + -+ c[M]a™ 4+ 2MH,

cli] € N,0 < c[i] < d, Z(c[i])2 = k}.

That is, Sk (M, d) is the set of all integers which can be expressed in the form of ¢-x + 2% such that c[i] € [0, d)

and ||c||3 = k, where || - ||2 is the fo-norm of a vector.
We claim that for any y € Sg(M,d) and 1 < h,h/ <5/ if hy =y1 +ya+ -+ yn, yi € Sk(M,d), then we have
W =h,yn=ya=-=yp=y. Let y = cx+ 2™ and y; = ¢;x + 2M*, where c; = (c;[0],¢;[2], -, c;[M]).

Using the fact that z = 5d — 1 and ¢,[i] < d, we know for A’ <5 we have E;l/:l c;[i] < . Hence by checking the

coefficient of ™+ on both sides of the equation hy = Z?Zl yj, we have h = h’. Moreover, we can conclude that
h/
j=1

the coefficient of * in the sum y; + y2 + - -+ + yp equals >, ¢;[i], hence by comparing the coefficient of z* on
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both sides, we have
h
Z c; = he.
j=1

By the definition of Sk(M,d), the followings are true:

M
> (eili)? =k, V5,
=0
and M Zh c[z] M
D (FIETR =D (el =k
1=0 1=0
Hence,
MoS el S M aeli)? LS (ejli))?
(D.3) k= - )2 = ho => - .

i=0 =0

According to the inequality between the quadratic mean and arithmetic mean, we know

h N h N2
(Zj_l th]) < ijl(CjM) Vi

h h ’

and the equality only holds when ¢;[i]’s are identical for all j. Hence by Eq (D.3) we know ¢ = c;, and consequently
y; =y for 1 < j < h. Hence, the claim is true.

It remains to select an appropriate Si(M,d) such that Sy C Zy and has a large cardinality. Towards this,
we first observe that the largest number of Sy (M,d) is bounded by (5d — 1)M+2. We shall select d and M
such that (5d — 1)M*2 < N. Notice that there are d™*! — 1 different positive integer numbers which can be
expressed as ¢ - x + 2™+ where c[i] € [0,d). Furthermore k = ||c||3 < (M + 1)(d — 1)?, hence there exists some
1 <k* < (M +1)(d — 1)? such that

dMJrlfl del
|z Gy D@-1E Mrl

‘Sk* (Ma d)

It remains to select d and M subject to (5d — 1)™*2 < N such that & s large. Below all logarithms

ML
are taken with the base e. We pick M = | lloo'gg]gfj — 2 and d = LWJ It is easy to see that
+2)log(sd — 1) < -loge ' = log N, hence — < N. Furthermore, for sufficiently
M +2)log(5d — 1) < /25 - logeVe? 192N — log N, h 5d — 1)M+2 < N. Furth for sufficient]
large N (e.g., N > ¢'0), we know d > W, hence

dM—l

_ o(M-1)logd—log(M+1) ~ (vIogNTog5—log10)(,/ %5 —4)—  (loglog N—loglog 5)
M+1 -
74¢W7%m79(103 log N)

log N

elog N-(1+
= NUUTmew)
Hence, Lemma 3.2 is proved. In particular, it is easy to verify that 4./logh + \lﬁ% < 7, hence the

aM-1
M+1

> Nl_«/lc?gN. 0

E Omitted proofs in Section 3.4 - Proof of Lemma 3.4

The goal of this subsection is to prove the following.
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flu) = (1,1,32) f(u) =(1,232) f(u3) = (1,3,3,2)

color 1

fra) = 2123)  f(n(w) = 22.23) f(m(uz)) = (3.3,3,3)

Figure 2: Illustration of Lemma E.1 for M = {1,2,3}, v = 4, h = 1 (recall that vectors start with the 0-th
coordinate). Each vertex in U (i.e., the solid circle) is a 4-dimensional vector. Each mega-vertex in U (i.e., the
dotted circle) contains exactly 3 vertices. Each solid line between vertices represents the mapping 7 which is
colored by one of 3 colors.

LEMMA 3.5 1. For any m € Aut(M?), there exist h- shujﬂers fus fn € Aut(/\/l“) for every 1 < h < v such that
F(y) = F(n(y)) for anyy € MY, where F = fy_1 0 fy_s0---0 fo and ' = fy_1 0 fu_y0---0 fo. Furthermore,
fr’s and f1,’s can be constructed in time that is polynomial in |M?Y].

For any finite set X, we denote by Aut(X) the set of all one-to-one mapping from X to itself. For any
f1, f2 € Aut(X), we denote by f1 o fo € Aut(X) the composition of f; and fs, i.e., f1 o fo(x) = f1(f2(z)) for any
r € X. Note that Aut(X) is a symmetric group under composition. We denote by f~1 € Aut(X) the inverse of
f e Aut(X).

Let M be an arbitrary finite set of cardinality ¢t. Let v € Z*. Denote by MY the set of all v-dimensional
vectors whose entries belong to M.

For any vector y € MY, we denote by y[h] € M the h-th coordinate of y, and y[—h] € M"~! the vector
obtained by removing the hA-th coordinate from y.

For any f € Aut(M") and 0 < h <v —1, we call f an h-shuffler if (f(y)) [-h] = y[—h] for all y € M?, that
is,

fy) = 0Ly, -yl =1]) = (y[0], - ylh = 1, 2, y[h + 1], -+ y[v = 1)),

for some z € M.
We prove the following lemma.

LEMMA E.1. For any © € Aut(MV) and 0 < h < v — 1, there exist h-shufflers f, f € Aut(MV) such that for
anyy € MY, (f(y)) [h] = (f(ﬂ'(y))) [h]. Furthermore, f and f can be constructed in time that is polynomial in
|M®].

Briefly speaking, f and f shuffles the h-coordinate of y and its image under 7 such that they become identical.
Now we are ready to prove Lemma 3.5.
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Proof. [Proof of Lemma 3.5] For ease of presentation, we let M = {1,2,--- ,t}. Note that |[M"| = t¥. Sort

elements (vectors) of MY in an arbitrary order and denote them by {ci,ca,- -, cv }. We create a bipartite graph
G = (UUW,E) to represent 7 as follows: Both U and W contain t¥ vertices. Let U = {uj,ug, - ,uw} and
W = {wi,ws, - ,we}. There is an edge between u; and w; if and only if 7(c;) = ¢;. Since 7 is one-to-one

mapping, G is 1-regular.

As each u; and w; correspond to c;, we will slightly abuse notation and write w;[h] or u;[—h] to refer to c;[h]
and c;[—h].
Contraction. We contract the graph G as follows. We partition U (or W) into tV~! subsets such that u; and u;
(or w; and w;) are in the same subset if and only if u;[—h] = u;[—h] (or w;[—h] = w;[—h]). Denote by U; (or
W;), 1 <i <tv~1 all the subsets in the partition of U (or W). It is clear that each U; (or W;) contains exactly
t vertices from U (or W). We now contract all the ¢ vertices in U; (or W;) into one mega-vertex, and denote
this mega-vertex as u; (or w;). By doing so we generate parallel edges, that is, there are ¢ parallel edges between
each pair of mega-vertices @; and w; if there are ¢ edges between vertices in U; and W; in the original graph G.
We denote by 1 an arbitrary one-to-one mapping between a parallel edge (between mega-vertices u; and wj) and
an edge in G (between some vertex in subset U; and some vertex in subset W;). Denote by G = (U U W, E)
the contracted graph. Given that G is 1-regular and every mega-vertex contains exactly ¢ vertices, we have the
following observation:

OBSERVATION 4. The contracted graph G = (U UW, E) is a t-reqular bipartite graph.

Coloring. Tt is known that every bipartite regular graph admits a perfect matching (see, e.g. [26]). Consequently,
every t-regular bipartite graph can be decomposed into t perfect matchings. We decompose G into t perfect
matchings and color edges in each perfect matching with a distinct color. Overall we have used ¢ colors. Since
|M| = t, we can map the i-th color to integer i € M.

Recall that 9 is a one-to-one mapping between E and F, hence via 1) we also obtain a coloring for E (by
coloring each edge in E with the same color as its corresponding edge in E). Recall that G is 1-regular. Thus we
can extend the edge coloring to a vertex coloring, such that each vertex in G is colored with the same color as
the unique edge incident to it.

Define functions f and f Consider every vertex set Up. We know U contains ¢ vertices, and let U, =
{uky, Uky, -+, ug, }. By definition ug,[—h]’s are identical and ug, [h]’s are exactly the ¢ elements in M. Recall that
we decompose G into ¢ perfect matchings and each perfect matching is colored with a unique color, we know the
t parallel edges incident to the mega-vertex uy, are colored with ¢ distinct colors. Consequently, each vertex uy, is
also colored with a distinct color. Recall the one-to-one correspondence between a vertex u; and c; € M. Now we
define a function f such that f(cg,)[—h] = ck,[—h], and f(cg,;)[h] equals the color of ug,, where we interpret each

color as a number in {1,--- ,t}. Consequently, (f(ck,), f(Cky), -, f(ck,)) is a permutation of (cg,,Cry,- - ,Ck,)-
Hence, f € Aut(MY).

Similarly, we consider each Wy, = {wy, , Wk, - , wk, } and define a function f such that f(cy, )[—h] = cx, [<h],
and f(cy,)[h] equals the color of wy,. Consequently, (f(ck,),f(cry),- -, f(ck,)) is also a permutation of

(CkyyChys** »Ck, ), and f e Aut(Mv).
Furthermore, the color of each u; or w; is defined as the color of the edge incident to it, hence if there is an
edge between u; and w; in G, then we know (f(u;))[h] = (f(w;))[h]. Hence, Lemma E.1 is proved. O

See Figure 2 for an illustration of the mapping f, f we construct in Lemma E.1. Iteratively applying
Lemma E.1, we are able to prove the following.

Proof. We prove the following statement by induction: For 0 < k < v—1, there exist h-shufflers fj,, fh € Aut(M?)

for every 0 < h < k such that Fi.(y)[W] = Fr(n(y))[h'] for any y € MV and b’ < k, where F}, = fro fr_10---0fy

and £}, = fr 0 fr_1 0o fo.
The statement is true for K = 1 by Lemma E.1. Suppose the statement is true for k, we prove it is true for

k+1.
Consider fyo fr_10---0fpomo fo_l o fl_l 0--+0 fk_l. According to Lemma E.1, there exist (k 4 1)-shufflers

frt1, fk+1 such that

B4) e B+1 = ((forofeoofoomoflofitonofi) ) k+1], ¥yeM.
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Since fr o fr—1 00 f1 € Aut(MV), for every y € MY there exists some z € MY such that y =
(fro fr—10---0 f1)(z), plug this into Equation (E.4), for all z € MY we get

(fkt10 fro---0 fo) (z)[k +1]
((ﬁﬁqo~~~ofoo7rof(;1o~~of];10fkofk,10~'of0) (Z)) [k + 1]

((Ferro-ofoom) @) k+1

Moreover, for any h < k, recall that fi1 and fk+1 does not change the h-th coordinate, hence

(fio++o fo) (2)[A]
(oo fron) (@)
((fk+1 o fro-+o fo OW) (Z)> [h]

(fkx10 fr oo fo)(z)[R]

Hence, the statement holds for all £ < v — 1, and Lemma 3.5 is proved. O

F Construction of the Scheduling Instance

Now we provide the details of the reduction. We first recall all the functions and parameters we have set in
proving Lemma 3.4.

e Recall that 7 is the one-to-one mapping that maps i to k for every (z; @ —zx) € Cs.

e Apply Lemma 3.3 by taking N = n, we get o : Z,, — Z,» where n’ = n' O s =), o(i) = Z;‘:o a;[j]a’

for a;[j] € Sg where v = [—82 ] 4 O(+—L8" ) = OWVIoelogn) Joop and 2 = 5d + 1. We lift the

loglogn (log log n)3/2
dimension such that a; = (a;[0],-- -, a;[y + 3]) where a;[y + 1] = a;[y + 2] = a;[y + 3] = 0.
e Apply Lemma 3.3 again by setting N = 4+ 4, we get another injection o’ such that o’(y) = o(log®n) < z2
for y <4y +4.
L2y+2 ~2vy+1 L1 0
e We have constructed in the proof of Lemma 3.4: b? = a,, b}, b?, e ,b?'y+2 = bk7+ , bk7+ , o, b, b = ag

where k = 7(37).
e Again, each vector c represents the polynomial ), c[i]z*. Polynomials and vectors are used interchangeably.
14+0(

1 ~h .
o Let 0ppur = 2716 =1 \ﬂoglogn), and thus 0,00 > - b?x and omaee > 2 - b, x for any 4, h, and also
Omaz > o' (y)x7+3 for any y < 4y + 4.

Construction of the scheduling instance. We shall construct two major classes of jobs, gap jobs and main jobs.
Main jobs are divided into 5 types: dummy jobs, clause jobs, truth-assignment jobs, link jobs and variable jobs.
The three types — truth-assignment, link and variable jobs — are further divided into sub-types, e.g., variable jobs
are further divided into 4 sub-types (see Table 1). A gap job is defined as a fixed huge value 10'40,,,, subtracting
several main jobs.

The processing time of each job can be expressed as a summation over three components: Type, Index and
True/False. The type component of a main job is always of the form 1070,,,, where 2 < j < 13. Table 1
summarizes the value j for each kind of main job, e.g., the type-component of a variable job whose sub-type
belongs to V. i 1 is 1050,,4,. The index-component of clause jobs, truth-assignment jobs and variable jobs is
of the form 100(¢) for some index i. Dummy jobs do not have index-component; Link jobs have much more
complicated index-components, which will be specified in the following part of this subsection. FEach main job
has a true version and a false version. A gap job does not have a true/false version but only one unified version.

Define a function ¢ that maps the (sub)-type of a main job to the exponent of 10 as indicated by Table 1, e.g.,
¢(TR.,) = 11. Now we provide the exact processing time of every job. In the following p € {T, F}, ¢ € {+,—}.
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\ |Dummy|Clause Truth-assignment Link Variable
\ | DM CL. |TR. 4|TR.,|TR. ¢|TR. 4|LN. { |LN. _|V. L 1|V. 1 o|V. _1[V. _2
¢ 13 12 11 | 10 9 8 7 6 5 4 3 2

Table 1: Type-component of main jobs

e Variable jobs: 4 jobs VZ-’Q_J and Vi/,)+,2 are constructed for the positive literal z;, and 4 jobs Vf,)—,1 and Vi,p_72
are for the negative literal —z;.
s(VZ?:’H) = 104(V.,L,k)amam + 100(i) 11,
S(WFL‘R) — 10C(V.,,,,k)amm +100(i)+2, kK=1,2,0=+,—

p
7,47

e Truth-assignment jobs: 8 jobs TRY ,, TRy, TR? . and TR ; are constructed for every i.

s(TR},) = 104" "o 0 + 100 (i) + 1.5,

s(TRF,) = 10¢™ g, 00 +100(i) +1. Kk =a,b,c,d

e Clause jobs: there are 3 clause jobs for every clause cl, € Cy where £ € {2,5,--- ,;n— 1}, with one CLZT and
two copies of CL{ :

s(CLY) = 10C“Y) 600 + 100 (0) + 2, s(CLY) =109 g, 00 + 100(0) + 1.

e Dummy jobs: there are n 4+ n/3 true dummy jobs DM of processing time 10¢PMg, 0+ 1 and n — n/3
false dummy jobs DM of processing time 10¢PMg, 0+ 2.
R
e Link jobs: We create 444 links jobs for each clause in C5. Recall the vectors b? and b, for 1 <h <2y+2.
For every clause (z; @ z) € Co and every 1 < h < 27y + 2, we create two pairs of link jobs, LNZh’+ and LNf,L+7
and LNf,hV_ and LN£h7_ such that

s(LNY, ) =10¢N-g 0 +10b" (i)x + 1, s(LNf), ) = 106N+, + 10b]x + 2,

~h ~h
S(LNih,,) = 106N g e 4+ 10D (k)x + 1, S(LNih,,) = 10N g+ 10b (i)x + 2.

Let TRa, TRp, TRc, TRp be the set of jobs TR} ,, TRY,, TR? . and TR} ; respectively. Sometimes we may

i,a)
drop the superscript for simplicity, e.g., we use TR; , to represent TR or TRf o We construct gap jobs. There

are 5 kinds of gap jobs. ’
o There are two gap jobs (variable-link jobs) 0pn,;+ and Oy.1,; — for each variable z;:

X
s(vLis) = (10" =107 = 10%)0pmas — 10 | a;[0] + ZZai[j]xj + (Fo(a:))[0] - 27! 4+ 0" (1)27 2 | =3
j=1
- (1014 — 106N 10<(V~+v2>) Tmaz — 10(a; + bl)x — 3
’y . A
s(Ovri-) = (10" =10° = 10%)0pmae — 10 | &;[0] +2 ) ay[jla’ + (F(a))[0] - 27 40’ (1)27+2 | =3
j=1

= (101 = 1080N) — 106V 2)) g — 10 (a5 4+ By ) x - 3

o There are 4y + 3 gap jobs (link-link jobs), i1 4.+ and Or.1,;n,— and Or.1, 4 — for every 1 <4 <n. For
h=1,2,---,2v+ 1, we define

sOriins) = (10" =2x109082) 6, — 10 (blx + bIH! ) x =3
s(OrLin-) = (1014 —2x 10<(LN-1—)) Omaw — 10 (f,fx 4 B?“) x—3
300 Copyright © 2022 by STAM

Unauthorized reproduction of this article is prohibited



Downloaded 08/01/22 to 66.76.35.186 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

Additionally, we define
s(OLpig.) = (1014 — 10¢EN-+) 10<<LNv>) Omaz — 2 X 10b272x — 3

Here recall that b?v+2 = Bi’(yj)_ ’

e There are three gap jobs (variable-clause-dummy jobs) for each ¢, € C; (¢ € {2,5,---,n — 1}): for
i=0—-1,0,0+1,if 2 € cly, we construct Oy.c.p e,i,+, otherwise —z; € clp, and we construct Ov_c.p g, —

s(Ov-c-pogit) = (1014 — 108D _ 1¢(CL) 10<(V.,+,1)> Tmaz — 10(0(0) + o (i) — 4,

s(0v-cp.i—) = (1014 — 105(PM) _10¢(CL) 10<(V«v*v1>) Omaz — 10(0 () + o (i) — 4.

e There is one gap job (variable-dummy job) for each variable. Notice that each variable appears exactly
once in clauses of C1, if z; appears in C, we construct fv.p; —. Otherwise, we construct fv.p ; 4 instead.

s(v-pit) = (1014 —104(PM) _ 10<<V~v+’1>> Tmaz — 100(i) — 3,

s(Oy.pi_) = (1014 — 10¢0M) 1o<<V-~1>) Tmaz — 100(i) — 3.

Thus, for each clause cl; and ¢ = £ —1,¢,¢+1, either Oy.p ; + and Ov.c.p ¢,;,— exist, or Oy.p ;- and Ov.c.p.e,i +
exist.

o There are four gap jobs (variable-truth jobs) for each variable z;, namely Ov_r; ¢.c, Ov-T.i.b,d, OV-T,i,a,a and
Ov-T,ib,c:

$(0v-1i0,) = (101 = 10600 = 10€(TR) — 1oC(TR )a,,m 300(i) —
s(Ov-1.1..4) (1014 106(V-42) — 106(TR) _ 10¢(TR., )) Tmaz — 300(i) — 4,
S(Ov-T.1.0.0) ( 101 — 106(V-=1) — 10¢(TR-a) _ 1(¢(TR 4 ) Tmaz — 300(i) — 4,

S(Ov-T.ipc) = (1014 —108Vi-2) 1 ¢(TR) 10<<TR»6>) Trmaz — 300 (i) —

Overall, we have constructed 2yn + 8n gap jobs. We also construct 2yn + 8n machines. The following Table 2
summarizes the processing times of all jobs.

G Proof of Theorem 3.1

The proof is carried out in 4 steps. We first show in Section G.1 that every job in the constructed instance has a
unique processing time. This allows us to refer to a job by its symbol (e.g., VZ-7T+71) as well as by its processing time.
Next, we show in Section G.2 that if a significant fraction of clauses in the 3SAT’ instance are satisfiable, then
the constructed scheduling instance admits a solution with a small objective value. Next, we show in Section G.3
that if any truth-assignment for the 3SAT’ instance will leave a significant fraction of clauses unsatisfied, then
the constructed scheduling instance does not admit a solution with a small objective value. Finally, we are able
to prove the correctness of our reduction in Section G.4 by leveraging the above two facts.

G.1 Uniqueness of job processing times We claim that the processing time of each job we create is unique,
whereas there is a one-to-one correspondence between the symbol of a job and its processing time. To see the
claim, consider Table 2. It suffices to compare the processing time of jobs within each subtype. Given that o is an
injection, it is easy to see that the processing time of each variable job, truth-assignment job, clause job, variable-
dummy job and variable-truth job is unique. For variable-clause-dummy jobs, by property 4 of Lemma 3.3 we
know the sum o(¢) 4o (i) for i = £—1,¢,£+1 is unique. The uniqueness of link jobs follows from the uniqueness of
b?’s from Lemma 3.6. The uniqueness of link-link jobs follows from the uniqueness of the summation b? + bt
from Lemma 3.7.
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Job-type Sub-type |Type-component Index-component (,{}; Fl(jléf‘
Vit 106V + 0,0, 100 (4) 1] 2
Variable Vit 106V +2) g0 100 () 1] 2
Vi 106V =g e 100 () 1] 2
Vi_o 108V=2)g 100 () 1] 2
TRi,a 10<(TR"Q)0maI 100’(1) 1.5 1
, TR, 4 10¢(TR-B) g o 100 (4) 1.5 1
Truth-assignment ’
TR . 106TRe) g 100 (3) 15| 1
TR, 4 108TR- g 100 (4) 1.5 1
Clause CL, 108(CL) g o 100(0) 2 |1
Dummy DM 10¢PM g, e 0 1 2
Link LNijy 100NV, 0, 10b;'x 1|2
hef0,1,- .2y +2HIN, ), [106EN- g, 10b"x 12
Ov.r s 101 — 1o<<LN ) —10¢Var2)yg, —10(a; + b} -3
Variable-Link VLot ( o (ai + fl)x
Ovri—  |(10M —106EN-=) —10¢V=2))g, 0 —10(a; +b,)x |3
Orrint [(10M =2 x10¢EN-ANg 0 —10(b” + b 1)x|-3
Link-Link " N ERGR
he {17 29+ 1} 6)L—L,i,h,f (10 —2x10 B )Umaz _lo(bi + bi )X -3
Oy, (10 —10SEN2) _10¢EN NG —20b27?x -3
Variable-Clause  |0v-c.p i1 |(10'* — 10¢PM) —10¢(CL) —10¢Ve )5, |=10(0(0) + 0 (i) |-4
-Dummy, [i = £ <119y o p oy [(10M — 10$PM) — 10¢CL) — 10¢V-- g0 [—10(0(€) +0(d)) |-4
Go 1014 — 10¢MOM) _ 10¢(Vo+.1) —100(7 -
Variable-Dummy VoDt (10 0 0 )Imaa 00 (i) 3
Ovpi—  |(10™ —10¢PM) — 10¢Vm))gr, o —100(4) -3
Ovriae (10 —10¢Vt1) — 106(TRe) — 10¢(TR )| =300 (7) -4
Ov.r. 10 — 10¢(V-+.2) — 106(TR-b) _ 10¢(TR 0) e |—300(i -4
Variable-Truth v-risd_|( )7ma o (i)
Ovriaa |(10M —10¢Vm1) —10¢(TR ) — 10¢(TR )5, | =300 (7) -4
Ovripe |(10M —106Vi-2) —10¢(TRw) — 10¢(TR-))g, o | —300 (i) -4

Table 2: Job processing times

G.2 3SAT’ to Scheduling The goal of this subsection is to prove the following lemma.

LEMMA G.1. If there are at most Un clauses which are not satisfied, then the constructed scheduling instance

admits a feasible schedule with objective value at most (10140mm)q(27n+8n)+19n-@(101407,1@@)‘1_2—1—0( od-2),

Recall that every main job, except the clause job, admits a true copy and false copy, while the clause job
admits a true copy and two false copies. We first ignore the true/false version of jobs and schedule them according
to Table 3, where each row represents jobs that are scheduled on one machine.

We show that if we schedule according to Table 3, then every job has been scheduled (ignoring the superscripts
T or F, which will be determined later). It is obvious that every gap job is scheduled. For simplicity, we abuse
the notation a bit by using the symbol of a gap job to denote the machine on which it is scheduled.

e Consider clause jobs. Recall that for each clause cly and i = ¢ — 1,£,¢ + 1, we either construct fv._p; —
and Ov_c.p,¢,i,+ if the positive literal z; occurs in Cy, or construct fv.p; + and Ov.c.p,¢,— if the negative literal
—z; occurs in Cp. Hence the three copies of job CL, appear on machine 6v.c.p.¢,¢—1,+ or Ov.c.p¢,¢—1,—, machine
Ov-c-p,e,0,+ or Ov.c.p¢¢,—, and machine Ov.c.p ¢ e+1,4+ Or Ov.c.p,ee+1,—. Thus, all three copies of a clause job are
scheduled.

e Consider truth-assignment jobs. There are two copies of TR; 4, TR; 5, TR; . and TR; 4. It is easy to see
that all of them are scheduled on machines 0v_T;.q.c, Ov-T.,i,b.d, OV-T,i,a,a a0d Ov_T i p.c.

e Consider variable jobs. There are two copies of V; 4 1, Vi 42, V5 _1 and V; _ 5. It is easy to see that one
copy of them are scheduled on machines 6v.7; q.c, 0v-T,i.b,ds Ov-T,i,a,d and ONv-T i b e One copy of V; 1 o and V; _ o

3T, Ay 28,0,

are scheduled on machines 6.1, ; + and 6v.r,;—. If machines OV_D,Z’, and 9V-C-D,E,z,+ exist (when the posmve
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Ovri+  |Vit2 LN; 1+ \
Ovri- |Vi-z2 LN - \
Orrin+ |LNiny  |[LNiprr+ |\
\
\

Variable-Link

Link-Link

he{l,2,-- 2y +1) [Ptih [BNin - [LNipg -

Or-ri+,— |LNi2yi24 |LN7G)2y42,—

Variable-Clause-Dummy |0v-c-D,¢,i,+ | Vi, +,1 CL, DM
i-f<1 Ov.coei—|Viea  |CLe DM
Ov.p.i v, DM
Variable-Dummy VDt ol \
Ovopi— |Vi—a DM \
Ovriac Vi1 TR q TR; .
Ov.r.; Vi TR; TR;
Variable-Truth AGERUL b2 b id
Ov.riaad |Vi-1 TRiq TR q
Ovripe |Vi—z2 TR TR .

Table 3: SAT to Scheduling — Jobs scheduled on each machine

literal z; occurs in C7), then V; _ 1 and V; 4 1 are scheduled on them respectively; otherwise machines 6y._p ; + and
Ov-c-D,1,i,— exist (the negative literal —z; occurs in C7), then V; 4 1 and V; _ ;1 are scheduled on them respectively.

e Consider link jobs. There are two copies of LN; j, 4 (or LN;;, —) for 1 < h <2y 4 2. Let ¢ € {+,—}. The
two copies of LN; 1, are scheduled on machines 0v.1,;, and 0.1, ;,1,. The two copies of LN; 5, are scheduled on
Or-1,i,h, and O py1, for 2 < h <274 1. The two copies of LN; 2412 4+ are scheduled on machines 8,1, 241+
and 0r.1i+,—, and the two copies of LN; 2,12 — are scheduled on machines 611, 2,41,— and 0y_1, ;-1(;),4,—, Where
771 is the inverse of the mapping 7 (note that 7! exists since 7 is one-to-one).

e Consider dummy jobs. There are in total 2n dummy jobs. It is obvious that for every ¢, 2 dummy jobs are
scheduled on machines 0v_c.p ¢,i+, Ov-p,;,— or machines Ov_c.p.¢i,—, Ov-D,i+-

Next, we consider the load of every machine. According to Table 2, it is easy to verify that if we sum up the
type-component of jobs on each machine, it becomes 100,45 ; if we sum up the index-component of jobs on each
machine, it becomes 0. Now we consider the T /F-component of jobs. It is easy to verify that the T /F-components
of all jobs add up to 0, hence we have the following direct observation.

OBSERVATION 5. The total processing time of all jobs add up to 100 a4z - (21 + 8n).

Ov.1,q VI LN
Variable-Link VeLoi 1-;2 ;1# \
GV—L,i,f Vi,—,2 LNi,l,f \
Or-rin+ |LNF LNT
Link-Link s Lt Lhtlt \
he{l,2,---,2y+1} Or1ih,— LN;h,— LNipp - |\
vt~ [ENioyio  |[ENT 000 |\
Variable-Clause-Dummy & Variable-Dummy |0v-c-p¢,i.+ |Vi'} 1 CL; DM*
Case 1: positive literal z; € Cy Ov.D.i. qui.q DM* \
Variable-Clause-Dummy & Variable-Dummy (fv-c-p,i,— Vi ; CL; DM~
Case 2: negative literal —z; € (4 Ov.p.it ‘/iT+,l DM* \
Ov-riace |Vifia TR/, TR/,
Ov.T,; 1728 TR TRF
Variable-Truth V-Tibd bt2 %, i,d
Ovriaa Vi, TR, TR,
9V7T,i ,b,e ‘/’LT7 .2 TR;TI; TR‘?:U

Table 4: Scheduling of Truth/False types of jobs if the variable z; is true
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Ov.L.i vE LNT
Variable-Link Yt i1+ \
Ovri— Vi LNy, \
Or-L,ih, LNT LNF
Link-Link Ll ;h’+ ;;h+1’+ \
he{l,2,---,2y+1} Orrin— |LNjp-  [ENjppr o
OLLi+,— LN527+2,+ LNj—(i),2'y+2,7 \
Variable-Clause-Dummy & Variable-Dummy |0v-c.p.¢.i.+ |Vi5} 1 CL; DM~
Case 1: positive literal z; € Cy Ov.p.i Vz‘i,l DM* \
Variable-Clause-Dummy & Variable-Dummy|0v-c-D,i,— ViYT_J CL; DM*
Case 2: negative literal —z; € (4 Ov.D.it V1F+1 DM* \
9V—T,i,a,c Vvi’,r—}-,l TRZa TRZC
Oy 4 v TRT TRY
Variable-Truth V-Tyi.bd l}j‘v? ;b ;d
Ov-riaa  |Viia TRi, TR; 4
Ovrive Vil TR, TR/,

Table 5: Scheduling of Truth/False types of jobs if the variable z; is false

Consider the truth-assignment of Ig,;. If the variable z; is true, then we determine the true/false version of
main jobs according to Table 4. Otherwise the variable z; is false in the assignment, then we flip the True/False
version of all jobs in Table 4, i.e., we schedule according to Table 5. It is easy to see that in each row of Table 4,
if there is no job with a superscript of *, then their T/F-components sum up to 0, i.e., the load of this machine
is exactly 10'0,,4,. We call the current schedule a semi-schedule. It remains to determine the true/false version
of jobs with the superscript .

e Consider link-link machines. We only need to consider machines 611+ . The T/F-type of the job
LN; 2,42+ has already been decided based on the true/false of variable z;. Consider the other job LN, ;) 242 —
scheduled on this machine. Notice that based on the true/false of the variable z,(;), one copy of LN, (;) 212 —
is scheduled on 0,1, ;(i),2y41,—, and the remaining copy is scheduled on 0y, ; + —. If 2. ;) is true, the remaining

copy is LNf (1),2942,— otherwise, the remaining copy is LNZ(’L’)Q NP Hence, we have the following observation:

T

— if variables z; is true and z,(;) is false, then LN3:27+2)+ and LNT(l,)_Q,YJr2 _

is 1000z — 1;

are on this machine, whereas the load

F

7(i),29+2,— areon this machine, whereas the load

— if variables z; is false and z,;) is true, then LNZI-TQWH)Jr and LN
is 1000z + 1;

— if variables z; and z,(;) are both true or both false, then one of LN; 2,12 4 and LN (;) 2442 _ is true and the
other is false, whereas the load is 10™0,,4z.

The above observation leads to the following claim.

CrAM 2. The load of machine 0y.p; + — is 1004, if the clause (z; ® —z,;)) is satisfied, and is 1000, + 1
otherwise.

e Consider variable-clause-dummy and variable-dummy machines. Notice that there is one true copy and two
false copies of CLg, scheduled on machines 6v.c.p ¢k, , where i € {{ — 1,4, + 1} and k;_, € {4+, —}. If there
exists at least one ¢ = 7* such that Vi?:wfml is on machine 0v_.c.p ¢ s, _,, then we schedule CL? on machine
Ov-c-D,¢,i* s« _,» and schedule the two copies of CLéJ on the remaining two machines, respectively. Otherwise,
we schedule CLeT on machine 0v.c.pe¢—1,x_, and the two false copies CL? on machines fv.c.p ¢k, , Where
i=0,0+1.

Finally, we determine the true/false version of dummy jobs on variable-clause-dummy and variable-dummy
machines. Recall that there are n + n/3 true dummy and n — n/3 false dummy jobs.

On variable-clause-dummy machines, if the clause job is true, schedule a true dummy job. Otherwise, the
clause job is false, then if the variable job is true (or false), schedule a false (or true) dummy job.
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On variable-dummy machines, we schedule dummy jobs in the following way. A false variable job is always
scheduled with a true dummy job. For true variable jobs, we first partition the indices of variables, {1,2,--- ,n},
into two subsets S7,.S2 such that

S1 = {i : On machine Oy.c.p ¢« _, there is a true clause job and a false variable job},

and S; consists of the remaining indices. On machine fv.p ;4 or Oy.p;— where i € S; and the variable job is
true, we schedule a true dummy job; on machine fv.p; 4 or fy.p,; — where ¢ ¢ S; and the variable job is true,
we schedule a false dummy job.

Consider the true/false versions of all two jobs on a variable-dummy machine and use (T'/F,T/F) to denote
the true/false version of the two jobs in the order of variable job, dummy job. Then the above scheduling can be
restated as follows. A variable-dummy machine 6y.p; + or fy.p; + is:

e (F,T), if a false variable job is on it;
e (T, F), if a true variable job is on it and i & Sy;
o (T,T), if a true variable job is on it and i € S;.

Hence there are in total three kinds of variable-dummy machines (F,T), (T, T), (T, F).

Now we check the total number of true and false dummy jobs scheduled in the above way. Similarly we consider
the true/false versions of all three jobs on a variable-clause-dummy machine and use (T'/F,T/F,T/F) to denote
the true/false versions of the three jobs in the order of variable job, clause job and dummy job, then there are in
total four kinds of variable-clause-dummy machines: (F,T,7T),(T,T,T),(T,F,F),(F,F,T). Let §(T/F,T/F,T/F)
and §(T/F,T/F) be the number of machines of each kind. Then we have the following observations:

(G.58) YFT,T) = ||

(G.5b) Y(F,T,T) + 4T, T,T) = n/3

(G.5¢) §(T,F,F) +4(F,F,T) = 2n/3
(G.5d) S(F,T) + 4(I.T) +4(T, F) = n
(G.5e) Y(F,T,T) + 4(F, F,T) + 4(F,T) = n
(G.5f) §(T,T) = |51

Here Eq (G.5a) follows from the definition of S;. Eq (G.5b) follows from the fact that there are in total n/3
true clause jobs. Eq (G.5c¢) follows from the fact that there are in total n clause jobs, and hence 2n/3 false clause
jobs. Eq (G.5d) follows from the fact that there are in total n variable-dummy machines. Eq (G.5e) follows
from the fact that there are in total n false variable jobs. We now explain Eq (G.5f). Notice that for each 4
there are in total 8 variable jobs (i.e., V;..), 4 true copies and 4 false copies. Among them 2 true and 2 false
copies are scheduled on variable-truth machines, 1 true and 1 false copies are scheduled on variable-link machines
(see Table 4). Hence, 1 true and 1 false copies are scheduled on variable-clause-dummy and variable-dummy
machines. For any ¢, if the false (or true) variable job V;.. is scheduled on a variable-clause-dummy machine,
then the remaining true (or false) variable job is scheduled on a variable-dummy machine. Now consider the set
of all i’s where the true variable job Vj .. is scheduled with a true dummy job on a variable-dummy machine and
let it be S3. According to the way we schedule, on machine v.p; + or fy.p;—, we schedule a true variable job
and a true dummy job only if ¢ € Sy (otherwise, either the variable job or the dummy job is false), hence S3 C 5.
Meanwhile, for any i € S7, we know the false variable job V; .. is scheduled on a variable-clause-dummy machine,
whereas the true variable job must be scheduled on a variable-dummy machine, this implies that any ¢ € S; also
satisfies that ¢ € S3. Hence S1 = S5 and Eq (G.5f) is true.

The total number of true dummy jobs scheduled equals §(F,T,T)+4(T,T,T)+4(F, F,T)+4(F, T)+4(T,T) =
n+ 4T, T,T)+4(T,T) = n+n/3 —|S1| + |S1]| = 4n/3. Similarly, we can show the total number of false jobs
scheduled equals 2n/3. Hence, our way of scheduling dummy jobs is feasible.

Now we check the load of every variable-clause-dummy machines and variable-dummy machines. It is easy
to verify that for a variable-clause-dummy machine, if its kind is (T',T,T), or (T, F, F'), or (F, F,T), then its load
is 10'%0,,40; if its kind is (F,T,T), then its load is 100,02 + 1. For a variable-dummy machine, if its kind is
(F,T) or (T, F), then its load is 10'0,,,,; if its kind is (T, T), then its load is 10,4, — 1.
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Notice that for every 1 < i < n, the variable-dummy machine fy.p ;. is of (T, T) if and only if the variable-
clause-dummy machine 6v.c.p.e,i,. is of (F,T,T). Recall that we always try to schedule the true clause job CLZT
with a true variable job, if possible. Hence, CL? is scheduled with a false variable job if and only if all the
three variable jobs scheduled on variable-clause-dummy machines, i.e., Vo1 x , 1, Voko,1 and Viyq 1, are all
false where r_1, ko, k1 € {+,—}. Consider V;_1 ,_,.1. If K_1 =+, then Oy_c.pre—1,+ exists, indicating case 1 of
Table 4 or Table 5 occurs, i.e., the positive literal z,_1 is in clause cly € C;. Furthermore, as V;i 14,118 scheduled
on the variable-clause-dummy machine, the scheduling follows Table 5, the variable z;_1 is false in the assignment
of Is4:. That is, cly is not satisfied by zy—;. Similarly, we can show that if k_; = —, then the negative literal
—z¢_1 is in cl; and variable z; is true, whereas cly is not satisfied by zy_1, either. Using the same argument, we
can show that if all three jobs Vi_1 . 1, Viko,1 and Viyq x, 1 scheduled together with CL, are all false, then cl,
is not satisfied by the assignment. Furthermore, according to our scheduling method, if we cannot schedule CLeT
with a true variable job, we schedule it with the false job V' 1.x_,.1- That means, among the three machines
Ov-c-D,e,i,., only Ov.c.p ¢—1,i,. is of kind (F,T,T) and has a load of 100,40 + 1. The other two machines have a
load of 10*0,,4;. Similarly, we check variable-dummy machines and see that among the three machines fv.p ;.
where i € {¢ —1,¢,¢ + 1}, only machine y.p 1. is of kind (7, T) and has a load of 10**¢,,4, — 1. The other
two machines have a load of 100,42

According to our observation in the above paragraph, we have the following claim.

Cramm 3. Ifcly € C; is satisfied, then the three clause-variable-dummy machines 0v.c.p.; ¢, and the three variable-
dummy machines Ov.p., 1 € {€ —1,£,0+ 1} all have a load of 100,42 Otherwise, machine Ov.c-pe—1,,. has
a load of 10Y0 4, + 1, 0v-p,e—1,. has a load of 100 as — 1, and all the remaining 4 machines have a load of
100,00 -

Combining Claim 2 amd Claim 3, we know that each unsatisfied clause can lead to at most 2 machines with
load 10™0,,4, + 1. Recall that the total processing time of all jobs is 1040 mas - (2yn 4 8n), hence the number of
machines with load 10", + 1 should equal the number of machines with load 10404 — 1. Consequently, if
there are Yn unsatisfied clauses, the resulted schedule will contain at most 2d9n machines with load 10'4¢ 0, £ 1.
Using Taylor’s expression, we have that

(4 17+ (=10 = 91+ )7+ (1= -)1]

q(q—1) 1
——xq(1+72 5 +o(—2))

-1
= xq+7Q(q2 )-xq 2+0(xq 2),

Hence, by simple calculations Lemma G.1 is proved.

G.3 Scheduling to 3SAT’ The goal of this subsection is to show that if the constructed scheduling instance
admits a feasible schedule of a small objective value, then the given 3SAT’ instance admits a truth-assignment
that satisfies most clauses. More precisely, we prove the following lemma.

LEMMA G.2. If there are at least Un clauses not satisfied, then any feasible schedule has an objective value at
least (2yn + 8n) (1000, )7 + w (10M0p02) 72 + 0(nod2).

max

In the following we consider a solution Sol for scheduling whose objective value is bounded by (2yn +
8n) (100,40, )9 + (% — ) - (10 0,,42)72 for arbitrarily small € > 0.

Recall that we have constructed in total 2yn 4 8n machines. According to Subsection G.2, the total processing
time of all jobs is (2yn + 8n) - 1040,,4,. Consider an arbitrary schedule. We say a machine is good if its load is
exactly 10*0,,4,; otherwise, the machine is bad. Since the processing times are half-integral (multiples of 1/2),
the load of a bad machine is either no larger than 10™a,,,, — 0.5, or no less than 10™0,,,, + 0.5. Furthermore,
we say a machine is very bad if its load deviates from 10'0,,,, by at least oyaqe, i.e., the load of a very bad
machine is either no larger than (1014 — 1)0smaz, or no smaller than (1014 + 1)omaz-

LEMMA G.3. If there exists a very bad machine, then the objective value of the schedule is at least m(10*0,,4,)7+

€103, . for some constant ¢ > 0.
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Towards the proof, we need the following lemma.

LEMMA G.4. For x,q,m > 1 and k > 1, it holds that

k -1
(2= B)7 o (m = 1)+ —)1 > mat + % min{(z — 1)7°2, (z + 1)72}.
Proof. Taking the derivative of (x—k)?+(m—1)(z+ £+ )9 with respect to k, we get —q(z—k)F 1 +q(z+-E5)171 >
0 when z,¢,m > 1 and k > 1, hence the function (z — k)? + (m — 1)(z + —%-)7 is an increasing function of k,

thus it suffices to prove the lemma for £ = 1. According to the mean value theorem, we have

1 m—1
T = —(¢r—1)4 q_ g4
m(:c )7+ p ($+m—1) x
1 1
- (1T R
Lt~ - 1)+ P )~ o]
1 1 1 1 m—1 1
gl (g — SV — (g — 2V — (g —1)4 4 _ 54
et = (2= )= e =) = (@ = D)+ ——[(e+ ——)7 — a7
1 1 1 m—1 1
— o _ q—1 _ ~ - qg—1 o . qg—1
o 12 = 01) SE A R e R
for some 61,6, € (0,1/2) and 63 € (0, —1=). Further apply the mean value theorem, we have
I > L@t — (= — g0 ]
-~ 2m 2
q 1 9
= = Mg —1 q
2m(02+93+ 2)(L] )z + 04)

for some 04 € (—1/2 — 65,603). If ¢ > 2, then (x + 04)772 > (x — 1)972. Otherwise 1 < ¢ < 2 and it holds that
(x+604)72> (z+1)72 Thus

r> q(%l) min{(z — 1)7°2, (z + 1)72}.

Hence, the lemma is proved. 0
Similarly, we can prove that

LEMMA G.5. For x,q,m >1 and k > 1, it holds that
k q¢—1) . -2 -2
(x4+ k)74 (m—1)(z— m)q > ma? 4+ = min{(z — 1)97% (x + 1)7°}.
Now we are ready to prove Lemma G.3.

Proof. [Proof of Lemma G.3] Suppose the load of one very bad machine is (10'* — k)04, for some |k| > 1, then
total load of all other machines is 10'4(m — 1)0,42 + kO maz. By the convexity of the function x4, the objective
value of such a solution is at least:

1014(m — l)O'maz + kO max
m—1

—)’]

m—1

(10 — k)90 4+ (m—1)-]

max

]q

= 0hael(10M +K)7 + (m —1)(10™* +
-1

> m(10M000)" + 09, % min{(10'* — 1)772 (10" 4 1)972}

Hence, the lemma is proved. 0
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We have shown that if a schedule admits a very bad machine, then its objective is significantly large and
cannot be Sol. To prove Lemma G.2, it suffices to restrict our attention to schedules without any very bad
machine.

Notice that the processing time of a gap job is at least (10 — 2 x 10'®)0,,,42, we know that there can be at
most one gap job on a machine that is not very bad. Given the fact that the total number of gap jobs equals the
number of machines, and there is no very bad machine in Sol, we have the following observation.

LEMMA G.6. There is exactly one gap job on each machine in Sol.

Given Lemma G.6, we will use the symbol of a gap job, e.g., fv.1, .4, to denote the machine on which this
job is scheduled.

The following lemma is straightforward by observing that c,,4: > = - o(i) for all i, and hence the type
coordinates (i.e., the term 107 Omaz) Of jobs on a machine that is not very bad cannot add up to smaller than
(10 — 2)0,,40 or larger than (10 + 2)0,,,4-

LEMMA G.7. If in a solution there is no very bad machine, then

e On a variable-link machine 0v.r,; , where v € {4+, —}, there are exactly three jobs — a gap job, a variable job
and a link job.

o On a link-link machine 0,1, ; p,, where v € {+,—}, there are exactly three jobs — a gap job and two link jobs.

e On o variable-dummy machine 0y.p; , where v € {+,—}, there are exactly three jobs — a gap job, a variable
job and a dummy job.

e On a variable-clause-dummy machine 0v_c.p e, where v € {+,—}, there are exactly four jobs — a gap job,
a variable job, a clause job and a dummy job.

e On a variable-truth machine 8y.r; , where p € {(a,c), (b,d), (a,d), (b,c)}, there are exactly four jobs — a
gap job, a variable job and two truth-assignment jobs; Furthermore, the two truth-assignment jobs are:

-TR., andTR.. if p=(

- TR., andTR.q4  if p=(b,d);
- TR., andTR.q4  if p=(a,d);
- TR, and TR..  if p= (b, ¢c).

Proof. The proof can be carried out through a counting argument in the order of dummy jobs, clause jobs, truth-
assignment jobs, link jobs and variable jobs according to Table 1. In the following, we prove dummy jobs and
the other types of jobs can be proved in a similar way. The reader may refer to Table 2 for a quick overview
on job processing times. Note that a dummy job has a processing time at least (1013 — 1/2)0,,4,. It is easy
to see that if a variable-link machine, or link-link machine, or variable-truth machine accepts one dummy job,
then the load of this machine is larger than (10'* + 1)0,,4,, contradicting the fact that there is no very bad
machine. Hence, dummy jobs can only be scheduled on variable-clause-dummy machine or a variable-dummy
machine. Similarly, if a variable-clause-dummy machine or a variable-dummy machine accepts two or more
dummy jobs, its load becomes larger than (10 + 1)0,,4., hence each of these machines can accept at most 1
dummy job. On the other hand, there are 2n dummy jobs, which is equal to the sum of the number of variable-
clause-dummy machines (which is n) and the number of variable-dummy machines (which is also n). Hence, each
variable-clause-dummy machine or variable-dummy machine accepts exactly one dummy job. Subtracting one
dummy job together with the gap job on each variable-clause-dummy machine or variable-dummy machine, we
know that if the machine is not very bad, then the remaining jobs on a variable-clause-dummy machine should
add up to some value within [(10'? + 10° — 2)0y44, (10*2 4+ 10° + 2)0442] (if this machine is @yv.c.p i +) or
[(10'2 +10% — 2)0maz, (1012 410 + 2) 04,4, (if this machine is @y.c.p s, ), and the remaining jobs on a variable-
dummy machine should add up to some value within [(10° — 2)040, (10° + 2)0m4,) (if this machine is Ov.p; 1)
or [(10® = 2)0maz, (10% 4+ 2) 04z (if this machine is fy.p; ). Consequently, we can apply the same argument to
clause jobs, and then truth-assignment jobs, then link jobs and then variable jobs. 0
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Using Lemma G.7, we further have the following observation.

LEMMA G.8. On a good machine, the type-component of jobs add up to 100,42, the index-components and the
true/false-components of jobs add up to 0, respectively.

Now we further identify the index-component of jobs on each machine.

LEMMA G.9. Consider an arbitrary variable-dummy machine 0v_p;, where v € {4+, —}. If the machine is good,
then the variable job on this machine is V; , .

Applying Lemma G.8, the proof is straightforward by checking the sum of type-components and index-
components of jobs, respectively.

LEMMA G.10. Consider an arbitrary variable-clause-dummy machine 0v.c.pei, where ¢ € {+,—}. If the
machine is good, then the clause job on this machine is CLy, and the variable job on this machine is V; , 1.

Proof. By Lemma G.8, the type-components of the three jobs add up to 10'0,,.., hence it is easy to see that
the variable job should be V;/, ; for some '. Let the clause job be CLy for some ¢'. As the index-components of
the three jobs add up to 0, we have

all')+o(i')=a(l) + a(i).

Notice that for any machine 8v.c.p ¢, it holds that i € {¢—1,¢,(+1} and £ € {2,5,--- ,n—1}. We claim that
¢ = ¢ and " = i. To see why, consider two cases. If £ = i, then o(¢') + o(i') = 20(¢). According to Lemma 3.3,
we have ¢/ =i’ = £ = i and the claim follows. Otherwise, i = £ = 1. According to Lemma 3.3, the only solution
foro(j) +o(j+1) = Zlfl:l o(jn), k <5,is k=2 and {j1,j2} = {4,7 + 1}. Hence, we have {¢',i'} = {¢,i}. Note
that ¢/, ¢ € {2,5,--- ,n— 1}, hence ¢/, £ = 2( mod 3). But ¢ £ 2( mod 3). Thus, £ = ¢ and i =i’. In both cases,
Lemma G.10 holds. |

LEMMA G.11. Consider an arbitrary variable-truth machine 6y.r, , where p € {(a,c), (b,d), (a,d),
(b,c)}. If the machine is good, then the variable and truth-assignment jobs are:
e ViviandTR,,, TR, if p=(a,c);
o Viioand TRiy, TRig  if p= (b,d);
e Vi_i1andTR, ., TR, q if p=(a,d);
(

o Vi_oand TRy, TR, . if p=(b,c).

Proof. According to Lemma G.8, the type-components of jobs add up to 10'40,,,,. Hence, it is easy to verify
that for some i1, 49,43 the variable and truth-assignment jobs are V;, 41 and TRy, 4, TRis ¢, if p = (a,¢); Viy 4.2
and TRy, p, TRy, 4, if p=(b,d); Vi, —1 and TRy, o, TRy, 4, if p = (a,d); Vi, ,— 2 and TRy, 4, TRy, ¢, if p= (b, ¢).
We prove i; = i = i3 = i, and Lemma G.11 follows. According to Lemma G.8, the index-components add
up to 0, hence
100 (1) + 100 (i2) + 100 (i3) = 300(1),

ie., o(i1) + o(iz) + o(i3) = 30(i). According to Lemma 3.3, the above equation has a unique solution, which is
i1 = iy = i3 = i. 0

LEMMA G.12. Consider an arbitrary variable-link machine 0v.r;, where v € {+,—}. If the machine is good,
then the variable job on this machine is V; , o, and the link job on this machine is LN; 1 ,.

Proof. Using the fact that the type-components of all jobs add up to 10404z, it is easy to see that the variable
job should be V;, , 2 and the link job should be LN, ., for some 1 < iy,i3 <n and 1 < h < 2y 4 2. We prove the
lemma for « = +. The case that ¢ = — can be proved in the same way.

Given that the index-components should add up to 0, we have the following:

(G.6) a;, +b; =a; +bl
Recall that a; = b?. According to Lemma 3.7, we have h = 1 and i; = iy = 4. ]
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LEMMA G.13. Consider an arbitrary link-link machine 0,1, ; ., where v € {4+, =}, 1 < h < 2vy+1. If the machine
is good, then the two link jobs on this machine are LN;p, and LN;py1,.

The proof is similar to that of Lemma G.12 by utilizing Lemma 3.7.

LEMMA G.14. Consider an arbitrary link-link machine 1.1, ; 1 —. If the machine is good, then the two link jobs
on this machine are LN; 212 + and LN () 242,

Proof. Using the fact that the type-components of all jobs add up to 10 0,4, it is easy to see that the two link
jobs should LNj, 5, 4+ and LNy, 5, —. Given that the index-components should add up to 0, we have the following:
R
(G.7) 2b;7"? = bl + b,
According to Lemma 3.8, we have i1 = ¢ and is = 7(i), and hy = hy = 2y + 2. 1]

We have proved, so far, that if a machine is good, then the jobs scheduled on it must follow Table 3. Finally
we consider the true/false-components of jobs on good machines. Based on the T/F-component of jobs, the
following lemma is easy to verify.

LEMMA G.15. The followings are true:

e If a variable-link machine is good, then the T/F-type of the variable job and link job on this machine is
(T,F) or (F,T);

If a link-link machine is good, then the T/F-type of the two link jobs on this machine is (T, F) or (F,T);

If a variable-clause-dummy machine is good, then the T/F-type of the variable job, clause job and dummy
job on this machine is (T, T,T) or (T,F,F) or (F,F,T);

If a variable-dummy machine is good, then the T/F-type of the variable job and dummy job on this machine
s (T,F) or (F,T);

If a variable-truth machine is good, then the T/F-type of the variable job and two truth-assignment jobs on
this machine is (T,T,T) or (F,F,F);

G.3.1 Truth-assignment based on scheduling Given a feasible schedule Sol, we give a truth-assignment of .+
as follows: if the job V7, | is scheduled on machine fv.r ;a.c, then we let variable z; be false; if the job V%, | is
scheduled on machine Oy._r; q., then we let variable z; be true. If V; ; ; is not scheduled on machine Ov.r1; q,c,
we let z; be true.

We call the machines in the following Table 6 as machines of group ¢. Notice that groups are not disjoint,
particularly machines 01,1 ; + —, 011 7-1(;),+,— Will appear in two groups. Besides the two machines, all other
machines in a group do not appear in other groups. We have the following lemma.

LEMMA G.16. Suppose all machines in group i are good. If V. + 1 s scheduled on machine Ov.r1, q.c, then the

jobs scheduled on these machines are according to Table 6 ; if V, + 1 15 scheduled on machine Ov.r1; q.c, then the
jobs scheduled on these machines are according to Table 7.

Proof. We prove the first half of Lemma G.16, the second half can be proved in the same way. If V.7 41 ls scheduled
on machine 0v._r ; .., then by Lemma G.15 we know the other two jobs are TRF and TR;17 ., consequently, TRT,
scheduled on machine fy._r; 4.q. Using similar argument it is easy to see the JObS scheduled on the 4 variable- truth
machines follow Table 6.

We consider variable-clause-dummy and variable-dummy machines. It follows that the remaining V;,T+71 and
Vf_’l are scheduled on these machines. The T/F type of the other jobs on these machines follow from Lemma G.15.

Next, we consider variable-link machines. Again by the scheduling on variable-truth machines, the remaining
VﬂﬁQ and Vii,z are scheduled on these machines. The T/F-type of the link jobs are determined by Lemma G.15.

Finally we consider link-link machines. Based on the link jobs scheduled on variable-link machines and
Lemma G.15, LNF 4 and LNz 9,4+ must be scheduled on 6,1, 1,4, consequently the remaining LNZ 9,+ must be
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Variable-Link Ov-Li+ Vi?lrﬂ LNELJr \
Ov.L,i,— Vi, LNY, _ \

O1.-1,i,h,+ LN,I»T;L,JF LNEhH’Jr \

Link-Link Or-1ih,— LNE}L,* LNZ:}L+1,— \
hef{l,2,--,2y+1} OLiv-  |LNTy o, [LNF, o 0 |\
L)+ LNZ’l(i)QV-&-?,-&- LN527+2,7 \

Variable-Clause-Dummy & Variable-Dummy |0v-c-p,ei+ Vil CL; DM~

Case 1: positive literal z; € C; 0v-D.i,— Vz‘F—,l DMT \
Variable-Clause-Dummy & Variable-Dummy|60v.c-p.s,— Vit CLF DMT
Case 2: negative literal —z; € C 0v-D.it ViT+.,1 DMF \
Ov-T,iac Vit TR, TR,
Ov.r,i viE TRF, TRF
Variable-Truth V-T,i,bd i +,2 i,b i,d
Ov-Tia,d | TR, TR/,
Ov-T,ibe Vi TR/, TR,

Table 6: Scheduling of group ¢ machines when Vf .1 1s scheduled on machine fy.r ; q4,c (and we set variable z; to
be true)

Variable-Link Ov-Li+ Vi{l-? LNz‘T,1,+ \
A Vi LNF, \
OLLint LN+ INGhene |\
Link-Link 01,5, — LN, _ NP |\
he{l,2,-,2y+1} Or1it.— LNF, o LNZ ) oria |\
OLL,r—1 (), +,— LNf*l(i),27+2,+ LNZ2V+2,7 \
Variable-Clause-Dummy & Variable-Dummy |0v-c-D,¢,i,+ VZF T CLF DMT
Case 1: positive literal z; € C Ov.p.i ViT—,l DMF \
Variable-Clause-Dummy & Variable-Dummy |0v-c-p,i,— Vit CL; DM~
Case 2: negative literal —z; € C Ov-D.it Vi{:—,l DML \
Ov-T,ia,c Vi, TR, TR,
Variable-Truth Ov-1,ip.a Via‘-? TRZb TRZd
OvV-Tiad Vit TR/, TR/,
Ov-T,ibe Vit TR/, TR,

Table 7: Scheduling of group ¢ machines when V;,T+,1 is scheduled on machine 6vy.r,; 4, (and we set variable z; to
be false)

scheduled on machine 01,1, ;2 +. Iteratively carrying on the above argument we can show that jobs scheduled on
machines 01,1, ;,5,+ must follow Table 6. Similar arguments can be applied to machines 011, ;. —, 0r-1,i,+,— and

OL-L,r—1 (i), 4,—- o

The T/F-type of the clause job CL; is not determined in Table 6. Recall that among three copies of CLy
there is one true copy CL{. Suppose CL{ is scheduled on group i machines. If Vf_hl is scheduled on machine
Ov-T,i,a,c and we set variable z; to be true, then from Table 6 we know case 1 must happen, which implies that
clause cly is satisfied by z;. If V7F_|r1 is scheduled on machine 6.7, 4, and we set variable z; to be false, then
from Table 7 we know case 2 must happen, which implies that clause cly is satisfied by —z;. Hence the following
lemma is true.
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LEMMA G.17. If all machines in group i are good and CL! is scheduled on these machines, then the clause
cly € Cy that contains variable z; is satisfied by this variable.

Now consider clauses in Cy and we have the following lemma.

LEMMA G.18. If all machines in group i are good, and all machines in group 7(i) are also good, then the clause
(21 © —27(s)) is satisfied.

Proof. There are two possibilities. If Vf;l is scheduled on machine fv.7; 4, and we set variable z; to be true,

then LN% (i)2y+2,» implying that LNf(i) 212, 18 scheduled in group 7(i). By checking Table 6 and Table 7 for

variable z;;), it follows that Table 6 is the case when LNZ@') is scheduled, and consequently variable z,(;

27+2,—
is set to be true, whereas (z; ® ﬁzT(i)) is satisfied. The other case when V;,TJFJ is scheduled on machine 8v._7; q,c

and we set variable z; to be false can be proved in a similar way. a0

LEMMA G.19. In a feasible schedule Sol, if there are at most m' machines which are not good, then in the
corresponding truth-assignment, there are at most 6m’ clauses that are not satisfied.

Proof. We say a group is good if all machines in this group are good. According to Lemma G.17, if a clause cly
in C is not satisfied, then the group that contains the job CL] is not good, that is, there is at least one machine
that is not good in this group. Hence, if there are m; clauses in C; not satisfied, then there are at least my
groups that are not good. According to Lemma G.18, if a clause (z; © —2.(;)) in C3 is not good, then among
group ¢ and group 7(i) there is at least one group which is not good. Given that each group is only involved in
two clauses of Cs, if there are ms clauses in Cy not satisfied, then there are at least mg/2 groups which are not
good. Hence, there are at least max{my, ma/2} groups which are not good, given m; + mg clauses which are not
satisfied. Using the fact that m)ﬂi% < 3, we know if there are at most m’ machines which are not good,
then there are at most 2m’ groups which are not good, and hence there are at most 6m’ clauses which are not
satisfied. d

LEMMA G.20. In a feasible schedule, if there are at least m’ machines which are not good, then its objective value
is at least (2yn + 8n) x (10Y0,,4.)% +m' /4.

Proof. Recall that if a machine is not good, then its load is either > 10™6,,,42 +0.5 or < 106,42 —0.5. Suppose
there are m/ machines, with load 10000 + 1, 10" 0 mae + p2, -+, 100,00 + Hm; Where i > 1/2; there
are mj machines, with load 100 0z — 1, 10" 0,0 — Vo, -+, 100 mas + Vi), where v; > 1/2. It follows that
>ty = >_;vj and mj +mjy = m’. The objective value of the schedule is

my My
(2yn + 8n — m') (100, 00)? + 2(101407,“” +pi)? + 2(10140maw — ;)1

j=1 j=1

_ (2 +8 )(1014 )q + q(q — 1)[21 2+Z2 2](1014 )q—2 + ([Zl 2+Z2 2] q—2)

- n n Omax 9 ,u] Vj Omax o :u] Vj Omaz
j=1 j=1 j=1 j=1

_ 1 / /

> @0+ )00 man)? + LT TR0 o) ol
-1 4

= @yn+ 80)(10M0,,,)7 + LY 3 (1 0140,00)72 + o072,

|

Combining the above lemmas, Lemma G.2 is proved.

G.4 Finalizing the Proof of Theorem 3.1 Suppose on the contrary there exists a PTAS for P|| >, C{ that runs

in time 20((1/9)"*7%) 4 O e show that this algorithm can be used to distinguish between instances of 3SAT'
with 4n/3 clauses where at least 4(1 — ¢’)/3 clauses are satisfiable from instances where at most 4(8 + €')n/3
clauses are satisfiable in time 20("175), contradicting Lemma 3.1.
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nlogn
loglogn

n'+Oleztan) | If the 3SAT' instance has at most 4€¢'n/3 unsatisfied clauses, then by Lemma G.1 (taking ¢ = 4¢€'/3)
the objective value Obj; of the constructed scheduling instance is at most
, 14 )oe . Gl —1)
Ob.]l < (2’}/7’1 + 8n)(10 Umaw)q +4e n/3 : T
2¢'q(q — 1)n
3

If the 3SAT’ instance has at least 4(1 — 8 — €)n/3 unsatisfied clauses, then by Lemma G.2 (taking
¥ = 4(1 — B — €)/3) the objective value Objs of any feasible solution for the constructed scheduling instance
is at least

Consider the constructed scheduling instance with 2yn + 8n = O( ) machines. Recall o0, =

(10" 0m00) "% + o(nag;ai)

- (10M0002) "% + 0(nofa)

= (2yn+8n)(10"0,00)? +

q(¢g—1)-41—-p—¢€)n/3 .

Objs > (2yn +8n)(10"0,pas)? + (10"0,02)72 + 0o(no?2)

48 max
-1 -8-¢
= (2n 4 81)(10M ) + ST 5 B (10" 0,002 + 0072
for some constant 5 < 1.
: —1)€’ _ _ —2_ loglogn
We apply the PTAS for P|| Y, C{ by setting e = (27+8)X(110140"m)2 - Q(q%l) = O(y lo;2,) =n 2O,

then it follows that the PTAS runs in time 20" ). If there exists a feasible schedule with objective value at
most Objy, then the PTAS returns a solution with objective value at most

q(q—1)e'n

%6 (10M0,,02) 72 + 0(no?2) < Objs.

Objy - (1 4¢) < (2yn + 8n) (10" 0rnaa)? + maz
Otherwise, any feasible solution has an objective value of at least Objs. That is, the PTAS can be used to
distinguish between scheduling instances that admit a feasible schedule at most Obj; and scheduling instances
that do not admit any feasible schedule of objective value no more than Objs, and thus can also be used to
distinguish 3SAT’ where at least 4(1 — €')n/3 clauses are satisfiable from instances where at most 4(5 + €')n/3
clauses are satisfiable, contradicting Lemma 3.1.
Remark. It is important to observe that our reduction is only valid when the number of machines m = O(n) =
O(\/1/¢). If m = O((1/€)") for k < 1/2, then applying the same reduction we have ¢ = O(n~'/%) by using that
m = O(n), whereas we have Corollary G.1 below. On the other hand, if m = Q((1/€)*) for x > 1/2, then we
also have n = Q((1/€)*). The objective value is ©(mT?) = Q((1/€)?>*). Therefore, a PTAS brings an error of
O(mT?%€) = Q(n - (1/€)*~1) = Q(n), which is large enough to accommodate the gap of O(n) in the reduction,
i.e., the reduction does not work any more.

COROLLARY G.1. Let ¢ > 1 be an arbitrary constant. Assuming ETH, for any € such that m = O((1/€)*) for
some k < 1/2, there is no (1 + €)-approzimation algorithm for P||Y", C{ that runs in time 20((1/e)"7%) 4 pO)
time for any constant § > 0.
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