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Abstract—In this work, we consider the network slice com-
position problem for Service Function Chains (SFCs), which ad-
dresses the issue of allocating bandwidth and VNF resources in a
way that guarantees the availability of the SFC while minimizing
cost. For the purpose of satisfying the availability requirement
of the SFC, we adapt a traffic-weighted availability model which
ensures that the long-term fraction of traffic supported by the
slice topology remains above a desired threshold. We propose
a method for composing a single or multi-path slice topology
and for properly dimensioning VNF replicas and bandwidth on
the slice paths. Through simulations, we show that our proposed
algorithm can reduce the total cost of establishment compared
to a dedicated protection approach in 5G networks.

Index Terms—5G networks, network slicing, service function
chains, availability.

I. INTRODUCTION

The emergence of Network Function Virtualization (NFV)
has introduced the possibility of supporting high bandwidth
and low latency services by allowing network operators to
manage and expand their network capabilities on demand
using virtual, software-based applications [1]. NFV has also
led to a reduction in the overall cost and an increase in resource
utilization as seen from the perspective of a network operator.
Virtual Network Functions (VNFs) in an NFV environment
may be chained together to form a Service Function Chain
(SFC). Different SFCs for distinct applications can be sup-
ported over the same physical infrastructure where computing
resources are provided to support VNFs and bandwidth re-
sources are allocated for the logical links in the SFC.

Recent telecommunication networks such as 5G networks
are utilizing the concept of network slicing to support multiple
isolated virtual networks over the physical infrastructure, as
shown in Fig. 1. In network slicing, logically isolated net-
working and computing resources are tailored according to
application service requirements and are allocated on a com-
mon physical infrastructure [2]. Availability is an important
QoS requirement for network slices and is often specified in
the service level agreement between the network operator and
the slice operator. Availability is defined as the fraction of time
for which the network slice is up and providing resources for
the services running on the slice [3].
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Fig. 1. Network slice on the physical infrastructure.

A traditional approach for guaranteeing availability is to
provision extra resources as a protection mechanism, result-
ing in additional cost for network operators. Traffic-weighted
availability is another metric that accounts for the long-term
fraction of traffic that is supported by the slice [4]. The
main advantage of traffic-weighted availability stems from the
fact that it helps in reducing the amount of resources that
are allocated for satisfying the availability requirement of a
service. In contrast to traditional availability, traffic-weighted
availability minimizes the number of redundant resources
allocated to a slice and allocates just enough resources to
satisfy the required demands.

In this work, we study a problem of network slice com-
position which requires determining the mapping of VNFs
and bandwidth flows of an SFC on slice nodes and links
respectively, and then the mapping of slice nodes and links
on the physical infrastructure. In the mapping process, proper
dimensioning of computing and bandwidth resources is re-
quired such that the availability requirement of the SFC is
satisfied and the cost of establishment for the network operator
is minimized. An important decision to make while designing
a slice topology is whether to consider a single-path topology



or to resort to a multi-path topology with the motivation to
prevent the slice from reserving unnecessary resources. If the
availability of the VNFs and physical resources on a single
path can satisfy the availability requirement of the SFC, then
a single-path slice topology with the appropriate bandwidth
allocation is sufficient to support the SFC. However, if the
availability of a single path is less than the required avail-
ability, then a multi-path slice topology must be utilized.
Once the topology is constructed, we utilize the concept of
traffic-weighted availability to further reduce the amount of
bandwidth that is allocated on each path of the slice.

In our previous work [4], we proposed a slice composi-
tion problem and constructed a multi-path slice topology by
allocating appropriate amount of bandwidth on each path to
satisfy the availability requirement. In this work, we present a
slice composition problem to meet the availability requirement
of the SFC while considering multiple VNF replications over
each path in the slice topology, and then allocating sufficient
bandwidth to meet the availability requirement. Unlike our
previous work, this work focuses on how VNF replications
on each path of the slice affects the bandwidth allocation to
guarantee the availability requirement.

The rest of the paper is organized as follows. In Section
II we present the related background literature. In Section III
we present the problem statement and availability analysis in
detail. In Section IV we discuss our algorithm for slice com-
position and provisioning of bandwidth and VNF resources
for the slice. In Section V we discuss the effectiveness of
our approach through simulations. We conclude the paper in
Section VI.

II. BACKGROUND LITERATURE

Several recent works have discussed the SFC mapping
problem, which includes VNF placement and flow allocation
[5]–[8], while not addressing the SFC availability aspect. In
[9], the authors study an availability-aware SFC mapping
problem, but their work only considers VNF availability,
while the physical network and computing components are
considered to be always available. In [10] the authors consider
the availability requirement of the SFC, and a joint path-
VNF backup method is proposed where the backup path is
shared between two working paths. In [11] the authors study a
resilient network slice embedding problem in which the VNFs
of an SFC are instantiated on appropriate PMs to minimize the
number of affected SFCs during a physical machine failure.
The authors in [12] propose the concept of parallelized SFC
in which they split large data flows into multiple small sub-
flows, and a hybrid placement algorithm is designed which
aims to map SFC on datacenter networks while meeting the
availability requirement of the SFC. The difference between
our work and the above works is in the aspect of using network
protection for each path when the availability cannot be met. In
our case, although a slice topology can utilize multiple paths,
the bandwidth resources that are allocated on the backup are
just enough to meet the availability requirement.

III. SYSTEM MODEL

A. Problem Statement
We are given a physical infrastructure denoted by a graph

G = (V,E), where V = Vnet∪Vcom, Vnet is a set of network
nodes that are responsible for the flow access, and Vcom is a set
of compute nodes with computing capabilities. We denote the
availability of the compute nodes by av , ∀v ∈ V , and assume
that the network nodes have availability 1. The capacity of
compute nodes is denoted by sc, ∀c ∈ Vcom. E is a set of
edges, and each edge e ∈ E has an associated availability ae,
bandwidth capacity be, and length de.

An SFC request is denoted as γi = (s, d,M, bsd, Areq,Dsd),
in which s and d represent the source and destination of the
SFC respectively. M = {m1,m2,m3, ..,mn} is set of VNFs
that are required by the SFC, bsd is the bandwidth requirement,
Areq is the availability requirement, and Dsd is the distance
threshold. We assume that the computing requirement of each
function m of the SFC over the source-destination pair sd is
a function of the bandwidth of the traffic flow, and is given by
rm in units of CPU cycles per unit time. We allow multiple
replicas of each VNF to satisfy the availability requirement,
and the number of replicas of function m is denoted by qm. We
also assume there can be at most qmax replicas of any given
function on each path. An individual VNF has an associated
availability am.

In our problem, we consider that the slice topology can
consist of one or more paths selected from a set of candidate
paths between the source s and the destination d. Usually, a
multi-path slice topology is considered when it is not possible
to meet the availability requirements with a single path. Let
K denote the number of paths in the slice topology. Each
path in the slice topology should include sufficient computing
resources to accommodate the M required functions, and
their replications (if need be), and the links on each path
should include bandwidth flow according to the fraction of
flow bandwidth bsd traversing on the path. We define ysdk ,
{ysdk : R+|0 ≤ ysdk ≤ 1}, as the fraction of requested sd
flow bandwidth bsd that will be allocated on path k, and
bsdk = ysdk · bsd as the total capacity of bandwidth resources
allocated on path k. We also accommodate the possibility
of over-provisioning of the resources in order to meet the
availability requirement. Thus, it is possible that the sum of
bsdk over all K paths may exceed bsd.

Therefore, given the physical infrastructure and the SFC
request, we want to determine the slice topology for the SFC,
which could possibly have multiple paths between s and d,
and then determine the mapping of slice links and slice nodes
on the physical infrastructure. Specifically, we need to map
the VNFs (and their replications if needed) on the compute
nodes, and provide proper dimensioning of bandwidth on the
physical links used by the slice path such that the availability
requirement is satisfied and cost is minimized.

B. Traffic-Aware Availability Analysis
In this work, we utilize the concept of traffic-weighted

availability which gives the long-term fraction of traffic that



is supported by the slice, given the bandwidth allocated on
each path of the slice, and the physical infrastructure and
the deployed VNFs are available [4]. The traffic-weighted
availability metric has an advantage over the traditional avail-
ability in terms of reduced resource consumption. The traffic-
weighted availability of sd traffic is defined as:

Asd =
∑
x∈χ

min
(
1,

K∑
k=1

ysdk · xk
)
πx. (1)

where, x = (x1, x2, . . . , xK) is a vector of binary indicators,
xk, where xk = 1 if path k is available, and xk = 0 if path
k is unavailable. We denote the set of all possible states as
χ, and the fraction of time that the system is in state x is
denoted as πx. Note that if the slice topology has more than
one path, then the availability of paths may be correlated if
they are mapped to the same physical components.

To analyze the values of πx let us assume Z = V ∪ E
to be the set of physical resources consisting of nodes and
edges, and az indicate the availability of z ∈ Z. A mapping
for path k is defined by set Uk ⊆ Z, which is the set of
physical nodes and edges to which path k is mapped. Note
that computing nodes along a path are only included if SFC
functions are deployed and used by the slice at these nodes.
The availability of a single path k is given by:

πk =
∏
u∈Uk

au ·
∏
m∈M

(1− (1− am)qm). (2)

In this case, we require at least one replica of each VNF
to be functional on each slice path at a given time for it to
remain functional. If a single path cannot provide the required
availability, then the sd flow would need to be directed over
two or more paths in the slice topology. To understand how to
find the values of πx for multiple paths, we give an example
for the case of two paths, p1 and p2. For two paths, x =
(x1, x2) denotes the availability state of paths p1 and p2 (x ∈
{(0, 0), (0, 1), (1, 0), (1, 1)}). Let Uk denote the set of network
resources used in path pk. We define T12 = U1 ∩ U2 as the
set of resources used in both paths, and Tk = Uk \ T12 as
the set of resources only used by path pk. We assume path p1
has qp1m replications of the function m, and path p2 has qp2m
replications of the same function. Now, the fraction of time
that both paths are available is given by:

π(1,1) =
∏

u∈T1∪T2∪T12

au ·
∏

m∈M1

1− (1− am)q
p1
m ·∏

m∈M2

1− (1− am)q
p2
m . (3)

For this, we require all the physical resources used by path
p1 and p2 to be functional, and at least one replica of each
function to be working on each path. Next, we evaluate the
cases when just one path out of the two paths is functional,
π(1,0) and π(0,1), given by:

π(1,0) =
∏

u∈T1∪T12

au ·
∏

m∈M1

1− (1− am)q
p1
m ·[(

1−
∏
u∈T2

au

)
+
(
1−

∏
m∈M2

1− (1− am)q
p2
m

)
−
(
1−

∏
u∈T2

au

)
·
(
1−

∏
m∈M2

1− (1− am)q
p2
m

)]
.

(4)

π(0,1) =
∏

u∈T2∪T12

au ·
∏

m∈M2

1− (1− am)q
p2
m ·[(

1−
∏
u∈T1

au

)
+
(
1−

∏
m∈M1

1− (1− am)q
p1
m

)
−
(
1−

∏
u∈T1

au

)
·
(
1−

∏
m∈M1

1− (1− am)q
p1
m

)]
.

(5)

Both paths will be unavailable if either a common physical
resource used by both path p1 and p2 is not available or
when all the common physical resources are available, but
at least one physical resource or function used by just p1 and
at least one physical resource or function used by just p2 is
unavailable.

π(0,0) =
(
1−

∏
u∈T12

au

)
+
( ∏
u∈T12

au

)[[(
1−

∏
u∈T1

au

)
·(

1−
∏
u∈T2

au

)]
+
[( ∏

u∈T1

au

)
·
( ∏
u∈T2

au

)
·(

1−
∏

m∈M1

1− (1− am)q
p1
m

)
·(

1−
∏

m∈M2

1− (1− am)q
p2
m

)]
+
[(

1−
∏
u∈T1

au

)
·( ∏

u∈T2

au

)
·
(
1−

∏
m∈M2

1− (1− am)q
p2
m

)]
+[( ∏

u∈T1

au

)
·
(
1−

∏
u∈T2

au

)
·(

1−
∏

m∈M1

1− (1− am)q
p1
m

)]]
. (6)

With similar calculations, πx for a larger number of paths
can be determined.

IV. SLICE COMPOSITION PROBLEM WITH VNF
REPLICATION AND BANDWIDTH ALLOCATION

In this section, we explain our approach of slice compo-
sition by selecting the number of required paths for an sd
pair, finding the number of replications for each VNF, and
formulating an optimization problem for bandwidth allocation
over the slice paths, while minimizing cost.



A. Required Number of Paths

The number of sd paths required in a slice will depend
on the availability of underlying resources in the physical
infrastructure and the number of VNF replicas on each path.
We can determine if a single path is sufficient by checking
if its overall availability considering both the path availability
and the availability using the maximum number of replicas
of all VNFs meets the availability requirement. However,
the maximum-availability path may not necessarily be the
minimum-cost path that satisfies the availability requirement.

If a single path is insufficient, then the sd flow would need
to be directed over two or more paths in the slice topology.
Suppose we consider two paths, p1 and p2. In this case, we
need to map p1 and p2 over the physical infrastructure such
that ysd1 (π(1,0) + π(1,1)) + ysd2 (π(0,1) + π(1,1)) ≥ Areq , and
π(1,1) + ysd1 π(1,0) + ysd2 π(0,1) ≥ Areq . Note that, for any pair
of paths p1 and p2, if π(0,0) ≤ 1−Areq , then the pair of paths
is capable of satisfying the availability requirement.

B. Path Selection

For selecting the routing over for the set of K paths
over the physical infrastructure, we utilize the following two
algorithms.
• K shortest paths algorithm: Calculate K shortest paths

(not necessarily disjoint) from s to d using Yen’s algo-
rithm [13].

• K link-disjoint paths algorithm: Calculate the maximum-
availability path first. Edges of this path are then removed
from the graph, and the next highest availability path is
calculated on the new graph. Continue until K paths are
found.

Many real-world applications which are latency sensitive
require the distance between the source and destination of
the SFC to be less than a given threshold. Therefore, while
mapping the paths in the slice topology on the physical
infrastructure we only select the paths whose length is less
than Dsd, ∑

e∈Uk

de ≤ Dsd. (7)

C. VNF Replication & Bandwidth Allocation

Given the set of K paths, we need to solve for the number of
VNF replicas and the bandwidth allocation on each path such
that availability requirement is met and the cost is minimized.
The overall availability of a path increases if more VNF
replicas are placed on the path. In this case, to satisfy the
same availability requirement, less bandwidth would need to
be allocated on the physical path. Therefore, there is a possible
trade-off between meeting the availability requirement with
additional bandwidth versus additional VNFs replicas.

Rather than formulating a problem that jointly solves for the
number of replicas and the amount of bandwidth, we formulate
a linear program (LP) that solves for the optimal amount of
bandwidth for a given number of replicas on each path. The
idea is to iterate through different values of qpkm , solving the
LP for each case, and then selecting the solution with the

minimum cost. For any given set of K paths and a given
number of VNF replicas on each path, the LP determines
the optimal bandwidth allocation over each path (ysdk · bsd)
that results in the lowest cost while meeting the availability
requirement. The description of parameters and variable used
are shown in Table 1. The objective of the LP is to minimize
the cost:

min Csd =
K∑
k=1

( ∑
u∈Uk

ysdk · bsd · Cu +
∑
m∈M

qpkm · Cm
)
. (8)

The problem is subject to the capacity, availability, and
bandwidth constraints. We define the capacity constraint for
each physical link where the amount of bandwidth allocated
on each link should be less than the capacity of the link as,

K∑
k=1

ysdk b
sd · βêk ≤ bê, ∀ê ∈ Uk. (9)

The availability constraint in which the traffic-weighted
availability of the slice should be greater than equal to the
availability requirement of the SFC is given by,∑

x∈χ
min

(
1,

K∑
k=1

ysdk · xk
)
πx ≥ Areq. (10)

Furthermore, the fraction of bandwidth on each path should
be between 0 and 1. The case in which the fraction of
bandwidth is 1 on each path is equal to the dedicated protection
approach. This constraint is given by,

0 ≤ ysdk ≤ 1, ∀k ∈ {1.....K}. (11)

Iterating through all possible combinations for the number
of VNF replicas on K paths would require running the LP
qK·Mmax times. In this paper, we make the simplifying assump-
tion that qpkm = qpkn ∀ m, n ∈ M and ∀ k ∈ K, reducing the
number of combinations to qKmax.

D. Mapping of VNFs on the Compute Nodes
As a part of the overall mapping procedure, we need to map

the VNFs on the slice nodes, and then map the slice nodes
on the compute nodes. We assume that each VNF instance is
mapped to a different slice node, and that different slice nodes
may be mapped to the same compute node. Note that if VNF
replications are needed, they could be mapped to the same
slice node as the original VNF.

For a slice path to be available, we need all physical links
and compute nodes on the path to be available, and at least
one replica of each function should be available. In this case,
similar to [14], the placement of VNFs along the path does
not affect the availability of the SFC. Thus we select compute
nodes randomly on the path to map the required slice nodes,
following the capacity constraint of the physical nodes,∑

m∈M

K∑
k=1

rm · qpkm · αmik ≤ si, ∀ci ∈ Uk, (12)

where αmik is 1 if function m (or slice node with function m)
is mapped to compute node i on path k, 0 otherwise.



TABLE I
DESCRIPTION OF VARIABLES

Parameters Description

Csd cost of establishment for all paths between s and d.
bsd bandwidth requirement between s and d.
Cu cost of physical component u.
M set of VNFs in the SFC.
q
pk
m number of replicas of function m on path k.
Cm cost of VNF m.
K total number of paths in the slice.
βê
k 1 if physical link ê is on path k, 0 otherwise.
bê bandwidth capacity of physical link ê.
Uk physical components used in path k.
xk state, 1 if path k is available, 0 otherwise.
χ set of all possible states.
πx the fraction of time that the system is in state x.

Areq availability requirement of the slice.

Variable Description

ysdk the amount of bandwidth on path k between s and d.

V. NUMERICAL EVALUATION

A. Network Setting

We evaluate the performance of our approach over a 24-
node USNET network topology. In each experiment, the
availability of all physical edges in the topology is set to
one of these two values: [0.99999, 0.999999]. The distance
of the edges is in the range 350-1200 km, which is fixed for
the network topology. We set the cost of allocating 1 Gb/s to
each physical resource as 400 cost units, and we assume that
the capacity of a physical link is 100 Gb/s. To host VNFs, 20
nodes are arbitrarily selected as compute nodes. The capacity
of all compute nodes is kept constant at 100 units. The arrival
times of the SFC requests follow a Poisson process with 2
requests/hour and an SFC holding time follows an exponential
distribution with an average holding time of 1/2 hours. For
each data point in our experiments, we generate a set of 10000
trials consisting of individual SFC requests between randomly
selected source-destination pairs in the topology. For each SFC
request, we randomly select its bandwidth requirement from
the range 25-60 Gb/s, and randomly select the number of
VNFs in the SFC request to be between 2 and 6. We consider
that the VNFs require a number of computing resource units
ranging from 1 to 3. We assume that the availability of each
VNF is 0.99999. Our assumption that every VNF has the same
availability holds even when the number of replications is
increased on the slice paths. We run our experiments for six
different levels of SFC availability requirement, ranging from
0.9 to 0.999999.

B. Experiments and Discussions

In the experiment shown in Fig. 2, we compare the cost of
establishing the SFC requests for the two different path selec-
tion algorithms for increasing values of Areq . We construct a
slice topology using K = 2, set qmax = 5, and map the SFC
requests to a pair of paths using the path-selection algorithms
mentioned in Section IV.B. We use a modified version of the
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graph where link distances are replaced by −log(ae), where
ae is the availability of edge e. For the construction of slice
topology using the dedicated 1+1 approach, we use the K
link-disjoint path selection algorithm to calculate two disjoint
paths between s and d. In dedicated 1+1 protection, the full
capacity of a single path is used without a second path as
long as the SFC requirements can be satisfied by one path.
Bandwidth is only allocated on the second path, utilizing the



0.9 0.99 0.999 0.9999 0.99999 0.999999

SFC Availability Requirement

0

0.2

0.4

0.6

0.8

1

B
an

d
w

id
th

 o
n
 e

ac
h
 p

at
h

six 9s-lower availability path(K link-disjoint)

six 9s-higher availability path(K link-disjoint)

five 9s-lower availability path(K link-disjoint)

five 9s-higher availability path(K link-disjoint)

Fig. 5. Bandwidth ratio on both paths versus availability requirement for K
link-disjoint path algorithm.

full capacity of the second path, if the availability requirement
cannot be satisfied with just one path.

For both path selection algorithms, we observe a gradual
increase in the cost with an increase in the value of Areq .
We also observe that the cost of establishment is higher when
the availability of the physical resources is lower since more
VNF replicas and bandwidth is required to meet the same
availability requirement. For dedicated 1+1 protection, the
cost is constant throughout because the amount of bandwidth
utilized by these paths remains constant. We observe a sudden
increase in cost between Areq 0.999 to 0.9999, which is due
to the increase in the number of paths from one to two in that
interval.

For the next experiment, as shown in Fig. 3, we compare
the acceptance ratio for both path selection algorithms. We
define the acceptance ratio as the ratio between the number of
SFC requests that were accepted in the network and the total
number of SFC requests. We observe that with the increase
in Areq , the acceptance ratio for both the path selection
algorithms decreases. This is due to the fact that the requests
cannot be accepted if the Areq is not satisfied even if we
allocate maximum available bandwidth on those paths.

For the next set of experiments, as shown in Fig. 4 and
Fig. 5, we compare the fraction of bandwidth that is allocated
on both of the paths. For both path selection algorithms, we
observe an increase in the bandwidth allocation on the paths
as the availability requirement increases. For lower availability
requirements, the algorithm will allot maximum bandwidth on
the higher availability path. However, as Areq increases, the
fraction of bandwidth on both paths for both path selection
algorithms approaches 1. Also, for lower availability require-
ments (Areq = 0.9 and 0.999) we do not have to provision the
total required bandwidth of the SFC as long as the availability
requirement could be satisfied; thus,

∑2
k=1 y

sd
k ≤ 1 for 0.9 and

0.99. This helps in saving some resources and only allocating
enough bandwidth on both paths.

VI. CONCLUSION

We studied the problem of network slice composition for
SFCs where the objective is to minimize the total cost of

establishment for a network operator while satisfying the avail-
ability constraint of the SFC. For designing a slice topology,
we consider that a slice could have multiple paths (which could
be non-disjoint) in case the availability value is below the
requirement. For each path in the slice topology, we calculate
the proper dimensioning of resources on the computing nodes
where multiple replicas of VNFs can be deployed and on
physical links where bandwidth resources are allocated. The
effectiveness of our proposed approach is demonstrated in
terms of the cost of establishment from the perspective of a
network operator.
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