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Abstract

We analyze deformations of N = 1 Jackiw-Teitelboim (JT) supergravity by adding a gas of

defects, equivalent to changing the dilaton potential. We compute the Euclidean partition function

in a topological expansion and find that it matches the perturbative expansion of a random

matrix model to all orders. The matrix model implements an average over the Hamiltonian

of a dual holographic description and provides a stable non-perturbative completion of these

theories of N = 1 dilaton-supergravity. For some range of deformations, the supergravity spectral

density becomes negative, yielding an ill-defined topological expansion. To solve this problem,

we use the matrix model description and show the negative spectrum is resolved via a phase

transition analogous to the Gross-Witten-Wadia transition. The matrix model contains a rich

and novel phase structure that we explore in detail, using both perturbative and non-perturbative

techniques.
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1 Introduction

Models of two dimensional dilaton-gravity in asymptotically AdS2 [1–6] provide a very simple the-

oretical laboratory to study interesting questions about quantum gravity and black holes, with

Jackiw-Teitelboim (JT) gravity as a prototypical example which is, among other things, exactly solv-

able [7–11]. These theories are also relevant in very different contexts. For example, they describe

a sector of strongly coupled condensed matter quantum mechanical systems such as SYK [12–14],

and capture classical and quantum effects for near-extremal black holes in higher dimensions [15–18].

They also serve as a fruitful toy model to study the role of spacetime wormholes in quantum grav-

ity [11, 19], among other things.

In this paper we study the following problem. In two space-time dimensions, the quantum gravity

partition function Z(β) at fixed inverse temperature β is naturally organized in terms of a topological

expansion

Z(β) =
∞∑
g=0

(e−S0)2g−1Zg(β) , (1.1)

where S0 is a non-negative real number. The quantity Zg(β) can be computed from a Euclidean

path integral (with appropriate boundary conditions) that only includes contributions from surfaces

of fixed genus g (thus the term ‘topological expansion’). For a class of dilaton theories, recent

progress has enabled the exact computation of Zg(β), providing unprecedented control over the

partition function. From the inverse Laplace transform of Z(β) one obtains a density of states %(E)

that is expected to capture the microstates of the corresponding black hole solution of the dilaton-

gravity theory.1 The issue we want to explore arises from the fact that for certain theories the

spectral density %(E) derived from gravity becomes negative, signaling a breakdown of unitarity of

the underlying black hole microstates. The purpose of this paper is to study several examples in

which this puzzle arises and show that whenever a negativity of the spectrum appears, the problem

is resolved by properly accounting for a phase transition. This resolution is made possible by a

non-perturbative completion of the gravity theory via a random matrix model. In the rest of the

introduction we describe in more detail the setup we study and summarize the main results.

Our focus is on an N = 1 supersymmetric extension of a dilaton-gravity theory described by the

following Euclidean action

I[g, φ] = −S0χ(M)− 1

2

∫
M
d2x
√
g (φR+ U(φ)) + IGHY , (1.2)

where gµν denotes the metric on the two dimensional space M and φ the dilaton field. To have a

well defined variational principle one needs to include IGHY, the appropriate Gibbons-Hawking-York

term. The Euler characteristic χ(M) is controlled by S0 and gives rise to the topological expansion

1For systems with finite entropy we would expect this density of states to be a sum over discrete delta functions

with integer weights. It is now understood this expectation is too restrictive, since the gravity theory can be dual to an

ensemble of theories, such that a continuous spectrum can arise after averaging. This seems to be the generic situation

in two dimensions.
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in (1.1). In this work we consider the following dilaton potential

U(φ) = 2φ+ 2ξe−2π(1−α)φ , (1.3)

which depends on the parameters (ξ, α) ∈ R × [0, 1]. The discussion can be easily generalized to a

sum of multiple such exponentials.

When ξ = 0, both the bosonic and N = 1 cases correspond to pure Jackiw-Teitelboim (JT)

gravity and supergravity respectively. The whole topological expansion of the partition function has

been computed exactly [11, 19] and the associated spectral density %(E) is positive definite. For the

supersymmetric case one needs to distinguish between two distinct types of theories, that we denote

as Type 0A and Type 0B.2 This choice appears since, when we sum over topologies, one also has

to sum over spin structures. The partition function in Type 0B is defined by summing over all spin

structures with equal weight, while in Type 0A one takes the difference between even and odd spin

structures (see around above (2.10) for more details on their distinct definitions).

Deformations of JT (super)gravity are obtained by taking ξ 6= 0. As shown in [22, 23], the effect

of ξ in the dilaton potential can be equivalently incorporated by contributions from surfaces with

conical defects in the topological expansion (1.1) of pure JT (super)gravity. In this context, 2πα is

the opening angle of the defect and ξ its weight in the path integral. Building on this observation,

the topological expansion of the deformations of bosonic JT gravity was computed in [22, 23]. The

first result of this work is to show how this can be readily extended to obtain the partition function

for the deformations of the Type 0A/0B JT supergravity theories.3 As explained in [22, 23] the

computation performed in this way is sensible only for α ∈ (0, 1/2), corresponding to ‘sharp’ conical

defects (we leave the case of ‘blunt’ defects with α ∈ [1/2, 1] for future work, possibly extending the

analysis of [25]). After the dust settles, one obtains the spectral density from the inverse Laplace

transform of (1.1) and finds %(E) is positive definite only when ξ ≥ −1. The aim of this work is to

understand the fate of the quantum theories for ξ < −1, which naively have negative %(E).4

To solve the puzzle one needs to have better control of the theory, beyond the topological ex-

pansion (1.1). In other words, one has to properly understand non-perturbative effects in the pa-

rameter e−S0 . To our knowledge, there is currently no method for computing such non-perturbative

contributions using the gravitational description. Fortunately, a non-perturbative completion for the

deformations of Type 0A/0B theories can be constructed using a random matrix model. Consider

2These theories can be obtained as limits of the minimal superstring theory (understood as a worldsheet CFT,

which is equivalent to a combination of multicritical models) of Type 0A and 0B, hence the name. Even thought in this

context they are usually defined through their GSO projection, an equivalent definition is to determine how the sum

over spin structure is performed. See [20, 21] and footnote 79 in Appendix F of [19] for more details on this connection.
3Similarly as in [22, 23], a crucial step involves relating the volumes of certain moduli space corresponding to surfaces

with and without defects via an analytic continuation. While for the bosonic case this has been established in [24], we

conjecture an analogous relation for N = 1 and provide evidence by matching to results from random matrix models.
4There are two types of negativities that appear in the bosonic case. One type appears from including only a single

defect and is resolved by summing over the gas of defects. The negativity we are interested in this paper corresponds

to one that survives even after summing over defects.
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Naive Spectrum Correct Spectrum

Type 0A
(Complex supercharge)

Type 0B
(Hermitian supercharge)

Negative Spectrum

Negative Spectrum

Figure 1: Leading spectral densities ρ−0 (E) and ρ+0 (q) of the complex and Hermitian random matrix

models which provide a non-perturbative completion of the deformations of Type 0A/0B JT supergrav-

ity. The relevant eigenvalues of MM† and Q are respectively given by E ≥ 0 and q ∈ R. The negative

spectrum appearing for ξ < −1 obtained from a naive computation is cured by a phase transition in

the matrix model.

the following operators

Type 0A : Z−MM(β) ≡ 2 Tr e−βMM† , M ∈ CN×N ,

Type 0B : Z+
MM(β) ≡

√
2 Tr e−βQ

2
, Q† = Q ∈ CN×N ,

(1.4)

where the index ‘MM’ reminds us these are matrix operators. In each case, the role of the Hamiltonian

is played by MM † and Q2, with M and Q related to the supercharges. As explained in [19],

the different way in which the Type 0A/0B theories sum over spin structures requires a different

kind of matrix ensemble: M an arbitrary complex matrix (non-diagonalizable) and Q Hermitian

(diagonalizable), see above (2.32) for more details. Using the loop equations and a properly defined

measure for the ensemble average, we show the equivalence between the average of these operators

and the topological expansion of the deformed Type 0A/0B theories to all orders in the perturbative

expansion in e−S0 . This is the natural extension of the ξ = 0 matching previously obtained in [19]

for the undeformed case.5

Equipped with the matrix model completion of the deformed Type 0A/0B theories we can prop-

erly address the negativity of the spectral density when ξ < −1. Non-perturbative effects can be

explicitly computed and are well under control in the matrix model description, as already shown

in [20, 29, 30] for the ξ = 0 case. We find that whenever a negativity develops in the spectral density

there is a phase transition which resolves the issue in an interesting and non-trivial way. The dia-

5The non-perturbative completiton of pure JT gravity using matrix models is more subtle, see [26, 27] and [28].
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Blunt 
defects

Sharp
defects

Topological 
Expansion

Undeformed JT Supergravity

Single-cut
or

Hard Edge
Phase

Quantum Supergravity Random Matrices

Double-cut
or 

Soft Edge
Phase

Figure 2: The left diagram shows the phase diagram for the deformations of Type 0A/0B JT super-

gravity theories. The topological expansion is well defined for ξ > −1 and α ∈ (0, 1/2). On the right,

we show the phase diagram of the random matrix models which provide a non-perturbative completion

of the supergravity theories. The matrix model is defined for α ∈ (0, 1/2) and arbitrary values of ξ ∈ R.

grams in figure 1 summarize the mechanism for the leading densities of the matrices MM † and Q,

with eigenvalues E ≥ 0 and q ∈ R respectively. The equivalence between the supergravity partition

function Z(β) and the matrix operators (1.4) implies analogous phase transition for the gravity spec-

tral density %(E) which, as characterized by the gravitational free energy F (β) = −(1/β) lnZ(β), is

of second order.

The transition in the Type 0A theory is from a hard-edge density of states behaving as 1/
√
E,

to a soft-edge phase with behavior
√
E − Ec. In the Type 0B case, there is a transition from a

single to a double-cut phase, i.e. the supercharge density of states supported on one or two disjoint

intervals in q ∈ R. This transition is in the same universality class as the Gross-Witten-Wadia

transition for unitary matrices [31, 32]. The phase diagram is summarized in figure 2. While

the supergravity computation only makes sense for ξ > −1 (left diagram), the non-perturbative

completion provided by the matrix model exhibits an interesting and non-trivial phase structure

(right diagram). At ξ = −1/α2 we discover a transition into a new phase (shaded in purple) which

arises from a non-perturbative instability in the matrix model when ξ < −1/α2.

This paper is organized as follows. After reviewing in section 2.1 the pure N = 1 JT supergravity

theories [19], we deform them by adding conical defects and in section 2.2 compute (in a topological

expansion) their path integrals with an arbitrary number of boundaries. Following [19], in section 2.3

we appropriately construct a complex and a Hermitian matrix model and use the loop equations to

show the average of (1.4) matches the Type 0A/0B partition functions to all orders in perturbation

theory. Assuming the non-perturbative completion provided by the matrix models, in section 3 we

present the phase transitions which cure the negativity of the spectral density. We carefully and

systematically characterize the matrix models, both perturbatively and non-perturbatively in the

parameter e−S0 . In section 4 we study a novel phase transition at ξ = −1/α2 that arises from a non-

perturbative instability in the matrix model when ξ < −1/α2. We finish in section 5 by discussing
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further questions we are interested in exploring in future work.

Four appendices contain important technical details used in the main text. In particular, Ap-

pendix C contains a detailed description of the double scaling of Hermitian and complex matrix

models using the method of orthogonal polynomials, which is the crucial formalism that allows us

to capture non-perturbative aspects of the models. Apart from putting together many results scat-

tered in the literature, this Appendix includes some new technical results, like the precise method

for computing the matrix model kernel and observables for double scaled and double-cut Hermitian

matrix models.

2 Deformations of JT supergravity and random matrices

We begin this section with a brief review of N = 1 JT supergravity including a sum over topologies,

as described in [19]. Depending on how the sum over spin structures is performed, one can define

two different theories that we call Type 0A and 0B.6 We then deform these theories by adding a gas

of defects, as introduced in [22, 23] for the bosonic case, and study its properties. Finally, we review

how Type 0A (0B) JT supergravities are dual to a complex (Hermitian) random matrix ensemble,

and extend this duality to their deformations by these defects.

2.1 Review: N = 1 JT supergravity

The N = 1 JT supergravity theory was first defined in [33, 34] using two-dimensional superspace

formalism of [35].7 After integrating over the fermionic superspace variables and solving the equations

of motion for the auxiliary fields, one is left with the bosonic fields (gµν , φ), the metric and dilaton, and

their supersymmetric partners (ψaµ, χ
a), the gravitino and dilatino, where µ, ν = 1, 2 are spacetime

indices and a = 1, 2 is a spinor index. The explicit action can be found in, for example, equation (2.3)

of [37]. After turning off the fermionic fields ψaµ, χ
a → 0 one is left with the usual JT gravity

action [2, 1]

ISJT

∣∣
fermions=0

= −1

2

∫
M
d2x
√
gφ(R+ 2) , (2.1)

where we are omitting (important) boundary terms that ensure a finite on-shell action and a well

defined variational problem. HereM denotes the two dimensional space where the theory lives. The

Euclidean path integral is formally defined as8

ZSJT(β1, . . . , βn) =

∫
DgµνDφDΨ e−S0χ(M)−ISJT[gµν ,φ,Ψ] , (2.2)

where we have allowed for n asymptotic boundaries and all fields apart from the metric and dilaton are

indicated by Ψ. We make the conventional choice of boundary conditions at each of the n boundaries

6Using these names in the context of JT gravity is not standard practice. We hope the motivation for this convention

is clear. The theory we define as Type 0A (0B) JT is a limit of Type 0A (0B) superminimal string, see [20, 21] or

Appendix F of [19].
7It can also be defined as a BF theory with supergroup OSp(1|2), see [36].
8We add the subscript ‘SJT’ to denote quantities defined for the undeformed JT supergravity theory.
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by fixing the dilaton to φ|∂M = γ/ε and the boundary length to be β/ε, with ε→ 0. The parameter γ

is dimensionful and we can make a choice of units that sets γ = 1/2. The partition function depends

only on the renormalized lengths βi, i = 1, . . . , n. See [38, 36] for the detailed boundary conditions

for the gravitino and dilatino. We have also included the Euler characteristic χ(M) which does not

modify the equations of motion. Its contribution to the action is controlled by the parameter S0.

In (2.2) we integrate over all manifolds M consistent with the boundary conditions, which in two

dimensions are naturally classified in terms of their genus g and number of boundaries n. Using that

the Euler characteristic is χ(M) = 2(g − 1) + n, one arrives at the following topological expansion

ZSJT(β1, . . . , βn) =
∞∑
g=0

(e−S0)2(g−1)+nZSJT,g(β1, . . . , βn) , (2.3)

where ZSJT,g(β1, . . . , βn) is the same path integral as in (2.2) but with the restriction that only

manifolds of genus g with n boundaries are included in the integral.9 When computing this expansion,

we will restrict to contributions which are connected spacetimes. Disconnected geometries can be

easily included in the end to obtain the full answer. We will comment below on the issue of how to

sum over spin structures

The crucial feature that simplifies the calculation of the partition function is the path integral

over the dilaton field φ(xµ), which appears linearly in the action (2.1). After rotating the integration

contour from the real line to the imaginary direction, one gets a Dirac delta δ(R+ 2) which localizes

the integral over manifolds with constant negative curvature, making the evaluation of the path

integral tractable.

We begin by describing the evaluation of the path integral on the disk with a single boundary and

without handles. In the notation above this evaluates ZSJT,0(β). After integrating over the dilaton,

the only metric that contributes is Euclidean AdS2

ds2 = sinh2(r)dτ2 + dr2 , where τ ∼ τ + 2π , (2.4)

and r ≥ 0. Even though the metric in the bulk localizes to the hyperbolic disk, there is still a

non-trivial gravitational dynamics coming from boundary modes [3–6]. They can be thought of as

associated to the freedom of picking the location of the curve ∂M consistent with the boundary

conditions, and can be parametrized by a boundary proper time u according to

xµ(u) =
(
τ(u), r(u)

)
, u ∈ [0, β] . (2.5)

The constraint of fixed renormalized boundary length β determines the function r(u) in terms of τ(u).

Inserting this in the JT gravity action with proper boundary terms gives the Schwarzian action for

the boundary graviton τ(u), as derived for the bosonic case in [5]. Including the fermionic modes,

the partition function ZSJT,0(β) reduces to a path integral of a supersymmetric quantum mechanical

9While one can also include the contribution from unorientable surfaces with half-integer genus, we shall mostly

restrict to the orientable case, see Appendix D.
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system [38]

ZSJT,0(β) =

∫
DτDη e−I

N=1
Sch [τ(u),η(u)] , (2.6)

where η(u) is a Grassman field, the super-partner of τ(u), arising from the gravitino. The

path integral is performed over Diff(S1|1)/OSp(1|2), where Diff(S1|1) are the diffeomorphisms of

the N = 1 super-circle and we mod out by the isometries of the space OSp(1|2) to avoid overcount-

ing. When computing the partition function we choose anti-periodic boundary conditions on the

fermions η(u+ β) = −η(u).10 The action in the exponent is the N = 1 super-Schwarzian [39]. As

shown in [8], the integral is one-loop exact and can therefore be computed exactly. A one-loop

computation gives the following result

ZDisk(β) = eS0ZSJT,0(β) = eS0

√
2

πβ
eπ

2/β . (2.7)

The exponential term is the classical on-shell action, the same as in bosonic JT gravity. The prefac-

tor β−1/2 comes from the one-loop determinant around the classical solution. More specifically, there

is a factor of β−3/2 from removing three bosonic zero-modes and a factor of β2/2 from removing two

fermionic zero-modes, which make up the OSp(1|2) isometries.

From the leading contribution to the one boundary partition function we can extract the leading

density of states %SJT,0(E) defined through

ZSJT,0(β) =

∫ ∞
0

dE %SJT,0(E)e−βE ⇒ %SJT,0(E) =

√
2 cosh(2π

√
E)

π
√
E

. (2.8)

This leading contribution to the density of states is common to both the 0A and 0B supergravity

theories, since no sum over spin structures is involved so far. It presents a 1/
√
E divergence near

the edge of the spectrum at E = 0. It is instructive to rewrite the density of states as a function

of q = ±
√
E

%̂SJT,0(q) ≡ |q| %SJT,0(E = q2) =
√

2 cosh(2πq)/π , (2.9)

which is smooth at q = 0. While E can be interpreted as the eigenvalue of the boundary Hamilto-

nian, q is the eigenvalue of the boundary supercharge operator [19].11

Sum over spin structure

Since the supergravity theory contains fermions, each manifold we sum over in the path integral must

be supplemented with a spin structure. One can choose between periodic (Ramond) or anti-periodic

(Neveu-Schwarz) boundary conditions for the fermions as they are transported across closed loops

in the manifold. Spin structures can be classified in terms of their parity (−1)ζ , where ζ is the

10We could also compute the partition function with periodic boundary conditions for the fermions. In this case the

answer is exactly zero due to fermion zero-modes, unless we deform the theory by adding Ramond punctures. In order

to get a non-zero answer for the undeformed theory it is necessary to consider extended supersymmetry.
11This interpretation is strictly valid for the Type 0B theory, since for Type 0A the supercharge operator is not

diagonalizable.
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number of chiral zero modes for a given spin structure, see section 3.2 in [40] for a precise definition.

For instance, a fermion in S1 has a single component and its Dirac equation is given by ∂ϕψ = 0,

where ϕ ∼ ϕ+ 2π parametrizes the circle. While for the Neveu-Schwarz spin structure there is no

zero mode (−1)ζ = 1, for Ramond there is one zero mode, meaning (−1)ζ = −1.

There are two theories one can define, depending whether or not (−1)ζ is included in the path

integral. The partition function for fixed genus in each case is schematically given by

Z±SJT,g(β1, . . . , βn) = (even)± (odd) . (2.10)

For the disk result (2.7) there is no distinction between the two choices, given there is a single

spin structure. However, as shown in [19], the sign difference has deep consequences when studying

higher genus contributions. We will refer to the theory without the (−1)ζ as Type 0B, computing

Z+
SJT(β1, . . . , βn), and the theory with the (−1)ζ as Type 0A, computing Z−SJT(β1, . . . , βn).

Topological Expansion

To calculate Z±SJT,g(β1, . . . , βn) with g > 0 or n > 1 one uses the decomposition of the surfaces

developed in [11] for the bosonic theory and later generalized to the supersymmetric case [19]. The

first step involves picking a geodesic of length b which separates the asymptotic boundary curve (2.5)

from the rest of the hyperbolic manifold that contributes to the path integral. See figure 3 for a sketch

of the decomposition for the single boundary case. The piece that is connected to the boundary ∂M
is called the ‘trumpet’ and its path integral can be computed exactly, similarly as for the disk (2.6).

The final result is given by [19]

ZTrumpet(β, b) =
1√
2πβ

e−b
2/4β . (2.11)

It is independent of how the sum over spin structures is defined, since there is a unique spin-structure

on trumpet, that is taken to be Neveu-Schwarz (same as for the disk).

The contribution coming from the surface to the right of the geodesic in figure 3 only involves an

integral over the moduli of genus g surfaces with constant negative curvature and a fixed geodesic

boundary b, including the sum over spin structures as in (2.10). The result of this integral in each

case is denoted as

V ±g,n(b1, . . . , bn) , (2.12)

and called the Weil-Petersson supervolumes. They are defined and carefully studied in [19].12 The

complete contribution to the path integral is obtained by “gluing” (2.11) and (2.12), and then

integrating over all possible geodesic lengths bi with the appropriate measure [11]

Z±SJT,g(β1, . . . , βn) =

[
n∏
i=1

∫ ∞
0

dbi bi ZTrumpet(βi, bi)

]
V ±g,n(b1, . . . , bn) . (2.13)

12The supervolumes are defined with Neveu-Schwarz spin structure at the boundaries bi, see appendices A and D

of [19] for further details. For the bosonic theory, the Weil-Petersson volumes are computed to arbitrary orders using

a recursion relation derived by Mirzakhani [41].
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Figure 3: Topological expansion developed in [11, 19] for the Euclidean partition function of JT

supergravity with a single boundary of renormalized length β, indicated in green. For each of the

surfaces shown here one has to sum over the spin structures as indicated in (2.10).

This formula does not apply for (g, n) = (0, 1), where we instead have the disk result (2.7). An-

other special case is (g, n) = (0, 2) where the corresponding supervolume can be formally defined as

V ±0,2(b1, b2) = 2δ(b1−b2)/b1 such that Z0(β1, β2) computed by (2.13) reproduces the correct answer.13

After the dust settles, the entire topological expansion is determined by the supervolumes

V ±g,n(b1, . . . , bn). To leading genus it can be shown all the supervolumes vanish, irrespective of how

the sum over spin structures is defined

V ±g=0,n(b1, . . . , bn) = 0 , n ≥ 3 , (2.14)

see appendix A.3 of [19]. Remarkably, this property generalizes to arbitrary genus for the Type 0B

theory which sums even and odd spin structures

V +
g,n(b1, . . . , bn) = 0 , g ≥ 1 . (2.15)

This leads to the vanishing of the topological expansion of Z+(β1, . . . , βn) to all orders, except for

the two special cases (g, n) = (0, 1) and (g, n) = (0, 2).

The higher genus supervolumes do not vanish for the Type 0A theory which takes the difference

between even and odd spin structures. As shown in appendix D of [19], they satisfy the recursion re-

lation (A.1), that generalizes Mirzakhani’s recursion relation for the corresponding bosonic case [41].

The following nice analytic expressions have been worked in [42] for the first few values of g

V −g=1,n(b1, . . . , bn) =
1

2

(−1)n(n− 1)!

4
,

V −g=2,n(b1, . . . , bn) = 3
(−1)n(n+ 1)!

45

[
(2π)2(n+ 2) +

n∑
i=1

b2i

]
, (2.16)

13The factor of two comes from summing over the spin structures of the ‘double trumpet’, that is the only manifold

that contributes to Z±SJT,0(β1, β2). Although both boundaries β1 and β2 have Neveu-Schwarz boundary conditions

for the fermions, when gluing the two trumpets there is a freedom when identifying the fermions in each trum-

pet ψαleft = ±ψαright. Irrespectively of whether we have an insertion of (−1)ζ or not, both cases contribute in the

same way (see section 2.4.3 in [19]). See footnote 56 and 72 of [19] for a subtlety in the definition of the volume

when (g, n) = (1, 1).
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V −g=3,n(b1, . . . , bn) =
1

5

(−1)n(n+ 3)!

49

[
(2π)4(n+ 4)(42n+ 185) + 84(2π)2(n+ 4)

n∑
i=1

b2i+

+25
n∑
i=1

b4i + 84
n∑
i6=j

b2i b
2
j

 .
In appendix A we show how the g = 1 case can be readily derived from the recursion relation satisfied

by the supervolumes.

2.2 Deformations of JT supergravity by a gas of defects

So far we have constrained ourselves to pure Type 0A and 0B N = 1 JT supergravity theories which

only get contributions from smooth manifolds. We now study deformations of these theories by the

inclusion of a gas of defects, as introduced in [22, 23]. As in the bosonic case, these deformations

are parametrized by the opening angle of defect 2πα and the defect weighting parameter ξ. In the

bosonic case these deformations can be thought of as arising from changing the dilaton potential

in the action. The same interpretation can be given in the supergravity case using the techniques

of [43], although we are not going to pursue it here.

The rules to compute the gravitational path integral for these deformed theories are clear. For

any genus g in the topological expansion (2.3), one must include the contribution from surfaces with

an arbitrary number of defects in the following way14

Z±g (β1, . . . , βn) =
∞∑
k=0

ξk

k!
Z±g,k(β1, . . . , βn;α) , (2.17)

where ξ ∈ R is a parameter that controls the weight of the inclusion of each defect in the path

integral. Each term Z±g,k(β1, . . . , βn;α) is the partition function including manifolds of genus g and k

conical defects, with the sum over spin structures as in (2.10). This path integral also depends on

the opening angle of the defect, which we parametrize as 2πα. More precisely, there is a coordinate

patch parametrized by (τ, r) close to the defect, located at r = 0 in these coordinates, where the

metric takes the form ds2 = r2dτ2 + dr2 + . . . with τ ∼ τ + 2πα. This expansion can be generalized

to the case of multiple species of defects in a trivial way.

To compute Z±g,k(β1, . . . , βn;α) one would like to use the decomposition for the surfaces shown

in figure 3. However, as explained in [22, 23] when including conical defects the decomposition only

works if we restrict to sharp defects, i.e. for α ∈ (0, 1/2). This means the opening angle is smaller

than π. If the defects are blunt α ∈ [1/2, 1), or opening angle bigger than π, there is no geodesic

homologous to the asymptotic boundary that one can choose in order to construct the trumpet. For

14This is the same approach that was previously developed when computing the JT gravity path integral with conical

defects [22, 23, 25, 44]. The factor 1/k! is included to avoid overcounting, assuming the defects are indistinguishable.

Compared to [22], we find it convenient to change the notation to λ → ξ, as λ will be used to denote the matrix

eigenvalues.
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this reason, we restrict our analysis to sharp defects.15

With this in mind, the genus g contribution (2.17) to the topological expansion (2.3) can be

computed as

Z±g (β1, . . . , βn) =

∞∑
k=0

ξk

k!

[
n∏
i=1

∫ ∞
0

dbi bi ZTrumpet(βi, bi)

]
V ±g,n,k(b1, . . . , bn;α, . . . , α︸ ︷︷ ︸

k

) . (2.18)

where V ±g,n,k(b1, . . . , bn;α1, . . . , αk) is the supervolume as defined for each of Type 0A/0B JT super-

gravity theories but including k defects with deficit angle 2π(1 − α). Same as before, for the term

in (2.18) with (g, n, k) = (0, 1, 0) one should instead use the disk partition function (2.7).

This discussion can be generalized in a straightforward way to the case where we deform JT

supergravity by a gas of defects coming in a number NF of different flavors with their {αi, ξi},
with i = 1, . . . , NF .

2.2.1 The disk with defects

To start, let us compute the leading spectral density %±0 (E), defined from the leading genus g = 0

and single boundary n = 1 partition function

Z±0 (β) =

∫ ∞
0

dE %±0 (E)e−βE . (2.19)

Since we need to sum over multiple number of defects, we might need to sum over spin structures,

which will distinguish between deformations of Type 0A or 0B supergravity. From equation (2.18)

Z±0 (β) can be written as

Z±0 (β) = ZSJT,0(β) +

∞∑
k=1

ξk

k!

∫ ∞
0

db bZTrumpet(β, b)V
±

0,1,k(b;α, . . . , α︸ ︷︷ ︸
k

) . (2.20)

This decomposition of space into a trumpet and a hyperbolic surface with cone points, valid for k > 1,

does not hold in the case k = 1. In this case the metric is Euclidean AdS2 with a single conical

defect in the center. The metric is

ds2 = sinh2(r)dτ2 + dr2 , τ ∼ τ + 2πα , (2.21)

where α ∈ (0, 1) controls the angular deficit produced by the defect. When α → 1 we recover

the smooth Euclidean AdS2 metric (2.4). This path integral of JT supergravity can be explicitly

computed from a slight variation of the calculation in appendix C of [19]. More details on the

description of these defects in JT supergravity can be found in [45]. The final result can be written

as

Z0,1(β;α) =
1√
2πβ

eπ
2α2/β . (2.22)

15In [25], this obstruction was overcome for JT gravity by taking a different approach that does not require the

decomposition of the surfaces according to figure 3. It would be interesting to explore whether the same methods also

apply to the supersymmetric case.
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The exponential term is the classical action evaluated on the spacetime with one defect. The prefactor

is the one-loop determinant. The power of β is the same in the case of a disk with and without a defect.

In the latter case it comes from removing 3 and 2 bosonic and fermionic zero-modes respectively, while

in the former case there are no fermionic zero-modes and only one bosonic zero-mode corresponding

to rotations around the defect. Comparing with the k = 1 expression in (2.20) allows us to identify

the following formal expression for the (g, n, k) = (0, 1, 1) supervolume

V ±g=0,n=1,k=1(b;α) =
1

b
δ(b− 2πiα) =

1

2
V ±g=0,n=2(b, 2πiα) . (2.23)

This gives an interesting result that relates these (formal) supervolumes with and without defects

through an analytic continuation of the geodesic boundary. This trick is not entirely new, as it is

familiar to the bosonic Weil-Petersson volumes. In that case, the corresponding volumes with defects

have been proven to be recovered from the ordinary volumes via the analytic continuation b→ 2πiα

for arbitrary genus and number of boundaries [24]. The analogous relation for the supervolumes

would be given by

V ±g,n,k(b1, . . . , bn;α1, . . . , αk) =
1

2k
V ±g,n+k(b1, . . . , bn, 2πiα1, . . . , 2πiαk) . (2.24)

The extra factor of 2k compared to the bosonic counterpart appears to avoid an overcounting of spin

structures. In section 3 of [23] the relation between the analytic continuation of geodesic boundaries

and conical defects was already established from the point of view of the monodromy for a theory

with both bosons and fermions. In this work, we conjecture (2.24) and provide evidence for it by

comparing and matching with results from random matrix models.

Using (2.24), higher k contributions to the leading genus partition function in (2.20) are deter-

mined by the supervolumes V ±g=0,1+k. However, from (2.14) we know they vanish whenever k ≥ 2. As

a result, the infinite series over the number of defects in (2.18) collapses and only gets contributions

two terms, the disk with either none or one defects

Z±0 (β) = ZSJT,0(β) + ξZ0,1(β, α) =

√
2

πβ
eπ

2/β + ξ
1√
2πβ

eπ
2α2/β . (2.25)

This is exact in ξ, in contrast with the bosonic counterpart for which generically one needs to sum

over an arbitrary number of defects even to leading order in genus expansion [22, 23]. To simplify

expressions below from now on we will rescale the defect weight by ξ → 2ξ (this will also remove the

extra factors of 2 in (2.24) when considering higher genus). Taking the inverse Laplace transform of

this result, the leading spectral density (2.19) is readily computed

%±0 (E) =

√
2 cosh(2π

√
E)

π
√
E

+ ξ

√
2 cosh(2πα

√
E)

π
√
E

,

=

√
2

π2E
(1 + ξ) +O(

√
E) .

(2.26)

At large energies, the contribution from JT supergravity always dominates since 0 < α < 1/2 < 1.

From the low energy expansion we observe two interesting features. First, both the density of
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states coming from the hyperbolic disk with and without the defect have a 1/
√
E divergence at

low energies. This is in contrast with the bosonic counterpart where the leading behavior without

defects goes as
√
E, and therefore the contribution from one defect can become arbitrarily large at

low energies regardless of how small ξ is chosen to be. In the bosonic theory the resummation of

the gas of defects results again in a square root edge, but with a shifted ground state energy. In the

supergravity case this is not a problem since both contributions go as 1/
√
E. The second feature,

which will be important later, is that this gravitational computation breaks down when ξ < −1,

given that %±0 (E) stops being positive definite. Later we will explain how this issue is resolved. In

order to do this we first show an equivalence between these theories of gravity and random matrix

models, and then show that when ξ < −1 the matrix model presents a phase transition to another

phase free of pathologies.

It is easy to extend this result to multiple defect species. Since only configurations with one

defect contribute at genus zero for the disk, the only modification in (2.26) is to replace the second

term by a sum over contributions from the multiple species. For a set of {αi, ξi} species the final

answer is

%±0 (E) =

√
2 cosh(2π

√
E)

π
√
E

+
∑
i

ξi

√
2 cosh(2παi

√
E)

π
√
E

. (2.27)

This formula is valid for any ξi as long as αi ∈ (0, 1/2). We would like to stress that this is exact

(at genus zero). This is different from the bosonic case where an analogous formula which truncates

to linear order in ξ is only valid for special choices of parameters, as pointed out in [23] (see also

section 3 of [21]).

Before moving on to higher genus contributions we compute the g = 0 partition function with a

higher number of boundaries. After using (2.18), (2.24) and (2.14) one easily obtains

Z±0 (β1, β2) =
4

2π

√
β1β2

β1 + β2
, Z±0 (β1, . . . , βn) = 0 , n ≥ 3 . (2.28)

We note these are the same results one finds for the two JT supergravity theories without any defects.

2.2.2 Higher genus

Higher genus contributions to the partition function depend on how the sum over spin struc-

tures (2.10) is defined. If we sum over both even and odd spin structures with the same sign,

meaning we focus on Type 0B supergravity, the vanishing of the supervolumes for all g ≥ 1 (2.15)

together with (2.24) means the infinite series (2.18) over the number of defects identically vanishes.

The only two cases with non-zero contributions are the cases (g, n) = (0, 1) and (g, n) = (0, 2).

Putting everything together, we find

Z+(β) ' eS0

√
2

πβ

[
eπ

2/β + ξeπ
2α2/β

]
,

Z+(β1, β2) ' 4

2π

√
β1β2

β1 + β2
,

Z+(β1, . . . , βn) ' 0 ,

(2.29)
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where ' means the results hold to all orders in perturbation theory with respect to e−S0 (we will

analyze non-perturbative effects later after showing the relation with the random matrix model). For

this theory, the only correction generated by the defects is to the leading genus and single boundary

partition function. We will see in the next section that this simplification does not hold in other

phases of the theory.

For the theory which takes the difference between even and odd spin structures (2.10), which we

call Type 0A supergravity, the higher genus supervolumes are non-trivial. The explicit expressions

given in (2.16) are particularly useful for computing the infinite sum over defects in (2.18) for the

first few values of g. As a warm up, let us consider the (g, n) = (1, 1) case which can be written

as (2.18)

Z−1 (β) =
∞∑
k=0

(2ξ)k

k!

∫ ∞
0

db bZTrumpet(β, b)V
±
g=1,n=1,k(b;α, . . . , α︸ ︷︷ ︸

k−times

)

=
∞∑
k=0

ξk

k!

∫ ∞
0

db bZTrumpet(β, b)V
±
g=1,n=1+k(b, 2πiα, . . . , 2πiα)

= −1

8

∞∑
k=0

(−ξ)k
∫ ∞

0
db bZTrumpet(β, b) =

−1

8(1 + ξ)

√
2β

π
,

(2.30)

where in the second line we used the analytic continuation (2.24). In the last line we used the genus

one volume given in (2.16) and solved the infinite series over the defects. While the geometric series

only converges for |ξ| < 1, after the sum is performed it becomes well defined in an extended domain

of ξ. Requiring the domain is connected to the origin along the real line, the g = 1 partition function

is well defined for ξ > −1. This precisely agrees with the region in which the leading spectral

density (2.26) is positive definite.

Using the same procedure one can use (2.16) to derive the g = 1, 2, 3 results with an arbitrary

number of boundaries. A careful calculation gives

Z−1 (β1, . . . , βn) =
1

2

(−1)n(n− 1)!

4(1 + ξ)n

n∏
j=1

√
2βj
π

Z−2 (β1, . . . , βn) = 3
(−1)n(n+ 1)!

44(1 + ξ)n+3

[
(1 + ξ)

n∑
i=1

βi + π2(n+ 2)(1 + ξα2)

]
n∏
j=1

√
2βj
π

Z−3 (β1, . . . , βn) =
1

5

(−1)n(n+ 3)!

47(1 + ξ)n+6

n∏
j=1

√
2βj
π

[
(1 + ξ)2

(
50

n∑
i=1

β2
i + 84

∑
i6=j

βiβj

)
(2.31)

+ 84π2(1 + ξ)(1 + ξα2)(n+ 4)

n∑
i=1

βi + π4(n+ 4)

(
42(n+ 5)(1 + ξα2)2

− 25(1 + ξ)(1 + ξα4)

)]
Each of these expressions, for fixed g and n is obtained by solving the infinite series over the number

of defects k in (2.18), assuming the analytic continuation (2.24) for the supervolumes. In every case
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the infinite series gives a factor of (1 + ξ)−# which diverges as ξ → −1, yielding the perturbative

expansion ill defined. In the following sections we shall use the matrix model description to show the

divergence is not real physics but merely a breakdown of the perturbative expansion close to ξ = −1

due to a phase transition. More precisely, we shall see that after including non-perturbative effects

(as defined by the matrix model), the full partition function Z−(β) is no longer divergent at ξ = −1.

2.3 Constructing the dual random matrix models

According to holography, we expect theories of gravity in asymptotically AdS2 spacetimes to be

related to a quantum mechanical (QM) system living in the one dimensional boundary. It was

realized in [11] that for the case of pure bosonic JT gravity, the theory is not dual to a single QM

system, but to an ensemble where one averages over Hamiltonians with a particular measure, using

random matrix model techniques. The Hamiltonian acts on a Hilbert space of dimension N , which

in the double scaling limit is related to the parameter S0 in gravity. This was later extended to the

case of deformations of pure JT gravity by adding a gas of sharp defects [22, 23] and [25] for general

defects. A stable non-perturbative completion of pure JT gravity was constructed in [26] and later

extended to the case with defects in [21].

Similarly, the theories of pure N = 1 supergravity we study here are dual to an ensemble of

supersymmetric QM systems. This means there exists a Hermitian operator Q acting the Hilbert

space, such that the Hamiltonian is H = Q2. This duality was worked out in [19] for the case of pure

JT supergravity. We first summarize their results. There are two theories of supergravity depending

on how one sums over spin structures, and they are dual to different matrix ensembles. When we

sum over spin structures (Type 0B) we expect the boundary theory not to have any (−1)F symmetry,

making Q a random N ×N Hermitian matrix described by the Dyson ensemble, and H = Q2. On

the other hand, when we include the topological term (−1)ζ (Type 0A) we expect the dual theory

to have a (−1)F symmetry. The Hilbert space can be decomposed in two N -dimensional blocks

with (−1)F = 1 or −1. The supercharge now acts on these blocks as

Q =

(
0 M †

M 0

)
, (2.32)

where M is an arbitrary N ×N complex matrix described by the (α,β) = (1, 2) Altland-Zirnbauer

ensemble, and now on each block the Hamiltonian acts as H = MM †. A non-perturbative formula-

tion of these matrix models in the context of JT supergravity was then given in [20, 29].

The supergravity path integral depends on the renormalized length β of each boundary. In

the holographically dual description this corresponds to inserting a quantum mechanical partition

function. For each of the theories above, this corresponds to

Z+
MM(β) =

√
2 Tr e−βQ

2
, Q† = Q ∈ CN×N ,

Z−MM(β) = 2 Tr e−βMM† , M ∈ CN×N ,
(2.33)
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where the index ‘MM’ indicates this is a matrix operator. The origin of the additional factors of
√

2

and 2 that are required in each case are explained in [19]. To match with supergravity we need to

insert one factor Z±MM for each boundary, and finally average over either Q or M with a specific

probability distribution. As in the bosonic case, the dimension N is related to S0 after a suitable

double scaling limit. In this limit, the ’t Hooft expansion of the matrix model corresponds to the

topological expansion in gravity.

In this section we use the loop equations of each matrix model to show how this result can be

extended beyond zero ξ, i.e. to the supergravity theories with defects. The loop equations are a

powerful method for computing ensemble averages of a matrix model in an asymptotic expansion

in 1/N . The approach, first introduced by Migdal [46] and further developed in [47, 48], was solved

to all orders for a Hermitian random matrix by Eynard [49]. Here, we follow the discussion in [19],

which extended the full analysis to the other random matrix ensembles.

2.3.1 Type 0B: Hermitian Ensemble

In this section we consider Type 0B supergravity, which is dual to a Hermitian ensemble for the

supercharge Q. We will begin by reviewing basic facts about the Dyson ensemble of Hermitian

matrices before describing in detail the connection with gravity, since they will be useful for the

discussion of phase transitions in the next section.

For reasons explained above, we are interested in computing averages over Q of n products of

partition functions, which we define as

〈Z+
MM(β1) . . . Z+

MM(βn)〉 ≡ 2
n
2

Z

∫
dQe−N TrV (Q) Tr e−β1Q

2
. . .Tr e−βnQ

2
, (2.34)

where dQ is the U(N) invariant measure and V (Q) is a potential which determines a particular

probability distribution for the supercharge. The matrix partition function Z is the normalization

of this probability distribution and its given by

Z =

∫
dQe−N TrV (Q) =

N∏
i=1

∫ +∞

−∞
dqi∆(q1, . . . , qN )2e−NV (qi) , (2.35)

where in the second equality we have written the integral in terms of the eigenvalues of the su-

percharge qi.
16 The factor ∆(q1, . . . , qN ) =

∏
i<j(qi − qj) is the Vandermonde determinant arising

from the Jacobian associated to the change of variables. We restrict ourselves to ensembles with

probability distributions that depend only on eigenvalues, and not on eigenvectors, since that is all

we will need to describe the theories of gravity we are interested in.

16There is a proportionality factor relating the expressions in the last equality, coming from the integral over the

unitary matrix required to diagonalize Q. This additional constant is inconsequential when computing expectation

values of observables.
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Topological Expansion: To compare with gravity we will take the double scaling limit, which

involves also a large N limit. Two observables that will play a central role when discussing the

large N limit are the eigenvalue spectral density and resolvent, respectively given by

ρ+(q) =
1

N
Tr δ(q −Q) , W+(z) = Tr

1

z −Q
. (2.36)

This is the spectral density of the supercharge eigenvalues, not the Hamiltonian. To simplify the

expressions below define the product of observables, for example resolvants, by the following nota-

tion W+(I) =
∏n
i=1W

+(zi) where I = {z1, . . . , zn}. At large N , the expectation value of W+(I),

defined by an expression analogous to (2.34), can be written in a perturbative expansion in 1/N

〈W+(I)〉c =

∞∑
g=0

W+
g (I)

N2(g−1)+|I| , (2.37)

where |I| = n is the number of elements in I and the subscript c indicates the connected expectation

value. The parameter g can be interpreted as the genus of a surface triangulated by the matrix

Feynman graphs. The loop equations provide a recursion relation that allows us to compute higher

genus contributions in terms of lower ones. They are derived from the following trivial identity∫ +∞

−∞
dq1 . . . dqN

∂

∂qa

[
W+(I)

z − qa
∆(q1, . . . , qN )2e−N

∑N
i=1 V (qi)

]
= 0 , (2.38)

which give a set of closed recursion relations that determine all the coefficients Wg(I) in (2.37). In

the following we describe the recursion relations obtained from (2.38), see section 4.1 of [19] for

details.

Spectral curve: For the case with g = 0 and I = {z} the solution to the loop equations gives

W+
0 (z) =

1

2

(
V ′(z)− h(z)

√
σ(z)

)
, (2.39)

where h(z) and σ(z) are analytic functions. The function σ(z) is an even polynomial with simple

roots. Given the potential V (z), the functions h(z) and σ(z) can be computed from the knowledge

of the analytic structure of W+
0 (z). In the large N limit the singularities of the resolvent W+(z) at

the spectrum of the matrix Q condense into a branch-cut square root singularity, going between the

branch points at the roots of σ(z).

The large N behavior of the eigenvalue spectral density (2.36) can be easily obtained from the

discontinuity of W+
0 (z) in the complex plane

ρ+
0 (q) =

W+
0 (q − iε)−W+

0 (q + iε)

2πi
=

1

2π
|h(q)|

√
−σ(q)× 1σ(q)<0 , (2.40)

where ε → 0+ and 1σ(q)<0 is the indicator function. Writing σ(z) =
∏p
i=1(z − ai)(z − bi) with

ai, bi ∈ R, the model is said to be in a single or multi-cut phase depending on whether p = 1

or p ≥ 2. For the single-cut case, given a potential V (z), the functions h(z) and σ(z) are easily
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determined by requiring the asymptotic behavior W+
0 (z) = 1/z + O(1/z2), which follows from its

definition (2.36).

A central quantity that is closely related to the eigenvalue spectral density is the spectral

curve y(z), defined as

y(z)2 =
1

4
h(z)2σ(z) =

(
W+

0 (z)− 1

2
V ′(z)

)2

=⇒ ρ+
0 (q) = ± i

π
y(q ± iε) . (2.41)

The spectral curve is defined on a two-sheeted Riemann surface, corresponding to the two pos-

sible signs of the square root. If we denote ẑ as the same point as z but in the second sheet, we

have h(ẑ) = h(z) and
√
σ(ẑ) = −

√
σ(z). As we shall briefly recall, the whole perturbative expansion

of W+(I) can be fixed in terms of the spectral curve y(z). For this reason, a perturbative definition

of the matrix model can be given directly in terms of y(z) instead of the potential V (z).

A universal observable: Consider now the case in (2.37) with g = 0 and I = {z1, z2}. For a

matrix model in the single-cut phase σ(z) = (z − a)(z − b) one finds the following simple result

W+
0 (z1, z2) =

1

2(z1 − z2)2

[
ab+ z1z2 − (a+ b)(z1 + z2)/2√

σ(z1)
√
σ(z2)

− 1

]
. (2.42)

We say this is a universal observable given that it does not depend on the details of the spectral

curve y(z) or potential V (z), but only on the endpoints a and b of the eigenvalue distribution (and

of course implicitly on the type of matrix ensemble). It is easy to show the value of W0(z1, z2) as

one coordinate goes across the branch cut is determined from the following relation

W+
0 (ẑ1, z2) +W+

0 (z1, z2) =
−1

(z1 − z2)2
. (2.43)

General recursion relation: All the remaining terms in the expansion (2.37) are determined

from the following recursion relation

W+
g (z, I) =

1√
σ(z)

∑
{ai,bi}

Res

[√
σ(z′)

2y(z′)

Fg(z
′, I)

z′ − z
, z′ = {ai, bi}

]
, (2.44)

where the sum is over the residues at each endpoint {ai, bi} of the leading eigenvalue distribu-

tion ρ+
0 (q) in (2.40). The function Fg(z

′, I) is given by

Fg(z
′, I) = W+

g−1(z′, z′, I) +

′∑
h,J

W+
h (z′, J)W+

g−h(z′, I \ J)+

+

|I|∑
k=1

[
2W+

0 (z′, zk) +
1

(z′ − zk)2

]
W+
g (z′, I \ zk) ,

(2.45)

except for the special case

F0(z′, z1, z2) = 2W+
0 (z′, z1)W+

0 (z′, z2) +
W+

0 (z′, z1)

(z′ − z2)2
+
W+

0 (z′, z2)

(z′ − z1)2
. (2.46)
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The sum in the first line (2.45) is over all subsets J ⊆ I and h = 0, . . . , g that do not contain a factor

of W+
0 (z) or W+

0 (z1, z2). Given a spectral curve y(z) it is straightforward to use these relations to

compute the perturbative expansion (2.37) to any desired order.

Supergravity matching: Let us now show the expectation value in (2.34) in this Hermitian

matrix model matches with the topological expansion of the supergravity partition function (2.29)

to all orders. To do this, we need to take the double scaling limit of the matrix model. From the

perspective of the loop equations this is quite simple, as it corresponds to taking the limit in which

an endpoint of the eigenvalue spectral density goes to infinity. One of the consequences of this is that

the spectral density ρ+(q) is no longer normalizable. Introducing a small parameter ~ and scaling the

spectral density according to ρ+(q)→ ρ+(q)/~, the 1/N expansion is replaced by an ~ expansion17

〈W+(I)〉c =
∞∑
g=0

~2(g−1)+|I|W+
g (I) . (2.47)

Apart from this difference, the perturbative expansion of a double scaled model works in the same

way as for an ordinary model with no double scaling. The first trivial observation is that after

identifying ~ = e−S0 , the topological expansion of the matrix model is the same as the one appearing

in JT supergravity and also its deformations.

As previously mentioned, instead of specifying the potential V (z) in (2.34), a perturbative defini-

tion of the matrix model can be given in terms of the spectral curve y(z), or equivalently, the leading

eigenvalue spectral density ρ+
0 (q) (2.41). To describe JT supergravity we consider a double scaled

model where the parameter q is interpreted as the eigenvalue of the supercharge operator. There-

fore we should pick the matrix ensemble such that the disk density of states matches with (2.9), or

equivalently with (2.8) after writing it in terms of E = q2. Generalizing to the case of supergravity

deformed by a gas of defects imposes the following identifications

ρ+
0 (q) =

1

π

(
cosh(2πq) + ξ cosh(2παq)

)
. (2.48)

For ξ = 0 this agrees with the model used in [19] to describe JT supergravity without defects. We

should think of this spectral density as having a branch-cut along the whole real line, arising from a

single-cut model (2.40) with σ(z) = (z− a)(z− b) in the limit in which both endpoints go to infinity

as a → −∞ and b → +∞. This determines the spectral curve, which through the loop equations

determines all higher genus corrections from the matrix model side, that we can compare with the

supergravity answer.

Starting from (2.48), one can compute the whole perturbative expansion of the matrix model.

The leading behavior of two resolvents insertions can be easily obtained by taking the appropriate

17By ~ here we do not mean the actual Planck constant, but a small parameter that controls the expansion of

observables. The reason for calling this ~ will become clear in the following section.
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limit of (2.42) and using (2.43)

W+
0 (z1, z2) =


0 , {z1, z2} same sheet ,
−1

(z1 − z2)2
, {z1, z2} different sheets .

(2.49)

All other perturbative contributions are obtained from (2.44), that in this particular case is given by

W+
g (z, I) =

∑
±

Res

[
Fg(z

′, I)

2y(z′)(z′ − z)
, z′ = ±∞

]
= Res

[
Fg(1/z

′, I)

y(1/z′)z′(zz′ − 1)
, z′ = 0

]
. (2.50)

Using W+(z, I) = 1/z+ . . . in (2.45) and (2.46), one can show Fg(z, I) = 1/z2 + . . . , which together

with y(∞) = ∞ implies the residue vanishes, for arbitrary g and I. Altogether, it implies the

whole perturbative expansion of the matrix model vanishes, except for the leading contributions to

single (2.48) and double (2.49) trace observables.

To complete the argument and compare higher genus corrections predicted by supergravity with

the ones predicted by the matrix model, we should compute 〈Z+
MM(β1) . . . Z+

MM(βn)〉, which involve

the Hamiltonian Q2 instead of the supercharge Q. This can be extracted from the resolvent W+(z),

using the following identity

Tr
1

z2 −Q2
=
W+(z)−W+(−z)

2z
. (2.51)

After an appropriate inverse Laplace transform, the left-hand side gives the appropriate factor

of e−βQ
2

required to construct (2.33). In this way, one finds

〈Z+
MM(β)〉 ' eS0

√
2

πβ

[
eπ

2/β + ξeπ
2α2/β

]
,

〈Z+
MM(β1)Z+

MM(β2)〉c '
4

2π

√
β1β2

β1 + β2
,

〈Z+
MM(β1) . . . Z+

MM(βn)〉c ' 0 .

(2.52)

Comparing with the supergravity results in (2.29) we find perfect matching to all orders in pertur-

bation theory, after identifying ~ → e−S0 , generalizing the result of [19] to non-zero ξ. It is worth

noting that apart from the leading behavior of 〈Z+
MM(β)〉, any Hermitian matrix model with a leading

spectral density supported on the whole real line gives the results in (2.52). The details of ρ+
0 (q)

in (2.48) are only relevant to the ensure 〈Z+
MM(β)〉 matches with the supergravity result (2.29). The

fact that all other non-perturbative corrections vanish in gravity is a non-trivial result required for

the match to work.

2.3.2 Type 0A: Complex Ensemble

Now we consider the ensemble dual to Type 0A supergravity, which involves adding a topologi-

cal (−1)ζ term to the sum over spin structures. This theory has a (−1)F symmetry and the Hilbert

space separates into two sectors, even and odd under this symmetry, with hamiltonian H = MM † for
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arbitrary complex M . When averaging over the supercharge, which in this case involves averaging

over the complex matrix M , in order to have eigenvalues, we take a potential and observables that

depend on the combination MM †, see [50, 51] for early references. The expectation value we want

to compare with gravity is

〈Z−MM(β1) . . . Z−MM(βn)〉 =
2n

Z

∫
dM e−N TrV (MM†) Tr e−β1MM† . . . Tr e−βnMM† , (2.53)

where dM =
∏
i,j dMijdM

∗
ij . While an arbitrary complex matrix is not be diagonalizable, MM †

is Hermitian and positive definite, meaning it can be diagonalized with eigenvalues we call Ei ≥ 0.

Writing the normalization of the probability distribution Z in terms of these eigenvalues one finds

Z =

∫
dM e−N TrV (MM†) =

N∏
i=1

∫ ∞
0

dEi ∆(E1, . . . , EN )2e−NV (Ei) . (2.54)

Comparing with the partition function of the Hermitian matrix model (2.35) one finds the same

expression, except for the fact that the eigenvalues Ei of MM † are restricted to the positive real

line. Similarly as before, the eigenvalue spectral density and resolvent are respectively defined as

ρ−(E) =
1

N
Tr δ(E −MM †) , W−(z) = Tr

1

z −MM †
. (2.55)

While before the spectral density was written naturally in terms of the supercharge operator eigen-

values, now the natural variables are the eigenvalues of the Hamiltonian.

Writing a perturbative expansion for the connected expectation value of W−(I) equivalent

to (2.37), the corresponding loop equations were derived in [19] starting from an identity analogous

to (2.38). Perhaps unsurprisingly, one finds exactly the same recursion relations (2.44) and (2.42),

with the only exception being W−0 (z), which instead of (2.39) is given by

W−0 (z) =
1

2

(
V ′(z)− h(z)

√
σ(z)

z

)
, (2.56)

with h(z) and σ(z) analytic.18 Apart from the extra factor of 1/
√
z in the second term, in this

case σ(z) is an odd (instead of even) polynomial with simple real roots. From the discontinuity

across the square root branch cut one finds the leading eigenvalue spectral density

ρ−0 (E) =
1

2π
|h(E)|

√
σ(E)

−E
× 1σ(E)/E<0 . (2.57)

All in all, the only difference with respect to the Hermitian matrix model is the positivity constraint

on the eigenvalues of MM †, which allows for the 1/
√
E behavior of the spectral density. Apart from

this, the loop equations are exactly the same after replacing W+(z1, . . . , zn)→W−(z1, . . . , zn).

18Compared to [19] we are using a slightly different convention for σ(z), i.e. σthere(z) = zσhere(z).
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Supergravity matching: To match with supergravity, we should take into account that now

the eigenvalues of MM † correspond to the eigenvalues of the Hamiltonian in each block, which we

conveniently denoted by E. We should then match the density of states of the matrix model directly

with (2.8) (or (2.27) in the case with deformations). To make the comparison with supergravity,

then consider a double scaled model that is perturbatively defined from the following leading spectral

density

ρ−0 (E) =
cosh(2π

√
E) + ξ cosh(2πα

√
E)

π
√

2E
, (2.58)

where for simplicity we consider the case with one defect species. This can be obtained from the

general expression in (2.57) by taking σ(E) = (E − b) with b → +∞ and picking h(E) so that it

yields the appropriate E dependence. Using the loop equations and the associated spectral curve

y(z) = −cos(2π
√
−z) + ξ cos(2πα

√
−z)√

−2z
, (2.59)

one can compute the perturbative expansion of the resolvent W−(I) to any desired order. From this,

a simple Laplace transform

W−(z1, . . . , zn) =
(−1)n

2n

n∏
i=1

∫ ∞
0

dβi e
βizi Z−MM(β1, . . . , βn) , (2.60)

allows us to calculate the expectation value of the matrix operator Z−MM(β1, . . . , βn) (2.33) in a

perturbative expansion

〈Z−MM(β1) . . . Z−MM(βn)〉c =

∞∑
g=0

~2(g−1)+nZ−MM,g(β1, . . . , βn) , (2.61)

and compare with the supergravity partition function Z−g (β1, . . . , βn) in (2.31).

Genus zero: The leading genus contribution to Z−MM(β) is directly obtained from the eigenvalue

spectral density (2.58)

Z−MM,0(β) = 2

∫ +∞

0
dE ρ−0 (E)e−βE =

√
2

πβ

[
eπ

2/β + ξeπ
2α2/β

]
, (2.62)

which agrees (by design) with the supergravity result (2.25). For two insertions consider the universal

expression for the resolvent (2.42) with (a, b) = (0,+∞), which gives

W−0 (z1, z2) =
1

4
√
−z1
√
−z2(

√
−z1 +

√
−z2)2

=⇒ Z−MM,0(β1, β2) =
4

2π

√
β1β2

β1 + β2
, (2.63)

matching with Z−0 (β1, β2) in (2.28). The case with n ≥ 3 is obtained from (2.44)

W−0 (z, I) =
1√
z

Res

[ √
z′

2y(z′)

F0(z′, I)

z′ − z
, z′ = 0

]
+

1√
z

Res

[ √
z′

2y(z′)

F0(z′, I)

z′ − z
, z′ = +∞

]
, (2.64)

Setting I = {z1, z2} and using (2.46) one can easily compute the residues and show both vanish.

Particularly, the first one vanishes due to the 1/
√
−z term in the spectral curve y(z) in (2.59). Using

W0(z1, z2, z3) = 0 one finds F0(z1, . . . , zn) in (2.45) vanishes for n ≥ 3, meaning W0(z1, . . . , zn) = 0.

Overall, we conclude Z−MM,0(β1, . . . , βn) = 0, in agreement with the supergravity answer (2.28).
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Higher genus: For g ≥ 1 one can follow the same procedure and compute W−g (z1, . . . , zn) using

the loop equations to whatever desired order. From the spectral curve y(z) it is useful to define the

following coefficients

ak =
[
∂kz
(√
−zy(z)

)]
z=0

. (2.65)

In appendix B we use the loop equations to derive the following results for g = 1, 2, 319 and an

arbitrary spectral curve with a0 6= 0

Z−MM,1(β1, . . . , βn) =
1

2

(n− 1)!

4an0

n∏
j=1

√
βj
π
,

Z−MM,2(β1, . . . , βn) = 3
(n+ 1)!

45an+3
0

[
(n+ 2)a1 + 2a0

n∑
i=1

βi

]
n∏
j=1

√
βj
π
,

Z−MM,3(β1, . . . , βn) =
1

5

(n+ 3)!

49an+6
0

[
4a2

0

(
50

n∑
i=1

β2
i + 84

∑
i6=j

βiβj

)
+ 168a0a1(n+ 4)

n∑
i=1

βi+

+ (n+ 4)
(
42a2

1(n+ 5)− 75a0a2

)] n∏
j=1

√
βj
π
.

(2.66)

Specializing to the spectral curve (2.59) one can easily compute ak as

ak = (−1)k+1 (2π)2kk!√
2(2k)!

(1 + ξα2k) . (2.67)

Using this in (2.66) we obtain an explicit match with the supergravity results (2.31) for g = 1, 2, 3

and arbitrary n.

To prove the equivalence for arbitrary genus g ∈ N we use a deformation theorem of [52], which

quantifies how the output of the loop equations (2.44) varies as the spectral curve is modified.

Following [22], in Appendix B we use this theorem and show the matching between the supergravity

and matrix model expansions to all orders.

3 Phase transition beyond the topological expansion

In the previous section we showed how the topological expansion of JT supergravity deformed by

a gas of sharp defects matches with the loop equations of appropriately defined matrix models to

all orders in perturbation theory. However, the agreement is restricted to ξ > −1, as the series

expansion (in both cases) diverge for ξ → −1. The aim of this section is to use the matrix model

description of the system to avoid this issue and obtain well-behaved observables when ξ ≤ −1. For

reasons we explain below, we do not take ξ arbitrarily negative but restrict ourselves to ξ ≥ −1/α2.

In the section 4 we explain the problem that arises for ξ < −1/α2 and how it is solved.

19The genus g = 1, 2 expressions are explicitly derived for arbitrary number of boundaries using induction. Although

this can also be done for the g = 3 result, it becomes increasingly tedious. Instead, we have explicitly checked the g = 3

result in (2.66) for n = 1, 2, 3, 4.
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Our main tool is the method of orthogonal polynomials, a formalism carefully described in Ap-

pendix C for the double scaled models relevant for JT supergravity. Apart from putting together

many results scattered in the literature, this Appendix includes some new technical results, like the

precise method for computing the matrix model kernel (3.3) and observables (3.5) for double-cut Her-

mitian matrix models (the string equation had been previously derived in [53]). Using this approach

we show that the divergence of the perturbative expansion at ξ = −1 signals a phase transition

in the Hermitian (complex) matrix model from a single-cut (hard-edge) to a double-cut (soft-edge)

phase (a similar deformation of a toy model in the complex matrix model was previously studied

in section 3.C of [26]). By properly accounting for the phase transition, we consistently compute

observables when ξ ≥ −1/α2. Moreover, we show the divergence of the partition function at ξ = −1

(see (2.31)) is a breakdown of the topological expansion near the phase transition, but the physics

of the model is still well-behaved. More precisely, after including non-perturbative contributions

(which are invisible in the topological expansion) to the partition function, we show Z±(β1, . . . , βn)

with n = 1, 2 has no divergence at ξ = −1.

3.1 Type 0B JT supergravity

Let us begin by considering Type 0B JT supergravity with a gas of defects, whose dual description

is given by a Hermitian matrix model with leading eigenvalue density in (2.48). Since the loop

equations used in the previous section produce a perturbative expansion around a given saddle-

point, they are not adequate to understand the behavior of the system near ξ = −1 where a phase

transition occurs. We shall use the method of orthogonal polynomials instead, which is better suited

to capture non-perturbative aspects of the model, such as the change in saddle-point dominance.

To avoid derailing the discussion too much, we describe the technical construction of this method

in Appendix C and here only describe the main ingredients and tools necessary to understand the

output of the formalism after double scaling.

Method of orthogonal polynomials

A single double scaled model is completely specified by a collection of constants (µ, t2k) with k ∈ N.

The parameters t2k and µ enter in the definition of the potential V (Q) in (2.34) that determines the

measure of the matrix model, see (C.36) for the explicit relation. As we shall see, the constant µ

plays a central role, as its sign indicates the phase of the matrix model. Using the parameters t2k,

we first need to construct the function r(x) with x ∈ R, as follows. It is determined by a differential

equation called the string equation, that depends on t2k as [53]

String equation :
∞∑
k=1

t2kK2k[r(x)] + r(x)x = 0 . (3.1)

Each parameter t2k controls the contribution to the full model from a single k-critical potential, see

Appendix C for details. Here K2k[r(x)] is a polynomial of r(x) and its derivatives, constructed from
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the following recursion relation

K2k[r(x)] =
2k

2k − 1

[
r(x)

∫ x

dx̄ r(x̄)∂x̄K2(k−1)[r(x̄)]− ~2

4
∂2
x̄K2(k−1)[r(x̄)]

]
. (3.2)

Same as before, the parameter ~ is identified with e−S0 in the supergravity theory. The leading

behavior of K2k[r(x)] is given by K2k = r(x)2k+1 + O(~2), see (C.33) for explicit expressions for

the first few values of k. The string equation (3.1) is solved as a boundary problem for x ∈ R, see

Appendix C for the appropriate boundary conditions as determined by the matrix model.

All observables, such as the correlators of Z±MM(β) introduced in the previous section, are ulti-

mately controlled by the function r(x). After determining r(x) for a given set of couplings t2k, the

next step is to compute the following kernel

K(q, q̄) =
∑
s=±1

∫ µ

−∞
dxΨs(x, q)Ψs(x, q̄) = ~2

∑
s=±1

Ψs(x, q)
↔
∂xΨs(x, q̄)

q2 − q̄2

∣∣∣∣
x=µ

, (3.3)

where
↔
∂x =

→
∂x −

←
∂x. At this point the parameter µ, which has not appeared yet, enters in the range

of x integration. The functions Ψs(x, q) are obtained from the following eigenvalue problem

HsΨs(x, q) = q2Ψs(x, q) , Hs = −(~∂x)2 + [r(x)2 − s~r′(x)] , s = ±1 , (3.4)

where s = ±1 labels two independent sectors, related to the orthogonal polynomials of even and

odd order. The label q here is obtained from scaling the eigenvalue of the Hermitian matrix and (as

explained in the previous section), should be interpreted as the supercharge eigenvalue.20 Finally,

from the kernel K(q, q̄) one can compute the ensemble average of arbitrary insertions of Z+
MM(β).

We present the general rule in Appendix C for an arbitrary number of insertions, the first two cases

are explicitly given by

〈
Z+

MM(β)
〉

= 2
1
2

∫ +∞

−∞
dqK(q, q)e−βq

2
,

〈Z+
MM(β1)Z+

MM(β2)〉c = 2

∫ +∞

−∞
dq dq̄ [δ(q − q̄)−K(q, q̄)]K(q, q̄)e−β1q

2
e−β2q̄

2
.

(3.5)

Using the procedure outlined above we can compute these correlators to all orders in ~ = e−S0 .

This expansion appears at all levels, staring by the determination of the functions K2k[r(x)]. It is

a non-trivial consistency check that the topological expansion derived from the string equations is

equivalent to the one derived from the topological recursion. The main advantage of this formalism

is that it allows the computation of observables beyond their perturbative expansion in ~ and in

particular it will allow us to identify the phase transition.

20As explained in Appendix C, the qi are obtained from the eigenvalues λi of Q after a proper rescaling in the double

scaling limit. In our discussion of the loop equations in the previous section this subtlety was avoided by directly

writing qi as the eigenvalues of Q in (2.34).
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Fixing the double scaled model

From the loop equations perspective, after picking an ensemble, a matrix model is determined by

the spectral curve, the leading order eigenvalue density. In the previous section we determined

from gravity the spectral curve associated to Type 0B JT supergravity with a gas of defects. In

the approach of orthogonal polynomials, one instead fixes a particular matrix model by picking

the couplings (µ, t2k). Since these two description of the matrix model are equivalent, we should

determine (µ, t2k) for Type 0B JT supergravity by computing the leading eigenvalue density and

compare with the result of the previous section, which we now do. We begin by considering ξ > −1.

Let us first expand r(x) in ~ = e−S0 as

r(x) =
∞∑
m=0

rm(x)~m . (3.6)

Using K2k[r(x)] = r(x)2k+1 +O(~2) the leading solution of the string equation (3.1) is

r0(x)

[ ∞∑
k=1

t2kr0(x)2k + x

]
= 0 =⇒


∞∑
k=1

t2kr0(x)2k + x = 0 , x ≤ 0 ,

r0(x) = 0 , x ≥ 0 .

(3.7)

We have constructed the piecewise solution for r0(x) so that it is continuous and satisfies the required

boundary conditions of the string equation described in Appendix C. Using this leading solution r0(x),

we can construct the operator Hs in (3.4) and compute its eigenfunctions. To first approximation,

we can obtain Ψs(x, q) in the WKB approximation, which gives [29]21

Ψs(x, q) =

√
|q|
π~

cos
[

1
~
∫ x
xmin

dx̄
√
q2 − r0(x̄)2 − π

4 (s+ 1)
]

(q2 − r0(x)2)1/4
, x > xmin . (3.8)

This is the WKB solution in the classically allowed region, determined by xmin from r0(xmin)2 = q2.

From this expression we can compute the kernel (3.3) in the WKB approximation. For our purposes

right now we focus on the spectral density, which from (3.5) it is given by the diagonal components

of the kernel (3.3). The leading perturbative contribution can be immediately obtained from (3.8)

as

ρ+
0 (q) =

|q|
π

∫ µ

−∞
dx

Θ(q2 − r0(x)2)√
q2 − r0(x)2

. (3.9)

To solve the integral we must split it around x = 0 where the solution r0(x) in (3.7) changes behavior.

This distinguishes the cases of µ positive or negative. We begin by analyzing the case µ > 0 since

21The two undetermined coefficients in the WKB approximation are fixed by comparing with an exact solution

obtained from a toy model which captures the low q behavior of the system (see section 4 of [29]). Compared with

equation (40) in [29] there is an extra factor of
√
|q| in (3.8). This difference appears because the normalization of the

eigenfunctions in the toy model used here is obtained from the completeness relation
∫ +∞
−∞ dqΨToy

s (x, q)ΨToy
s (x̄, q) =

δ(x− x̄), while [29] normalized with respect to the q2 variable.
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this is relevant for the ξ > −1 regime, as will become clear below. In this case the integral gets a

contribution from positive x and we find

ρ+
0 (q) =

µ

π
+

1

π

∞∑
k=1

t2k2k|q|
∫ |q|

0

dr0 r
2k−1
0√

q2 − r2
0

=
µ

π
+

1

π

∞∑
k=1

t2k
k!2

(2k)!
(2q)2k , (3.10)

where we have changed variables to r0, and used (3.7) to compute the Jacobian. From this expression

its clear that each coefficient t2k controls the contribution q2k to ρ0(q), with µ appearing in the

constant term.

Now we can make contact with the previous approach. In this approach the couplings (µ, t2k) are

fixed by matching the expansion (3.10) to the Taylor expansion in q of the spectral density derived

from gravity (2.48). It is a non-trivial fact that this also ensures the matching between supergravity

and the loop equations to all orders (away from phase transitions).22 The result is that to study

deformations of Type 0B JT supergravity the parameters (µ, t2k) of the double scaled model are

fixed to

(µ, t2k) =

(
1 + ξ,

π2k

k!2
(1 + ξα2k)

)
. (3.11)

For ξ = 0 this agrees with the undeformed case previously studied in [29]. This completely determines

the double scaled model. Moreover, we can check ξ > −1 implies that µ > 0, validating the

assumptions that lead to (3.10).

The implicit constraint equation for r0(x) in the negative x region (3.7) can be written in terms

of modified Bessel functions

I0(2πr0)− 1 + ξ
(
I0(2παr0)− 1

)
+ x = 0 , x ≤ 0 , (3.12)

while for x > 0 we have r0(x) = 0. These results can be generalized to deformations involving

several defect species in a trivial way. Finally, from this it is straightforward to check the piecewise

function r0(x) in (3.7) is continuous at x = 0 whenever ξ ≥ −1/α2. For that reason, in this section

we constraint ourselves to this regime and leave the ξ < −1/α2 case to section 4.

3.1.1 Phase Transition at ξ = −1

From (3.11) note that negative µ = 1 + ξ < 0 corresponds precisely to ξ < −1, where the topological

expansion of the supergravity theory, as well as the matrix model loop equations, break down.

However, the formula for the spectral density (3.9) is perfectly well defined when used correctly. For

negative µ there is no contribution from the x > 0 region of integration. A similar calculation as in

the previous case gives

ρ+
0 (q) =

2

π

∞∑
k=1

t2kk|q|
∫ +∞

qc

dr0 r
2k−1
0

Θ(q2 − r2
0)√

q2 − r2
0

, where qc ≡ r0(µ) > 0 . (3.13)

22Below we explicitly show the perturbative matching between the supergravity partition function in (2.29) and the

matrix model described in this way to leading genus and arbitrary boundaries in the regime ξ > −1 (see (3.23)). For

higher genus contributions, see the arguments given in [29].
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Figure 4: Leading genus eigenvalue spectral density ρ+0 (q) for the Hermitian matrix model relevant

for describing deformations of Type 0B JT supergravity with defect angle α = 1/4 and several values

of ξ. There is a phase transition occurring at ξ = −1, with ξ < −1 and ξ > −1 in the double and

single-cut phase respectively.

The main difference is that there is no constant term and the integral vanishes for |q| ≤ qc. The

threshold value qc = r0(µ) is computed from the implicit constraint (3.7), which in the JT super-

gravity case (3.11) is given by

I0(2πqc) + ξI0(2παqc) = 0 with qc > 0 , (3.14)

where we used the identification µ = 1 + ξ. It is straightforward to solve this equation numerically

for any desired values of (ξ, α). After solving the series in (3.13), the spectral density can be written

in terms of the following integral

ρ+
0 (q) = 2|q|

∫ |q|
qc

dr0
I1(2πr0) + ξαI1(2παr0)√

q2 − r2
0

, (3.15)

where it is implicitly understood this expression vanishes when |q| ≤ qc. This density of states

characterizes the new phase of gravity that appears at ξ < −1 which would be impossible to identify

if we restrict ourselves to perturbation theory.

In figure 4 we plot ρ+
0 (q) for α = 1/4 and three values of ξ for which µ is positive, negative and

zero. The ξ = −1 behavior corresponds to the critical value separating the single from the double-cut

phases. This can be compared with the spectral density of the matrix model before double scaling

shown in figure 19. As expected, figure 4 is obtained from figure 19 by zooming in the region λ ∼ 0.

For the model with only the k = 1 contribution, this is in the same universality class as the well-

known third order Gross-Witten-Wadia transition [31, 32] for unitary matrices. For a discussion of

this transition for Hermitian matrices, see for example [54].

To have a better intuition on the behavior of the model, let us rewrite the integral (3.13) in a

way that makes the behavior near qc manifest

ρ+
0 (q) =

√
q2 − q2

c

∞∑
k=1

t2k
2k

π
|q|2k−1

2F1

[
1

2
, 1− k;

3

2
; 1− q2

c

q2

]
. (3.16)

To show this formula, one can change variables to v = 1 − (r0/q)
2 and realize that the v integral

in (3.13) gives an incomplete Beta function, which can be written as a hypergeometric function. While

29



before the transition each k critical model contributed with a simple q2k term to the spectral den-

sity (3.10), we now get ρ+
0 (q)

∣∣
k

= |q|P (q)
√
q2 − q2

c , with P (q) an even polynomial of order 2(k − 1).

To understand this, note a general two-cut spectral density before double scaling and supported

in q ∈ (a1, b1) ∪ (a2, b2) is given by (2.40)

ρ+
0 (q) =

1

2π
|h(q)|

√
−(q − a1)(q − b1)(q − a2)(q − b2) . (3.17)

Taking a2 = −b1 = qc and b2 = −a1 = +∞ one recovers the same structure given in each term

of (3.16), where h(q) is related to qP (q).

We would like to interpret this phase transition as a large, order one, breaking of supersymmetry.

To explain what we mean by this consider first the ξ > −1 phase, we expect the lowest energy state

to have, on average, a small non-zero energy of order e−S0 . Therefore supersymmetry is broken by

exponentially small effects. Something similar was observed in N = 1 SYK models [39]. On the

other hand, on the ξ < −1 phase the ground state has an order one energy given by q2
c . Therefore

supersymmetry is broken already to leading order in perturbation theory.

From a gravity perspective, a possible interpretation of the ξ < −1 phase is that that the vacuum

fermions in supergravity get an effective mass so that they can be integrated out and obtain an

effective theory of bosonic dilaton gravity. To check this interpretation we can compute the density

of states as a function of energy instead of supercharge eigenvalue. This presents the same behavior

as expected from a bosonic theory of dilaton gravity, since it has the correct square root edge and the

correct asymptotics at large energies. Of course this correspondence is not valid non-perturbatively,

where we can distinguish gravity from supergravity. It would be nice to make further checks of this

idea in order to identify the bulk interpretation of the ξ < −1 phase better.

Before moving on, let us address some issues that arise for the perturbative expansion of observ-

ables of double-cut matrix models, such as the one given in (3.17). As discussed in [55], a careful

analysis shows there are non-analytic terms in N (size of the matrix) that contribute to the expan-

sion of observables. For instance, the leading behavior of two resolvent insertions W+
0 (z1, z2) for

a symmetric double-cut model supported on q ∈ (−b,−a) ∪ (a, b) is given by (see equation (3.26)

in [55])

W+
0 (z1, z2) =

1

2(z1 − z2)2

[
(a2 − z1z2)(b2 − z1z2)√

σ(z1)
√
σ(z2)

− 1

]
− (−1)Nab

2
√
σ(z1)

√
σ(z2)

, (3.18)

where σ(z) = (z2 − a2)(z2 − b2) and the sign of the second term depends on whether N is even

or odd. Does this kind of non-analytic behavior in N pollutes the double scaled matrix model in

the ξ < −1 regime? The answer is no, as can be seen by noting the second term (3.18) vanishes

for (a, b) = (+∞, qc), that is the limit we are ultimately interested in

W+
0 (z1, z2)

∣∣
(a,b)=(+∞,qc) =

1

2(z1 − z2)2

[
z1z2 − q2

c√
z2

1 − q2
c

√
z2

2 − q2
c

− 1

]
. (3.19)

Interestingly, this gives the same result as for a single-cut matrix model (2.42) supported in the

complementary region, i.e. q ∈ (−qc, qc). Altogether, this means one should not worry about these

30



kind of non-analytic contributions to the topological expansion of the matrix model in the double-cut

phase.

Order of the phase transition

Let us now determine the order of the phase transition from the single to the double-cut phase. From

the matrix model perspective, this is obtained by analyzing the free energy defined as F = − lnZ
with Z given in (2.35). However, since we are ultimately interested in gravity we want to determine

the order of the transition as characterized by the gravitational free energy, defined as

F+(β, ξ) = − 1

β
lnZ+(β) . (3.20)

Using the matrix model description, we can expand from both sides of the transition at ξ = −1 and

determine its order.23 Depending on the value of ξ, the expectation value of Z+
MM(β) to leading order

is given by (2.62) or (3.24). To expand these results around the critical value ξ = −1 one first needs

an expression for qc(ξ) (3.14). A simple perturbative calculation gives

qc(ξ) =
1

π

√
−1− ξ√
1− α2

[
1 +

3α2 − 1

8(α2 − 1)
(1 + ξ) +

263α4 − 250α2 + 47

1152(α2 − 1)2
(1 + ξ)2 +O(1 + ξ)3

]
. (3.21)

Using this, one can easily expand (2.62) and (3.24) in a perturbative series and obtain

√
πβ

2
Z+

MM,0(β) '
[
eπ

2/β − eπ2α2/β
]

+ (1 + ξ)eπ
2α2/β + (1 + ξ)2 ×


0 , ξ > −1 ,
β

2π2(1− α2)
, ξ < −1 ,

(3.22)

where we have omitted terms of order (1 + ξ)3. Replacing Z+(β)→ 〈ZMM,0(β)〉 in the gravitational

free energy (3.20) one finds the second derivative at ξ = −1 is discontinuous, meaning the transition

is of second order as characterized by the gravitational free energy (3.20).

We would like to stress that this analysis works for ξ 6= −1. When ξ is close enough to −1,

the value at which the phase transition happens, the topological expansion of the matrix model

breaks down. See equations (2.31) for an example of how higher genus contributions diverge faster

as ξ approaches −1. Therefore to know what happens at the phase transition, or at least with

exponential accuracy in S0, a non-perturbative analysis is required. This is done in the next section.

New perturbative expansion

Since the leading spectral density (3.16) has a very different structure after the phase transition,

the topological expansion of the matrix operator Z+
MM(β1, . . . , βn) changes drastically. In particular,

it does not vanish to all orders as is the case when ξ > −1, see (2.52). From the approach of the

23The quantity defined in (3.20) corresponds to the annealed instead of the quenched free energy [56]. Both definitions

agree for high enough temperatures. Using the methods of [27] it would be interesting to study the behavior of the

quenched free energy near the transition and at low temperatures.
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previous section, the reason is that the branch cuts now have finite edges at q = ±qc which contribute

to the residue involved in the loop equations.

We begin by considering the simplest case. In the ξ > −1 phase of JT supergravity, as reviewed

in the previous section, the path integral over connected spacetimes with an arbitrary number n of

boundaries all vanish for n > 2, to leading order in the genus expansion. This is due to the presence

of fermion zero-modes, as explained in Appendix A of [19].24 Instead, in the ξ < −1 phase studied

in this section these quantities are non-zero. To see this we can use the following useful formula,

derived in [57, 58] and recently applied to the ξ = 0 matrix model [29]

Z+
MM,0(β1, . . . , βn) = 2

n
2

+1

√
β1 · · ·βn

2πn/2βT

[
∂n−2
x e−βT r0(x)2

]
x=µ

, (3.23)

where βT =
∑n

i=1 βi. See appendix A of [29] for an explicit check of the formula for n = 2, 3.

While the factor 2
n
2 comes from the definition of Z+

MM(β1, . . . , βn) in (2.33), the additional factor

of 2 originates from the sum over s = ± in (3.3). Defining ∂−1
x =

∫ µ
−∞ and evaluating for the first

few values of n one finds

Z+
MM,0(β) =

√
8π

β

∫ +∞

qc

dr0

[
I1(2πr0) + ξαI1(2παr0)

]
e−βr

2
0 ,

Z+
MM,0(β1, β2) =

4

2π

√
β1β2

β1 + β2
e−(β1+β2)q2c ,

Z+
MM,0(β1, β2, β3) = −

√
32β1β2β3

π3
qcr
′
0(µ) e−q

2
c

∑3
i=1 βi ,

Z+
MM,0(β1, β2, β3, β4) = −

√
64β1β2β3β4

π4

[
r′0(µ)2 + qcr

′′
0(µ)− 2q2

cr
′
0(µ)2

4∑
i=1

βi

]
e−q

2
c

∑4
i=1 βi .

(3.24)

The first two cases are already non-zero in the ξ > −1 phase, but the results are of course modified.

For n = 1 we have changed variables to r0 and used (3.12) to compute the Jacobian. Equivalently,

this same expression can be derived by appropriately integrating the leading spectral density (3.15).

For n = 2, we find the same universal result obtained also for the single-cut phase (2.63) when ξ > −1,

the only difference being the exponential factor, which arises from the fact there is a threshold value qc

for the matrix eigenvalues, or equivalently a minimal energy q2
c .

For n > 2 it is easy to see from (3.23) why the answer vanishes in the ξ > −1 phase. The reason is

that µ is positive for this phase and since r0(x > 0) = 0 the derivatives involved in (3.23) all vanish.

On the other hand, the results are non-zero when ξ < −1 since in this phase the derivatives of r0(x)

at x = µ < 0 are non-vanishing. The derivatives of r0(x) can be easily evaluated and written in

terms of (ξ, α) and qc by differentiating (3.12). They are given by intricate combinations of modified

Bessel functions, for instance

r′0(µ) =
−1

2π

[
I1(2πqc) + ξαI1(2παqc)

]−1
. (3.25)

24Since we can identify ξ < −1 as a phase where supersymmetry is broken by large effects, it would be nice to

understand whether those fermionic zero-modes get lifted in this phase, giving a gravity understanding of the fact that

they are not vanishing for ξ < −1.
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Note that as one approaches the critical value ξ → −1 this quantity diverges, signaling the transition

from the double to the single-cut phase.

So far we focused on contributions at genus zero with multiple boundaries, but in the ξ > −1

phase we argued in the previous section all higher genus contributions are also vanishing. This is

not the case for the ξ < −1 phase as we now show explicitly. For instance, the g = 1 correction to

single trace observables is given by

Z+
MM,1(β) =

−1

48a2
1

√
β

πqc

[
a1(28βq2

c − 9) + 2a2qc(4βq
2
c − 3)

]
e−βq

2
c . (3.26)

This result can be obtained either from the loop equations applied to the ξ < −1 phase, or using the

leading ~ corrections to the string equation. Altogether, the perturbative expansion of the model

is very different after the transition to the double-cut phase. It would be interesting to determine

whether these results can be recovered from the topological expansion of some kind of supergravity

theory.

3.1.2 Non-perturbative effects

Our discussion so far has been limited to the perturbative expansion of observables. We now

go beyond perturbation theory and compute observables in the matrix model non-perturbatively

in ~ = e−S0 . This will help clarify the nature of the phase transition, since the perturbative expan-

sions break down at ξ = −1.

The first step is to exactly solve the full string equation (3.1), with t2k given in (3.11), without

assuming any perturbative expansion (3.6) for r(x). To do so, we proceed numerically, follow-

ing [59]. Although we have explored several values of ~ and α, all the results shown here take ~ = 1

and α = 1/4, meaning we must constraint ξ ≥ −1/α2 = −16. Since the string equation is formally

a differential equation of infinite order we must introduce a truncation kmax in order to make sense

of it numerically [59]
kmax∑
k=1

t2kK2k[r(x)] + r(x)x = 0 . (3.27)

For the numerical accuracy required here, it is enough to fix kmax = 6. We have explored higher

truncations and found no substantial differences in the results. In figure 5 we show several numerical

solutions r(x). These are obtained by solving the twelve order differential equation (3.27) with

the boundary conditions determined by r0(x) at x = ±∞. In the left diagram of figure 5 we

plot the full solution together with the perturbative result r0(x) for the pure JT supergravity case,

previously obtained in [29]. As shown in that work, all perturbative corrections to r0(x) vanish in

that case, meaning the difference between the dashed and solid lines in figure 5 is entirely generated

by non-perturbative effects. Allowing for defects by taking ξ 6= 0 deforms the solution r(x) in

interesting ways, as shown in the right diagram. Most importantly, note the solution at the phase

transition ξ = −1 (red curve), is perfectly well behaved.
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Figure 5: Full non-perturbative solution r(x) to the string equation (3.27) with (kmax, ~, α) =

(6, 1, 1/4) and several values of ξ. On the left diagram, we plot the ξ = 0 result previously obtained

in [29], with the dashed line corresponding to the perturbative solution r0(x) in (3.7). In the right

diagram, we show the solution at the phase transition ξ = −1 (red curve) and several other values of ξ.

Using this numerical solution we construct the operator Hs in (3.4) and compute its eigenfunc-

tions. See [59, 29] for details on the numerical methods, particularly regarding the normalization

of Ψs(x, q). By appropriately integrating in x (3.3) we get the kernel K(q, q̄) which determines all

observables.

Spectral density: Let us start by considering the eigenvalue spectral density 〈ρ+(q)〉, obtained

from the diagonal components of the kernel. In the left diagram of figure 6 we show the final result for

the eigenvalue spectral density for several values of ξ. The dashed curves correspond to the leading

perturbative answer ρ+
0 (q), given by (2.48) or (3.15) depending on which side of the phase transition

we are on. Assuming the matching between matrix model and quantum gravity is valid beyond

perturbation theory, we can compute the gravitational energy spectral density %+(E), defined as

〈Z+
MM(β)〉 = 2

1
2

∫ +∞

−∞
dq 〈ρ+(q)〉e−βq2 ←→ Z+(β) =

∫ +∞

0
dE %+(E)e−βE . (3.28)

The final result for %+(E) is shown in the right diagram of figure 6, where the dashed line corresponds

to the leading perturbative result.

It is important to point out that neither of the solutions in figure 6 diverge or become ill defined

at the phase transition. More precisely, when ξ = −1 we obtain a perfectly well defined spectral

density for all energies. This is in contrast to perturbative contributions Z+
MM,g(β) and Z+

g (β) which

become ill defined as ξ → −1. This shows the divergence is not real physics but a signature of the

breakdown of perturbation theory near the phase transition, ultimately fixed by non-perturbative

effects.

From figure 6 we see non-perturbative corrections generate oscillations around the leading answer.

Interestingly, the amplitude of the oscillations decrease as ξ grows and increase considerably as one
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Figure 6: On the left diagram we plot the expectation value of the eigenvalue spectral density ρ+(q)

including all perturbative and non-perturbative contributions for several values of ξ and α = 1/4. On

the right diagram, we have the corresponding energy spectral density of Type 0B JT supergravity

including sharp defects. Note that in both cases the spectral density is perfectly well defined at the

phase transition ξ = −1, red curves.

goes beyond the phase transition, from the single to the double-cut (compare ξ = 8,−8 curves in

figure 6). To better appreciate this, we can substract the leading behavior from the full answer, as

done in figure 7 for the energy spectral density of the gravity theory ∆%+(E) = %+(E)− %+
0 (E)/~.

In the left diagram of figure 7 we compare the critical case ξ = −1 with the deformed theory in the

double-cut phase ξ = −8. We observe how the amplitude of the non-perturbative effects is greatly

enhanced as we go across the phase transition. The discontinuity and rise of ∆%+(E) observed

at E ∼ 0.35 when ξ = −8 comes from the step function (3.13) in the leading result ρ+
0 (q). In the

right diagram of figure 7 we compare ∆%+(E) between two values of ξ in either side of the transition

that are further apart from each other. Similarly as non-perturbative effects are enhanced in the

double-cut phase as ξ becomes more negative, we observe a suppression as ξ takes larger positive

values.

Spectral form factor: We now study the expectation value of double trace observables (3.5)

which are sensible to the non-diagonal components of the kernel. More precisely, we consider the

spectral form factor, defined in terms of the Euclidean partition function as

S+(t, β) =
Z+(β + it, β − it) + Z+(β + it)Z+(β − it)

Z+(2β)
. (3.29)

To remind the reader, the quantity Z+(β1, β2) in gravity includes only connected contributions.

Therefore to obtain the spectral form fact, corresponding to the full path integral up to a normal-

ization factor, we need to sum the geometries that are both connected (first term) and disconnected

(second term). This is an interesting observable to study as it serves as a diagnostic of certain chaotic

features of the underlying microscopic description of the supergravity theory [60]. The behavior
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Figure 7: In these diagrams we have substracted the perturbative contribution from the full gravita-

tional spectral density ∆%+(E) = %+(E)−%+0 (E)/~ in order to better appreciate how non-perturbative

effects change as a function of ξ.

of S+(t, β) as a function of t is expected to show an initial dip, followed by a ramp at intermediate

times and finally a late time plateau limt→+∞ S
+(t, β) = const. Using (2.29) it is straightforward to

write the spectral form factor to all orders in perturbation theory when ξ > −1

S+(t, β) ' 2

Z+(2β)

{√
β2 + t2

2πβ
+
e

2S0+ 2π2β

β2+t2

π
√
β2 + t2

[
1+ξ2e

− 2π2β(1−α2)
β2+t2 +

+ 2ξe
−π

2β(1−α2)
β2+t2 cos

(
π2(1− α2)t

β2 + t2

)]}
.

(3.30)

The first term comes from the connected contribution and gives a linear ramp behavior of S+(t, β)

for intermediate times. All other terms come from the disconnected piece in (3.29) and generate the

initial dip. Crucially, the late time ramp is not captured at all in perturbation theory, meaning it

has to be generated by non-perturbative corrections to (3.30).

These can be computed using the matrix model description, given in this case by

S+(t, β) =
〈Z+

MM(β + it, β − it)〉
〈Z+

MM(2β)〉
. (3.31)

For the undeformed theory this quantity was previously studied in [29]. Using the numerical ker-

nel K(q, q̄) and equation (3.5) we compute this quantity and plot the final result in the left diagram

of figure 8 for several values of ξ ≥ −1/α2. In every case (including at the phase transition ξ = −1)

we obtain the expected t dependence, including the late time plateau that is not captured by (3.30).

Note that in the normalization for the spectral form factor used here (3.29), the plateau has a height

of
√

2. This comes from from the prefactor in the definition of Z+
MM(β) in (2.33).

From these results we can extract the time scale tplateau at which S+(t, β) reaches the plateau.

As shown in the right diagram of figure 8, we observe a simple linear dependence in ξ. A rough per-

turbative estimate is given by tplateau(ξ) ∼ Z(2β), obtained from comparing the connected partition
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Figure 8: On the left diagram we plot the spectral form factor for β = 8 and several values

of ξ > −1/α2 = 16, including the red curve with ξ = −1. This is obtained by integrating (3.5) the

kernel K(q, q̄) numerically computed from the solution to the string equation, shown in figure 5. On

the right we plot tplateau, the time at which the plateau of height
√

2 is reached. The gray linear curve

provides a good fit of the data.

function in (3.29) to the value of the plateau. For ξ > −1, before the phase transition, the partition

function (2.25) is linear in ξ, in agreement with the non-perturbative result in figure 8. However,

this is not the case after the phase transition, where the partition function (3.24) gets a non-linear

dependence in ξ through qc(ξ) obtained from (3.14).

Altogether, we have shown how the Hermitian matrix model provides a stable non-perturbative

definition of deformations of Type 0B JT supergravity by a gas of sharp defects. Most importantly,

the divergence of the topological expansion of the Euclidean partition function at the phase transi-

tion ξ = −1 is ultimately fixed by non-perturbative effects.

3.2 Type 0A JT supergravity

We now repeat a similar analysis for the deformations of Type 0A JT supergravity, computing

observables beyond ξ = −1. A detailed technical description of the method of orthogonal polynomials

for complex matrices is given in Appendix C, see also [51]. Here we summarize the main ingredients

necessary to understand the double scaled model non-perturbatively.

Method of orthogonal polynomials

Similarly as before, a single double scaled model is completely fixed by the couplings (µ, tk) with k ∈ N
that appear in the potential V (MM †) which determines the probability measure (2.53) (see (C.58)

for the explicit relation). The physics of the model is controlled by a single function u(x) which is

determined from the following string equation [51]

String equation : u(x)R2 − ~2

2
RR′′ + ~2

4
(R′)2 = 0 , (3.32)
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where primes are x-derivatives and R is determined by tk according to

R[u(x)] =
∞∑
k=1

tkRk[u(x)] . (3.33)

Here Rk[u(x)] are the Gelfand-Dikii polynomials [61], functionals of u(x) and its derivatives obtained

from the following recursion relation

Rk+1[u(x)] =
k + 1

2k + 1

[∫ x

dx̄ u(x̄)∂xRk[u(x̄)] + u(x)Rk[u(x)]− ~2

2
∂2
xRk[u(x)]

]
, (3.34)

with R0 = 1. In this normalization, their ~ expansion is given by Rk[u(x)] = u(x)k + O(~2), see

also (C.56). After the dust settles, the string equation (3.32) is entirely determined by tk.

Arbitrary observables are then computed form the matrix model kernel K(E, Ē), given by

K(E, Ē) =

∫ µ

−∞
dxΨ(x,E)Ψ(x, Ē) = ~2 Ψ(x,E)

↔
∂xΨ(x, Ē)

E − Ē

∣∣∣∣
x=µ

, (3.35)

where
↔
∂x =

→
∂x −

←
∂x. Similarly as in (3.3), the parameter µ appears in the x integration variable,

with the difference that in this case there is no sum over s = ±. The functions Ψ(x,E) are obtained

from the following eigenvalue problem

HΨ(x,E) = EΨ(x,E) , H = −(~∂x)2 + u(x) , (3.36)

with u(x) a solution to (3.32). The ensemble average of Z−MM(β1, . . . , βn) in (2.33) for n = 1, 2 is

finally obtained from

〈Z−MM(β)〉 = 2

∫ +∞

0
dEK(E,E)e−βE ,

〈Z−MM(β1)Z−MM(β2)〉c = 22

∫ +∞

0
dE dĒ

[
δ(E − Ē)−K(E, Ē)

]
K(E, Ē)e−β1Ee−β2Ē .

(3.37)

Note that in this case the variable E is positive, as it is obtained by rescaling the eigenvalue of the

positive definite matrix MM †.25 These expressions are fully non-perturbative. Just like the previous

case, the topological expansion comes from doing a perturbative expansion in ~ = e−S0 when solving

the string equation.

Fixing the double scaled model

We can now fix a particular model by picking the values of (µ, tk) such that the perturbative expansion

of Z−MM(β1, . . . , βn) reproduces that of the deformation of Type 0A JT supergravity. This can be

done by evaluating the leading eigenvalue density for ξ > −1. Expanding u(x) in a perturbative

25As explained in Appendix C, the Ei are obtained from the eigenvalues λi of MM† after a proper rescaling in the

double scaling limit. In our discussion of the loop equations in the previous section this subtlety was avoided by directly

writing Ei as the eigenvalues of MM† in (2.54).
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expansion u(x) =
∑∞

m=0 um(x)~m and inserting in the string equation (3.32), its leading solution is

given by

u0(x)

[ ∞∑
k=1

tku0(x)k + x

]2

= 0 =⇒


∞∑
k=1

tku0(x)k + x = 0 , x ≤ 0 ,

u0(x) = 0 , x ≥ 0 .

(3.38)

This piecewise solution is analogous to (3.7) and ensures continuity as well as the boundary conditions

required for the matrix model are satisfied, see Appendix C. From this we can write the differential

operator H in (3.36) and compute its eigenfunctions in the WKB approximation in the same way as

done in [29]

ΨWKB(x,E) =
cos
[

1
~
∫ x
xmin

dx̄
√
E − u0(x̄)− π

4

]
√
π~(E − u0(x))1/4

, x > xmin , (3.39)

where xmin is obtained from E = u0(xmin). From this one can write the kernel (3.35), whose diagonal

components determine the eigenvalue spectral density. The leading perturbative behavior is given

by

ρ−0 (E) =
1

2π

∫ µ

−∞
dx

Θ(E − u0(x))√
E − u0(x)

. (3.40)

For the case of positive µ, there are two contributions at either side of x = 0, which can be written

as

ρ−0 (E) =
1

2π
√
E

[
µ+

∞∑
k=1

tk
(4E)kk!2

(2k)!

]
, (3.41)

where we have changed the integration variable to u0, computed the Jacobian using (3.38) and solved

the integral for each separate k. Each critical model tk contributes with Ek−1/2 to the spectral density.

We should compare this general expression to the leading density (2.58) that is required so that the

loop equations match with the supergravity topological expansion. This fixes the coefficients to

(µ, tk) =
√

2

(
1 + ξ,

π2k

k!2
(1 + ξα2k)

)
, (3.42)

generalizing the ξ = 0 case considered in [20]. Note that these parameters, which completely deter-

mine the double scaled complex matrix model, take essentially the same values as in the Hermitian

case (3.11). The implicit constraint for u0(x) in (3.38) becomes

I0(2π
√
u0)− 1 + ξ

(
I0(2πα

√
u0)− 1

)
+ x/

√
2 = 0 , x ≤ 0 , (3.43)

while u0(x) = 0 for x ≥ 0. Similarly as before, we can use this to check the leading solution u0(x)

in (3.38) is continuous at x = 0 only when ξ ≥ −1/α2. In this section we restrict ξ so that u0(x) is

continuous, leaving the more general case to section 4.
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Figure 9: Leading eigenvalue spectral density (3.40) for the complex matrix model describing Type 0A

JT supergravity with α = 1/4. At ξ = −1 there is a phase transition between the hard-edge

phase (ξ > −1) and soft-edge phase (ξ < −1). The behavior is completely analogous to the one shown

in figure 20 before double scaling, after zooming in to the region λ ∼ 0.

3.2.1 Phase transition at ξ = −1

As ξ < −1, the sign of µ in (3.42) changes and the topological expansion of the supergravity theory

breaks down. However, in this formalism the leading spectral density (3.40) is perfectly well defined

and can be rearranged into

ρ−0 (E) =

∫ E

Ec

du0
I1(2π

√
u0) + ξαI1(2πα

√
u0)√

2u0(E − u0)
where Ec ≡ u0(µ) . (3.44)

The threshold value Ec is obtained from evaluating (3.43) at x = µ =
√

2(1 + ξ). Note this gives

the same condition as for qc in (3.14) for the Hermitian matrix model, after identifying Ec → q2
c . In

figure 9 we plot ρ−0 (E) for several values of ξ. There is a transition at ξ = −1 which interpolates

between the hard and soft-edge phase (compare with figure 20 for the transition before double

scaling). Each critical potential is controlled by tk and its contribution to the leading spectral

density can be better understood by rewriting (3.44) as

ρ−0 (E) =
√
E − Ec

∞∑
k=1

tkk

π
Ek−1

2F1

[
1

2
, 1− k, 3

2
, 1− Ec

E

]
. (3.45)

From this we see each tk contributes P (E)
√
E − Ec, where P (E) is a polynomial of order k−1. This

is very different to the behavior of the spectral density before the transition (3.41). Just like in the

previous case, this can be interpreted as the new phase breaking supersymmetry by large effects. The

new density of states for the ξ < −1 phase has the same shape as a bosonic dilaton gravity theory,

although this is not necessarily true for higher genus corrections. A discussion on the behavior of

the k = 1 matrix model as µ goes from positive to negative appeared previously in [26].

New perturbative expansion

Let us analyze how the perturbative expansion of the observable Z−MM(β1, . . . , βn) in (2.33) changes

as one goes across the phase transition at ξ = −1. For example, in gravity, or in the ξ > −1 phase,
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all path integrals with n > 2 boundaries vanish to leading order in the genus expansion, again due to

fermion zero-modes. This is not true anymore for the ξ < −1 phase where supersymmetry is broken.

Higher genus corrections are also different, although this is not as dramatic of a change for Type 0A

as for Type 0B, since in the former they do not vanish generically in the ξ > −1 phase.

To compute the answer for n > 2 boundaries at genus zero, we can use the compact formula (3.23),

which was explicitly shown in [57] to also hold for complex matrix models

Z−MM,0(β1, . . . , βn) = 2n
√
β1 · · ·βn

2πn/2βT

[
∂n−2
x e−βTu0(x)

]
x=µ

, βT ≡
n∑
i=1

βi. (3.46)

The factor 2n comes from the definition of the matrix operator in (2.33). To compare with the

Hermitian case, it is useful to rewrite this formula in terms of ū0(x) =
√
u0(x) and x̄ = x/

√
2, so

that it becomes

Z−MM,0(β1, . . . , βn) = 2
n
2

+1

√
β1 · · ·βn

2πn/2βT

[
∂n−2
x̄ e−βT ū0(x̄)2

]
x̄=µ/

√
2
. (3.47)

From the implicit constraints in (3.43) and (3.12) note the functions ū0(x̄) and r0(x) coincide.

Moreover, the values of µ in each case (3.42) and (3.11) are precisely related by a factor of
√

2, so

that the Hermitian (3.23) and complex (3.47) observables precisely agree to leading order in genus

and arbitrary n

Z−MM,0(β1, . . . , βn) = Z+
MM,0(β1, . . . , βn) . (3.48)

This shows the leading genus matching for ξ > −1 also applies after going through the phase

transition at ξ = −1. From the gravitational perspective this is expected, given that for genus zero

the sum over spin structures (which is the feature that differentiates the Type 0A/0B theories) is

insensitive to the insertion of (−1)ζ . In particular, it means the transition for both supergravity

theories is of second order, since the calculation around (3.20) only involved the leading behavior of

the partition function.

To compute higher genus corrections to observables it is more convenient to use the loop equations

of section 3. Using the new density of states (3.45) in the ξ < −1, a careful calculation shows the

first genus correction is

Z−MM,1(β) =
−1

48a2
1

√
β

π
[4a1β + a2(4βEc − 3)] e−βEc , (3.49)

where ak =
[
∂kz
(√
Ec − zy(z)

)]
z=Ec

with y(z) the spectral curve associated to (3.45). Comparing

with the result for the Hermitian case Z+
MM,1(β) in (3.26) (noting the definition of ak in each case is

different) one finds Z+
MM,1(β) 6= Z−MM,1(β). This shows the perturbative expansions of each theory

only agree for g = 0, as expected from the gravitational perspective.

3.2.2 Non-perturbative effects

We now turn our attention to non-perturbative contributions to observables, which become spe-

cially important at the phase transition ξ = −1. To do this, we have to exactly solve the string
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Figure 10: On the left diagram we plot the numerical solution u(x) to the string equation of the

complex matrix model (3.32) with (kmax, ~, α) = (6, 1, 1/4) and several values of ξ. On the right, we

have the corresponding energy spectral density %−(E) of deformations of Type 0A JT supergravity

obtained from the diagonal components of the matrix model kernel K(E, Ē) in (3.35) obtained from

the eigenfunctions Ψ(x,E) in (3.36).

equation (3.32) for u(x) with the coefficients tk in (3.42). Since the string equation is a differential

equation of infinite order, we must first introduce a truncation kmax according to [59]

R =

kmax∑
k=1

tkRk[u(x)] . (3.50)

Same as before we take (kmax, ~, α) = (6, 1, 1/4), meaning ξ ≥ −1/α2 ≥ −16. The boundary

conditions at x→ ±∞ are fixed by the leading genus solution u0(x) in (3.38). In the left diagram of

figure 10 we show the numerical solution u(x) to the string equation (3.32) for several values of ξ.

This includes the critical ξ = −1 case (red curve) which shows a smooth and well behaved solution.

Using these solutions we can construct the operator H in (3.36) and numerically compute its

eigenfunctions Ψ(x,E). See [59] for details regarding the numerical method. By appropriately

integrating these eigenfunctions, one obtains the matrix model kernel (3.35) that determines all

observable in the matrix model (3.37).

Spectral density: From the first equation in (3.37), the eigenvalue spectral density is clearly

obtained from the diagonal components of the kernel. The energy spectral density of the supergravity

theory %−(E) (defined from the inverse Laplace transform of Z−(β)) is the same as 〈ρ−(E)〉 (apart

from a factor of 2 coming from the normalization of Z−MM(β) in (2.33)). For that reason, in this

section we directly work in terms of the supergravity spectral density as computed from the matrix

model.

In the right diagram of figure 10 we plot the final result for %−(E) for several values of ξ at either

side of the transition at ξ = −1. The dashed line gives the leading result, with non-perturbative

contributions generating fluctuations around it. Similarly as before, the spectral density is completely
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Figure 11: The left diagram shows the full gravitational spectral density of figure 10 where we have

substracted the perturbative contribution ∆%−(E) = %−(E) − %−0 (E)/~ for ξ = ±4. On the right we

plot the ground state degeneracy %−(E = 0; ξ) as a function of the deformation parameter ξ.

well defined when we set ξ = −1, showing the divergence in the topological expansion observed

in (2.31) is cured by non-perturbative effects. These are most easily appreciated in the left diagram

of figure 11, were we plot ∆%−(E) = %−(E) − %−0 (E)/~ for two values of ξ at either side of the

transition. Note that the amplitude of the oscillations are of roughly the same order, which is not

the case for the Type 0B JT supergravity (compare with figure 7).

One of the most interesting aspects of the spectral densities is their low energy behavior, previ-

ously studied in [30] for the undeformed JT supergravity. While in the ξ > −1 phase the leading

vacuum value diverges, non-perturbative effects dramatically change the spectrum so that %−(E = 0)

takes a finite value instead. In the right diagram of figure 11 we plot the behavior of %−(0; ξ) as a

function of ξ, which goes to zero as ξ < −1. Although this might be expected from the previous per-

turbative analysis (see figure 9), note there are still non-perturbatively small contributions at E = 0

even for ξ < −1. This come from the exponential tails of the eigenfunctions Ψ(x,E) that appear

in the quantum region, i.e. x values where E < u(x). In the following section, we show how a true

non-perturbative energy gap appears when ξ < −1/α2 for deformations of the Type 0A theory.

Before moving on we should mention the behavior of the spectrum when going from positive to

negative µ observed in figures 10 and 11 is analogous to that obtained for the k = 1 model studied

in [26].

Spectral form factor: We now turn our attention to the spectral form factor, defined in exactly

the same way as before (3.29) after replacing Z+(β1, . . . , βn) → Z−(β1, . . . , βn). Non-perturbative

contributions are crucial in order to capture large t dependence, meaning the spectral form factor

must be computed using the matrix model according to

S−(t, β) =
〈Z−MM(β + it, β − it)〉

〈Z−MM(2β)〉
. (3.51)
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Figure 12: On the left diagram we plot the time dependence of the spectral form factor (α, β, ~) =

(1/4, 10, 1) and several values of ξ. On the right, we have extracted the time tpleateau at which the

plateau is reached for several values of ξ ≥ −1/α2.

For the undeformed theory ξ = 0, this quantity was carefully discussed and computed in [59]. Us-

ing (3.37) this becomes certain integrals of the kernel K(E, Ē) that includes its non-diagonal compo-

nents. In the left diagram of figure 12 we show the final result for several values of ξ. As expected,

they all exhibit the dip and ramp as well as the late time plateau. In this case, the value of the

plateau is 2, which comes from the overall factor of Z−MM(β) in (2.33). On the right diagram of

figure 12 we plot the time it takes to reach the plateau as a function of ξ. Same as in the Type 0B

case, it exhibits a linear behavior.

Altogether, we have shown how the complex random matrix model provides a stable non-

perturbative completion of Type 0A JT supergravity deformed by sharp defects. The divergence

of the topological expansion at the phase transition ξ = −1 is cured by non-perturbative effects.

4 Another phase transition

In the previous section we showed how the random matrix description provides a stable non-

perturbative completion of the deformations of JT supergravity theories across the transition

at ξ = −1 (blue and green shaded regions of figure 2). However, the analysis was restricted

to ξ ≥ −1/α2 given that it is only in this regime that the leading solutions r0(x) and u0(x) in (3.7)

and (3.38) are continuous. Building on [62, 63, 21], in this section we show how to appropriately fix

the matrix model in order to obtain a stable description of the theories with ξ < −1/α2.

Let us start with a more detailed discussion of the issue, analyzing the string equations of the

Hermitian (3.1) and complex (3.32) matrix models. As recently explained in [21], perhaps the first

thing one should examine to avoid potential non-perturbative instabilities is whether the leading

solutions u0(x) and r0(x) are single valued and continuous. Problems can arise at x = 0, where there

is a change of behavior in their piecewise definitions, see (3.7) and (3.38). Given that both functions
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Gap

Figure 13: Leading genus solution u0(x) obtained from (3.38) with tk in (3.42) (see also (3.43)).

For ξ < −1/α2 the single valued solution (green sections of the curve) develops a gap and is discontin-

uous at x = 0. A completely analogous behavior is obtained for r0(x) in (3.7) for the Hermitian matrix

model.

are equivalent after a simple redefinition (see the discussion around equation (3.47)) it is enough to

explain the issue for u0(x), as equivalent statements apply to the Hermitian model.

In figure 13 we plot the curve x(u0) in (3.43) which determines the negative x behavior of u0(x),

as well as u0(x) = 0 for x > 0. The green portions of the curve correspond to the unique single

valued solution for x ∈ R. While for ξ ≥ −1/α2 the single valued solution is also continuous,

when ξ < −1/α2 there is a shift in the value at x = 0 and u0(x) becomes discontinuous at the origin

(see the leftmost diagram in figure 13).

Should one worry about the discontinuity of u0(x)? Yes and no, depending on whether one is

interested on perturbative or non-perturbative contributions to observables. Since all perturbative

effects are controlled by the leading spectral density, we should first analyze its behavior. From the

general formula for ρ−0 (E) in (3.40) we see it is obtained from integrating u0(x) in x ∈ (−∞, µ].

Given that µ is negative when ξ < −1/α2, the leading spectral density and spectral curve y(z) are

not sensitive to the discontinuity at x = 0. As a result, the perturbative expansion is perfectly well

defined and still determined by the spectral curve obtained from (3.44) even when ξ < −1/α2.

The situation is quite different if one is interested in computing observables including non-

perturbative contributions. In that case, one must instead construct the operator H = −(~∂x)2+u(x)

and compute its spectrum. To first approximation, it might be tempting to replace u(x) inH by u0(x)

and solve for its eigenfunctions Ψ(x,E). However, the discontinuity of u0(x) at x = 0 yields the spec-

tral problem ill defined and it is not possible to proceed. Another approach is to directly solve the

full non-perturbative string equation (3.32) for u(x) in the regime ξ < −1/α2 and then compute

the spectrum of H. Doing so, one finds that as ξ takes larger negative values the numerical solu-

tion u(x) becomes more unstable and develops large oscillations near x = 0, see figure 14 for several

examples. This is because the differential equation is struggling to find a smooth solution with the
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Figure 14: Solutions to the complex matrix model string equation (3.32) with tk in (3.42),

(kmax, ~, α) = (6, 1, 1/4) and several values of ξ < −1/α2. The dashed curves give the perturbative

result u0(x) (3.38), which is discontinuous at the origin. As ξ becomes more negative the solutions

are harder to obtain and their behavior at the interior becomes more singular. We have checked these

results are independent of the size and number of the points of the grid used to solve the differential

equation.

corresponding boundary conditions at large |x|. All in all, while the discontinuity of u0(x) does not

affect perturbation theory, it yields a model that seems to be non-perturbatively unstable.

4.1 Type 0A JT supergravity: Non-perturbative gap

Instead of starting with the Hermitian matrix model corresponding to the Type 0B case, it is con-

venient to consider the Type 0A theory, as the discussion for the complex matrix model arises more

naturally. A similar issue as the one arising here for ξ < −1/α2 was uncovered in [21] when studying

a complex matrix model description of deformations of ordinary JT gravity. Building on [62, 63]

it was shown there is a natural parameter that arises in complex matrix models which after dou-

ble scaling results in a slightly different string equation that gives a single-valued and continuous

solution u0(x). Let us describe how this works.

In the complex matrix model the eigenvalues of MM † are lower bounded by λmin = 0. The basic

idea is to appropriately move away from this lower bound by considering instead

λmin = 2E0δ
2 , E0 ≥ 0 , (4.1)

where δ → 0 in the double scaling limit (see Appendix C for the notation being used here). The role

of E0 is not to modify the functional form of the potential V (MM †), but can be instead interpreted

as a shift of its argument, so that the matrix partition function in (2.54) becomes

Z =

∫
dM e−N TrV (MM†+λmin) =

N∏
i=1

∫ +∞

λmin

dλi ∆(λ1, . . . , λN )2e−NV (λi) , (4.2)

where the Vandermonde determinant is insensitive to the constant shift of the eigenvalues.26

26As explained in Appendix C, the Ei are obtained from the eigenvalues λi after a proper rescaling in the double
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Figure 15: Plot of E0(ξ) obtained from numerically solving (4.5) for α = 1/4. When ξ ≥ −1/α2 one

finds E0 = 0.

Since our discussion of the method of orthogonal polynomials in Appendix C already included

an arbitrary value for λmin, it is straightforward to work out the effect of E0 in the double scaling

limit. The relevant discrete string equations are given in (C.48) with the scaling ansatz for all the

parameters indicated in table 2 and the potential in (C.58). Using the same approach which lead to

the string equation (3.32) but with E0 6= 0 one readily finds

(u− E0)R2 − ~2

2
RR′′ + ~2

4
(R′)2 = 0 , (4.3)

where R =
∑∞

k=1 tkRk[u(x)] + x. A matrix model derivation of this equation from a similar setup

was first given in [63]. Note the role of E0 and tk in the string equation is very different, given that R
is independent of E0.

Compared to (3.32), the leading solution u0(x) now gets modified by E0 in the following way

(u0(x)− E0)

[ ∞∑
k=1

tku0(x)k + x

]2

= 0 =⇒


∞∑
k=1

tku0(x)k + x = 0 , x ≤ 0 ,

u0(x) = E0 , x ≥ 0 .

(4.4)

By appropriately fixing the parameter E0 one can always ensure the solution u0(x) is continuous

at the origin. One should not think of the parameters E0 and (µ, tk) as being at the same footing.

While fixing (µ, tk) is equivalent to choosing a particular double scaled model, the value of E0 is

determined by requiring it is consistent, i.e. u(x) is continuous at the origin. In particular, for the

matrix model describing deformations of JT supergravity (3.43) E0 is determined from the largest

solution to the following equation

1√
2

∞∑
k=1

tkE
k
0 =

(
I0(2π

√
E0)− 1

)
+ ξ
(
I0(2πα

√
E0)− 1

)
= 0 , E0 ≥ 0 . (4.5)

Perturbatively solving for E0(ξ) around ξ = −1/α2 one finds

E0(ξ) = −4α2(ξ + 1/α2)

π(1− α2)

[
1 +

α2(4− 5α2)

9(1− α2)
(ξ + 1/α2) +O(ξ + 1/α2)3

]
Θ(−ξ − 1/α2) . (4.6)

scaling limit. In our discussion of the loop equations in the section 2.3 this subtlety was avoided by directly writing Ei

as the eigenvalues of MM† in (2.54).
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Figure 16: In the left diagram we plot the full solution to the string equation (4.3) with

(kmax, ~, α) = (6, 1, 1/4) and several values of ξ < −1/α2 = −16, which give E0 6= 0. After com-

puting the kernel (3.35) we obtain the Type 0A spectral density for the ξ = −20 case. We observe a

non-perturbative gap at E0 ∼ 0.1.

In figure 15 we plot the full numerical solution E0(ξ) to (4.5) for α = 1/4.

Taking into account E0 6= 0, we can solve the full string equation (4.3) and obtain the smooth

and well behaved solutions shown in the left diagram of figure 16. Note that the boundary condition

for large positive x (determined by u0(x)) is now given by limx→+∞ u(x) = E0. The dashed curves

correspond to the leading solution u0(x) in (4.4), which is now continuous at the origin. The full

solutions are much better behaved than the ones displayed in figure 14, which were built from a

discontinuous u0(x).

Let us now explain why E0 is identified as a non-perturbative energy gap for the deformations

of Type 0A JT supergravity. The eigenvalue spectral density is exactly computed from the diagonal

components of the kernel (3.35), where Ψ(x,E) are the eigenfunctions of H = −(~∂x)2 + u(x). The

spectrum of the scattering states of the Schrodinger operator H with potential u(x) determines the

matrix model spectrum 〈ρ−(E)〉 and therefore the supergravity denity %−(E). Since the asymptotic

behavior for large negative x generates an infinite barrier, the scattering state with minimum energy

is determined from limx→+∞ u(x) = E0. The gravitational spectral density is therefore supported

on

%−(E) 6= 0 ⇐⇒ E ∈ [E0,+∞) . (4.7)

It is important to highlight the difference between E0 and the threshold value Ec. To start, the

implicit constraint which determines each of them in (3.14) and (4.5) is not the same. Although Ec

also gives a gap in which the spectral density vanishes, this is only true for the leading contribu-

tion %−0 (E), obtained from (3.44). Exponentially small non-perturbative corrections are still present

at zero energy, as we can see from the blue curves in the right diagram of figure 10. This is a

consequence of the asymptotic behavior of the solutions u(x) in the left diagram of that figure.
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To confirm these expectations, we use the numerical solution for u(x) to directly compute the

kernel (3.35) and obtain the full spectral density %−(E) of the supergravity theory. The final result

is shown on the right diagram of figure 16. As expected, the non-perturbative gap of the spectrum

at E0 is substantially different from Ec, which is only associated to the perturbative density %−0 (E).

Overall, we have shown how the non-perturbative instability exhibited by the complex matrix

model when ξ < −1/α2 is cured by properly accounting for E0. Let us stress E0 is not an external

parameter one has to introduce in the system, but one that is entirely fixed by requiring the solu-

tion u0(x) in (4.4) is continuous at x = 0. Note that in this case the value of E0 does not affect

the perturbative behavior of the model, given that E0 does not appear in the negative x definition

of u0(x), which ultimately determines the leading spectral density ρ−0 (E) in (3.40). As we explain

now, this is not the case for the Type 0B theories.

4.2 Type 0B JT supergravity

Let us now consider the Type 0B case, described by the Hermitian matrix model. The same dis-

continuity at x = 0 arises for the leading solution r0(x) in (3.7) when ξ < −1/α2, the diagrams in

figure 13 are essentially the same for r0(x). We would like to find a parameter analogous to E0 which

modifies the string equation (3.1) in such a way that its leading solution is continuous.

Building on the intuition gained from the complex matrix model analysis, one possibility would be

to modify the range of the real eigenvalues λi ∈ R of the Hermitian matrix to |λi| ≥ λmin = E0δ. This

is similar to (4.1) for the matrix MM †. One can then use the technology described in Appendix C

to try to derive the corresponding string equation. However, one stumbles into a technical problem

which does not allow for a derivation of a string equation with E0 6= 0 introduced in this way.27 This

suggests the parameter E0 in the Hermitian model has a different origin than that for the complex

case.

There is a different approach we can try, which leverages the fact we have a good understanding

of the complex matrix model when E0 6= 0. The string equations of the complex and Hermitian

models are closely related to the Korteweg-de Vries (KdV) and the modified KdV (mKdV) inte-

grable hierarchies respectively. The Miura transform is a known transformation that relates these

hierarchies. Using this, reference [64] showed there is a mapping between the two matrix models

string equations (3.1) and (3.32). Explicitly, given a solution u(x) to the string equation

uR2 − ~2

2
RR′′ + ~2

4
(R′)2 = ~2Γ2 , (4.8)

27Let us explain the issue more carefully. The discrete string equation (before double scaling) is obtained from an

identity similar to (C.6) where the integration region is instead |λ| ≥ λmin. This gives a set of equations analogous

to (C.7), which contain a boundary term involving ψn(λmin). The way one can usually get rid of the boundary term is

by appropriately combining the two equations in (C.7) (see (C.48) for the complex matrix model case). However, since

in the Hermitian model the potential is even, the second identity in (C.6) is always trivially satisfied given that Sn

in (C.5) vanishes. As a result, one is left with a single equation that contains a boundary term one can not get rid off.

We have not been able to sidestep this problem in order to derive a string equation for r(x) in the double scaling limit

when |λi| ≥ λmin 6= 0.
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with Γ ∈ R, one applies the Miura transform u(x) = r(x)2 − ~r′(x) and shows r(x) satisfies the

following equation
∞∑
k=1

tkK2k[r(x)] + r(x)x = ~(Γ− 1/2) , (4.9)

which for Γ = 1/2 is the Hermitian model (3.1) with tk → t2k.

Applying this same approach to the string equation (4.3), we should be able to ‘derive’ the

string equation for the Hermitian matrix model with E0 6= 0. This calculation was recently per-

formed in Appendix C of [21]. By considering the following generalization of the Miura trans-

form u(x) = r(x)2 − ~r′(x) + E0 where u(x) a solution to (4.3) with ~2Γ2 on the right-hand side, one

finds r(x) satisfies the following differential equation28

∞∑
k=1

t2kK2k[r(x), E0] + r(x)x = 0 , (4.10)

with

K2k[r(x), E0] =
(
r(x) +

1

2
~∂x
)
Rk[r(x)2 − ~r′(x) + E0] . (4.11)

For E0 = 0 one can show (4.11) matches with K2k[r(x)] as computed from the general recursion

relation (C.34). When E0 6= 0, this provides the generalization of the Hermitian model string

equation (3.1) we are after. It would be interesting to find a way of deriving this string equation

directly from the Hermitian matrix model description.

We can now analyze the behavior of the leading solution r0(x) to (4.11), which using

Rk[u(x)] = u(x)k +O(~2) can be written as

r0(x)

[ ∞∑
k=1

t2k(r0(x)2+E0)k+x

]
= 0 =⇒


∞∑
k=1

t2k(r0(x)2 + E0)k + x = 0 , x ≤ 0

r0(x) = 0 , x ≥ 0

(4.12)

Compared to the leading solution u0(x) in the complex matrix model (4.4), the parameter E0 now

appears in the negative x instead of the positive x region. For the values of t2k we are ultimately

interested, given in (3.11), the solution for x < 0 is determined from the following constraint(
I0(2π

√
r0(x)2 + E0)− 1

)
+ ξ
(
I0(2πα

√
r0(x)2 + E0)− 1

)
+ x = 0 , x ≤ 0 , (4.13)

which reproduces the previous expression (3.12) when E0 = 0. Same as before, the value of E0 is

uniquely fixed by requiring continuity at the origin r0(x = 0) = 0, which from (4.13) gives exactly

the same condition as in the previous case (4.5) (with the numerical solution shown in figure 15).

It is quite curious how the parameter E0 in each of the string equations (4.3) and (4.10) corrects

the discontinuity of the solution at x = 0 in a different way. In the complex model the leading

solution u0(x) is only modified in the positive x region (4.4), where one gets u0(x) = E0 ≥ 0, which

effectively raises the solution for x > 0 and closes the gap (see leftmost diagram in figure 13). For
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Figure 17: Solution to qc(ξ) with α = 1/4 obtained from (4.15), where we observe the transition at

ξ = −1/α2 = −16.

the Hermitian model we have the opposite situation. The solution r0(x) is only modified by E0 in

the negative x region (4.12), effectively lowering its value at x = 0− by E0.

This distinction turns out being quite important when analyzing the observables of the theory.

While for the Type 0A case the perturbative expansion is not affected by E0, this is not true for

Type 0B. The leading eigenvalue density of the matrix model (3.9) becomes

ρ+
0 (q) = 2|q|

∫ |q|
qc

dr0r0
I1(2π

√
r2

0 + E0) + ξαI1(2πα
√
r2

0 + E0)

[(r2
0 + E0)(q2 − r2

0)]1/2
. (4.14)

The threshold parameter qc = r0(µ), which determines the support of this function, is now obtained

from the following constraint obtained from (4.13)

I0(2π
√
q2
c + E0) + ξI0(2πα

√
q2
c + E0) = 0 , qc ≥ 0 , (4.15)

generalizing (3.14) when E0 6= 0. Solving in a perturbative expansion around ξ = −1/α2 one finds

qc(ξ) = b0 −
[

1

2π

αI0(2παb0)

αI1(2πb0)− I1(2παb0)
− 2α2Θ(−ξ − 1/α2)

π2(1− α2)b0

]
(ξ + 1/α2) +O(ξ + 1/α2)2 , (4.16)

where b0 = qc(−1/α2). The step function shows the first derivative is discontinuous, as we can

confirm from the diagram in figure 17, obtained from numerically solving (4.16) for α = 1/4.

Let us now analyze non-perturbative contributions when E0 6= 0 by directly solving the string

equation in (4.10). In the left diagram of figure 18 we give the full solution obtained for several values

of ξ < −1/α2. All the solutions are well behaved, meaning they do not contain large oscillations

near x = 0, as we would obtain if E0 was not taken into account (compare with figure 14)

From this solution, we can construct the operators Hs in (3.4), compute its eigenfunctions Ψs(x, q)

and from the kernel (3.3) obtain the spectral density. In the right diagram of figure 18 we show the

final result for the energy spectral density of the Type 0B theory %+(E) for several values of ξ.

The full result has the familiar non-perturbative oscillations around the leading result, obtained

28This is obtained from equation (C.4) of [21] after replacing (v+(x),Γ, tk)→ (−r(x), 1/2, t2k).
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Figure 18: In the left diagram we show the numerical solution to the string equation (4.11) with

(~, kmax, α) = (1, 6, 1/4) and several values of ξ < −1/α2 = −16. From the numerical solution r(x) we

compute the full spectral density %+(E), which exhibits the usual oscillations around the perturbative

result given by the dashed line. Compared to figure 16, in this case there is no non-perturbative gap

in %+(E).

from (4.14) written in terms of E = q2. Compared to the Type 0A case shown in figure 16, note

that even though E0 6= 0, there is no non-perturbative gap. This is expected, given that from (4.12)

the boundary condition for r(x) is limx→+∞ r(x) = 0.

5 Future directions

In this paper we computed the Euclidean partition function of certain deformations of N = 1

JT supergravity. The associated spectral density, which captures the microsates of the black hole

solutions of the theory, exhibit in certain cases negativities which are in conflict with the expected

unitarity of the theory. We have shown that whenever a negativity develops, there is a phase

transition that removes it, rendering the spectrum positive and well-defined. In order to show this

we constructed a dual description between these theories of gravity and random matrix models. The

main open question of our work is to give a geometrical understanding of the new phase of gravity

that appears. We have already made some comments along these lines in section 3, so we conclude

with other open questions and future directions.

Beyond sharp defects: String equation from the minimal superstring

The (2, p) minimal string theory is believed to be dual to a one matrix model (where by minimal

string we mean the theory defined by the worldsheet CFT, which is a combination of multicritical

matrix models [58]). It was an interesting observation in [11] (studied further in [65]) that the large p

limit of the spectral curve of the minimal string/matrix model duality derived from the worldsheet

CFT becomes the spectral curve of the JT gravity/matrix model duality. This suggests that the
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minimal string thought of as worldsheet two dimensional gravity becomes equivalent to JT gravity

at large p.

This was extended in [25] to deformations of the minimal string by tachyon operators. In this

case the worldsheet theory cannot be solved analytically, but the answer for the spectral curve can

be inferred from a bootstrap argument assuming its still dual to a matrix model [58, 66]. In the

large p limit, the deformations of the minimal string by a tachyon match precisely to the deformation

of JT by a gas of defects. The angle of the defect is related to the scaling dimension of the tachyon

while the weight is related to the coupling of the tachyon operator in the action, see [25] for more

details. A crucial feature of this approach is that it enables the analysis of deformations of JT

gravity beyond sharp defects, i.e. one is no longer constrained to α ∈ (0, 1/2) but can have arbitrary

defects α ∈ [0, 1].

A similar correspondence for the undeformed minimal superstring and JT supergravity was an-

alyzed in [67]. It would be interesting to extend the arguments of [66] to find the string equation

with deformations, and check whether they match with the deformations of JT supergravity in the

appropriate limit. Besides checking this works for sharp defects, it would enable the analysis of de-

formations of JT supergravity with arbitrary conical defects, just as in [25]. It would be interesting

as well to compare with the approach of [68]. The comparison in the bosonic case is complicated,

but might be more transparent in the supersymmetric case. We leave this to future work.

Adding unorientable surfaces

In this work we have constrained the topological expansion of N = 1 JT supergravity (2.3) such that

it only includes the contribution from orientable surfaces. The case in which unorientable surfaces

are also allowed was analyzed in [19]. In Appendix D we consider the deformations of these theories

and show results which are analogous as those obtained for the orientable case. We should mention

that since the volumes of the moduli space of unorientable super Riemann surfaces are not as well

understood, the discussion in this case is slightly more speculative.

Lessons for non-supersymmetric case

In the bosonic case, some unphysical negativities can appears when one does not sum over the

number of defects. Nevertheles, it was pointed out in [22, 23] that even after summing over defects

some new negativities can appear for certain large deformations. This is the type of negativity we

are interested in this paper. It was proposed in [28] that in the bosonic case, a possible resolution

is to declare a jump in the contour of integration of the eigenvalues. In some cases, [28] found some

interesting contours over which the spectral density is positive, although the contours go into the

complex plane. The resolution we propose here is different and, if exists, a bosonic version of our

proposal would imply a transition to a two-cut phase, although its very hard to test. For the cases

we have worked out in supergravity, it would be interesting to see whether it has any implications

for the dynamics of end-of-the-world branes following [28].
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Higher dimensions

There are several examples in higher dimensional black holes involving a two-dimensional AdS factor

near their horizon. Very often, non-perturbative contributions appear as an insertion of defects at

the Euclidean horizon of these black holes. Some examples are [22] and [69], in three and four

dimensions respectively. It would be interesting to find a context in which these negativities are

relevant. The main obstacle is that these contributions are usually small. Another issue is that

higher dimensional examples involve extended supersymmetry in AdS2. The partition function with

defects in examples with extended supersymmetry were studied in [70, 71], but a matrix model dual

(even without deformations) is not currently known.
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A Weil-Petersson supervolumes

The Weil-Petersson supervolumes V −g,n(b1, . . . , bn) that include the difference between even and odd

spin structures (relevant for Type 0A JT supergravity) were defined and carefully studied in [19].

They can be computed from the following recursion relation

bV −g (b, B) = −1

2

∫ ∞
0

db′b′db′′b′′D(b′ + b′′, b)

[
V −g−1(b′, b′′, B) +

g∑
h=0

∑
B1⊆B

V −h (b′, B1)V −g−h(b′′, B \B1)

]
+

−
|B|∑
k=1

∫ ∞
0

db′b′
[
D(b′ + bk, b) +D(b′ − bk, b)

]
V −g (b′, B \ bk) ,

(A.1)

where compared to the notation used in the matin text we are omitting the n index in V −g,n(b1, . . . , bn).

We have defined B = {b1, . . . , bn} as well as

D(x, y) =
1

8π

[
1

cosh(x−y4 )
− 1

cosh(x+y
4 )

]
. (A.2)

The initial condition for the recursion is V −1 (b1) = −1/8 together with V −0 (b1, . . . , bn) = 0.
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Taking g = 1 in (A.1) the terms in the first line drop and we are left with the following simple

expression

V −1 (b, B) =

|B|∑
k=1

∫ ∞
0

db′b′
[
D(b′ + bk, b) +D(b′ − bk, b)

−b

]
V −1 (b′, B \ bk) . (A.3)

From this, we can use induction to show the genus one supervolumes are explicitly given by the

first line of (2.16). For a single boundary n = 1, the general expression in (2.16) already matches

with V −1 (b1) = −1/8. Assuming the result holds for n boundaries, let us take B = {b1, . . . , bn}
in (A.3)

V −1 (b, b1, . . . , bn) =
1

8
(−1)n(n− 1)!

|B|∑
k=1

∫ ∞
0

db′b′
[
D(b′ + bk, b) +D(b′ − bk, b)

−b

]
. (A.4)

For each value of k, the integral can be solved and shown to be equal to minus one, so that the sum

gives a factor of −n. This proves the explicit formula for the g = 1 supervolumes given in (2.16).

A more involved but conceptually equivalent procedure can be used to prove the g = 2 and g = 3

formulas given in (2.16), see [42] for details.

B Higher genus from loop equations

In this appendix we consider the topological expansion of Type 0A JT supergravity with sharp

defects, defined by taking the difference between even and odd spin structures. First, let us use

the loop equations of the complex matrix model to explicitly derive the g = 1, 2, 3 results for the

expectation value of Z−MM(β1, . . . , βn) in (2.66). More precisely, we derive the following expressions

for the resolvent defined in (2.55)

W−1 (z1, . . . , zn) =
1

2

(−1)n(n− 1)!

4n+1an0

n∏
j=1

1

(−zj)3/2
,

W−2 (z1, . . . , zn) = 3
(−1)n(n+ 1)!

4n+5an+3
0

[
(n+ 2)a1 − 3a0

n∑
i=1

1

zi

]
n∏
j=1

1

(−zj)3/2
,

W−3 (z1, . . . , zn) =
1

5

(−1)n(n+ 3)!

4n+9an+6
0

[
3a2

0

(
250

n∑
i=1

1

z2
i

+ 252
∑
i6=j

1

zizj

)
− 252a0a1(n+ 4)

n∑
i=1

1

zi
+

+ (n+ 4)
(
42a2

1(n+ 5)− 75a0a2

)] n∏
j=1

1

(−zi)3/2
.

(B.1)

Performing the integral transform (2.60) and using the following identities with q ∈ N0

n∏
j=1

∫ +∞

0
dβj e

βjzj

√
βj
π

( n∑
i=1

βqi

)
=

(2q + 1)!!

(−1)q2n+q

n∏
j=1

1

(−zj)3/2

( n∑
i=1

1

zqi

)
,

n∏
j=1

∫ +∞

0
dβj e

βjzj

√
βj
π

(∑
i6=k

βiβk

)
=

9

2n+2

n∏
j=1

1

(−zj)3/2

( n∑
i6=k

1

zizk

)
,

(B.2)
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one immediately recovers (2.66).

Genus one: When applying the loop equations the first step is computing the function Fg(z
′, I)

in (2.45) (with W+ →W−) and then obtaining W−g (z, I) from the residue (2.44), in this case at the

only branch point of the spectral curve (2.59) at z′ = 0. The function Fg(z
′, I) in (2.45) for g = 1 is

given by

F1(z′) = W−0 (z′, z′) =
1

(4z′)2
, F1(z′, I) =

|I|∑
k=1

[
2W−0 (z′, zk) +

1

(z′ − zk)2

]
W−1 (z′, I \ zk) . (B.3)

For a single resolvent insertion one computes the residue of F1(z′) in (2.45) and finds

W−1 (z) =
1√
z

Res

[ √
z′

2y(z′)(4z′)2(z′ − z)
, z′ = 0

]
=

−1

32a0(−z)3/2
, (B.4)

in agreement with (B.1) with n = 1. To prove it for arbitrary n we can use induction. Assuming it

holds for n− 1, take I = {z1, . . . , zn−1} in (B.3)

F1(z′, I) =
1

2

(−1)n−1

4n
(n− 2)!

an−1
0

n−1∑
k=1

{[
2W−0 (z′, zk) +

1

(z′ − zk)2

]
1

(−z′)3/2

} n−1∏
i6=k

1

(−zi)3/2
. (B.5)

Using the only z′ dependence is in the term between curly brackets, one can easily compute the

residue (2.44) at the origin z′ = 0 and find

W−1 (z, z1, . . . , zn−1) =
1

2

(−1)n−1

4n
(n− 2)!

an−1
0

n−1∑
k=1

{
−1

4(−zk)3/2(−z)3/2a0

} n−1∏
i6=k

1

(−zi)3/2

=
1

2

(−1)n

4n+1

(n− 2)!

an0

1

(−z)3/2

n−1∏
i=1

1

(−zi)3/2

n−1∑
k=1

1 ,

(B.6)

that is precisely the general n expression (B.1).

Genus two: In this case the function Fg(z
′, I) (2.45) gets contributions from all three terms. The

first two are completely determined by the g = 1 result in (B.1) and can therefore be written explicitly

F2(z′, I) =
9(−1)n+1n!

4n+4an+1
0

1

(−z′)3

n−1∏
i=1

1

(−zi)3/2
+

|I|∑
k=1

[
2W−0 (z′, zk) +

1

(z′ − zk)2

]
W−2 (z′, I \ zk) , (B.7)

where we have taken I = {z1, . . . , zn−1} and carefully computed the sum over J ⊆ I in (2.45).

For n = 1 the second term vanishes and the computation of the residue (2.44) gives the n = 1 result

in (B.1). Assuming (B.1) holds for n− 1 insertions, we can write (B.7) for n insertions as

F2(z′, z1, . . . , zn−1) = 3
(−1)n+1n!

4n+4an+2
0

n−1∏
j=1

1

(−zj)3/2

{
3a0

(−z′)3
+

n−1∑
k=1

[
2W−0 (z′, zk) +

1

(z′ − zk)2

]

×
[(

(n+ 1)a1 − 3a0

n−1∑
i6=k

1

zi

)(−zk)3/2

(−z′)3/2
+ 3a0

(−zk)3/2

(−z′)5/2

]} (B.8)
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Computing the residue at z′ = 0 according to (2.44) we find

W−2 (z, z1, . . . , zn−1) = 3
(−1)nn!

4n+5an+3
0

1

(−z)3/2

n−1∏
j=1

1

(−zj)3/2

{
6a1 − 6a0

1

z
+

+ (n+ 4)(n− 1)a1 − 3(n+ 1)a0

n−1∑
i=1

1

zi
− 3(n− 1)a0

1

z

}
,

(B.9)

where the terms inside the curly brackets in the first and second lines come from the g = 1 and g = 2

contributions in (B.7). This result matches with (B.1) for arbitrary n.

Genus three: Although one can use induction to explicitly derive the g = 3 result in (B.1), the

calculation becomes increasingly tedious. Instead, we have written F3(z′, I) in (2.45) for fixed I,

computed the residue (2.44) and matched with the general n answer in (B.1) with n = 1, 2, 3, 4.

Arbitrary genus: For g ≥ 4 we follow [22] and use the deformation theorem of [52] to prove the

equivalence between matrix model and supergravity to all orders in perturbation theory. Since the

loop equations of the complex and Hermitian matrix models are the same, they also coincide with

the more abstract topological expansion defined in [52].

To do this, it is convenient to consider a slight redefinition of the resolvent matrix model opera-

tor (2.55) by considering the variable z(s) = −s2 and defining

ŴMM
g (s1, . . . , sn; ξ) ≡

n∏
i=1

(−2si)W
−
g (−s2

i ; ξ) , (B.10)

where the ξ dependence is indicated explicitly to keep track of the deformation. We have also added

the superscript MM to remind ourselves this is computed from the matrix model. The analogous

quantity in the supergravity side is obtained by performing a Laplace transform as in (2.60) of the

partition function (2.18), so that we get

Ŵ SJT
g (s1, . . . , sn; ξ) ≡

n∏
i=1

∫ ∞
0

dβisie
−βis2iZ−g (β1, . . . , βn; ξ) . (B.11)

The right hand side can be written explicitly using the expansion in (2.18) together with the analytic

continuation of the supervolumes (2.24). From this we easily get

Ŵ SJT
g (s1, . . . , sn; ξ) =

∞∑
k=0

ξk

k!

[
n∏
i=1

1√
2

∫ ∞
0

dbi bi e
−sibiV −g,n+k(b1, . . . , bn, 2πiα, . . . , 2πiα)

]
, (B.12)

where we have computed the βi integral using the trumpet partition function (2.11).

Our aim is to match (B.12) with (B.10) for arbitrary g and n. To do this, we use the deformation

theorem of [52], which for our purposes can be stated as follows (see [22] and section 4.3.2 of [72]):
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given an analytic function f(s) and a closed curve C in the complex plane such that
∂

∂ξ
y(s; ξ) = − 1

2s

∮
C

ds̄

2πi
f(s̄)ŴMM

0 (s, s̄; ξ) ,

∂

∂ξ
ŴMM

0 (s1, s2; ξ) =

∮
C

ds̄

2πi
f(s̄)ŴMM

0 (s1, s2, s̄; ξ) ,

(B.13)

then one can prove the following identity

=⇒ ∂k

∂ξk
ŴMM
g (s1, . . . , sn; ξ) =

k∏
j=1

∮
C

ds̄j
2πi

f(s̄j)Ŵ
MM
g (s1, . . . , sn, s̄1, . . . , s̄k; ξ) . (B.14)

The second condition in (B.13) is automatically satisfied, given that the g = 0 two point function

is independent of ξ and the three point function vanishes (see (2.64)). Same as in [22], to ensure

the first condition is also satisfied it is enough to take C as any closed curve around the origin

and f(s) = sin(2πα)/
√

2πα. Using the two point function in (2.63) the integral picks up the residue

at s = s1 and the right hand side can be shown to agree with ∂ξy(s; ξ) = − cos(2παs)/
√

2s as

obtained from (2.59).

We can then apply the deformation theorem and use (B.14) to compute the derivatives of (B.10)

at ξ = 0. Moreover, we can then use the Weyl-Petersson supervolumes are related to the undeformed

matrix model resolvents as (see equations (5.37) and (5.33) in [19])

ŴMM
g (s1, . . . , s`; ξ = 0) =

∏̀
i=1

1√
2

∫ ∞
0

dbibie
−sibiV −g,`(b1, . . . , b`) . (B.15)

Taking ` = n+ k and using this in (B.14) after evaluating at ξ = 0 one finds

∂k

∂ξk
ŴMM
g (s1, . . . , sn; ξ)

∣∣∣∣
ξ=0

=
n∏
i=1

1√
2

∫ ∞
0

dbibie
−sibiG(b1, . . . , bn, α) , (B.16)

where we have defined

G(b1, . . . , bn, α) =
k∏
j=1

∮
C

ds̄j
2πi

sin(2παs̄j)

2πα

∫ ∞
0

db̄j b̄je
−s̄j b̄jV −g,n+k(b1, . . . , bn, b̄1, . . . , b̄k) . (B.17)

Since the supervolumes are even polynomials in the geodesic lengths, it is enough to compute the

integrals for the monomial b̄2mj , which gives (2πiα)2m. This shows the function G(b1, . . . , bn, α) is

precisely the analytic continuation b̄j → (2πiα) appearing in (B.12). Altogether, this shows the

agreement between the expansions of the complex matrix model and the deformations of Type 0A

JT supergravity to all orders in e−S0 .

C Orthogonal polynomials and double scaling

The aim of this Appendix is to introduce a powerful formalism for studying double scaled models,

called the method of orthogonal polynomials. Compared to the loop equations, it allows for explicit
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computation of observables beyond the 1/N perturbative expansion, see [73–75] for early references

and [72] for a review. Apart from putting together many results scattered in the literature, this

Appendix includes some new technical results, like the precise method for computing the matrix

model kernel and observables for double scaled and double-cut Hermitian matrix models.

C.1 Finite N

Consider a set of polynomials Pn(λ) labeled n ∈ N0 and defined as

Pn(λ) ≡ 1

Zn

[ n∏
j=1

∫ +∞

λmin

dλje
−NV (λj)

]
∆(λ1, . . . , λn)2

n∏
i=1

(λ− λi) , (C.1)

where P0(λ) = 1 and Zn is defined as the numerator in Pn(λ) but without the
∏n
i=1(λ − λi) in-

sertion in the integral. This normalization ensures Pn(λ) is a monic polynomial with leading be-

havior Pn(λ) = λn +O(λn−1). In this Appendix, λ plays the role of the eigenvalue of Q and MM †

for the Hermitian and complex matrix model (the relation with q and E used in the main text will

become clear shortly). This means λmin = −∞ and λmin = 0 in each of the models. One can show

these polynomials form an orthogonal set (see [74] for details)∫ +∞

λmin

dλ e−NV (λ)Pn(λ)Pm(λ) = hnδn,m , hn =
1

n+ 1

Zn+1

Zn
≥ 0 , (C.2)

where hn is the norm of Pn(λ).

In most cases, the explicit formula (C.1) cannot be used to write the polynomials explicitly, since

the analytic evaluation of the integrals is too complicated. Instead, it is convenient to study the

action of the multiplication by λ on Pn(λ). Since λPn(λ) is a polynomial of order n + 1, it can be

expanded in terms of lower order polynomials

λPn(λ) = Pn+1(λ) + SnPn(λ) +RnPn−1(λ) +

n−2∑
i=0

giPi(λ) , (C.3)

where the coefficient of Pn+1(λ) is fixed to one since Pn+1(λ) is monic. Using the orthogonality

relation (C.2) one can easily show gi = 0. It is convenient to work in terms of an orthonormal set of

functions ψn(λ) with respect to the flat measure in λ

ψn(λ) ≡ 1√
hn
Pn(λ)e−

N
2
V (λ) , 〈n|m〉 ≡

∫ +∞

λmin

dλψn(λ)ψm(λ) = δn,m . (C.4)

Using (C.3), the multiplication by λ has the following simple action on ψn(λ)29

λψn(λ) =
√
Rn+1ψn+1(λ) + Snψn(λ) +

√
Rnψn−1(λ) . (C.5)

29To write this we have been careful with the normalization, using hn+1 = hnRn+1 which follows from computing∫
dλe−NV (λ)Pn+1(λ)λPn(λ) using (C.2) for either Pn+1(λ) or Pn(λ).
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Given a potential V (λ), the coefficients (Rn, Sn) can be computed from the string equations. These

are a set of recursion relations derived from the following identity∫ +∞

λmin

dλ ∂λ
(
ψn(λ)ψm(λ)

)
= −ψn(λmin)ψm(λmin) . (C.6)

Using Pn(λ) = λn + O(λn−1) and the orthogonality, the string equations are derived by evaluating

the left-hand side for m = n and m = n− 1

String equations :


〈n|V ′(λ)|n− 1〉 =

n

N
√
Rn

+
1

N
ψn(λmin)ψn−1(λmin) ,

〈n|V ′(λ)|n〉 =
1

N
ψn(λmin)2 .

(C.7)

For any particular potential V (λ) one can use (C.5) to write an explicit set of recursion relations

for (Rn, Sn) which can then be used to compute all observables in the matrix model. The simplest

case is the partition function ZN ≡ Z, which can be easily obtained from (C.2)

Z = N !
N−1∏
k=0

hk = N !hN0

N−1∏
k=1

RN−kk , (C.8)

where in the second equality we have used hn+1 = hnRn+1.

We are interested in extending this to the expectation value of the multi-trace observables

Z±MM(β1, . . . , βn) in the Hermitian (2.34) and complex (2.53) matrix models. Consider the generating

function of connected correlation functions, defined as

G(~α) = ln
[
〈e

∑p
j=1 αjTrFj(B)〉

]
, (C.9)

where ~α = (α1, . . . , αp) and Fj(B) is an arbitrary function of the matrix B = Q or B = MM † in

each case. Differentiating with respect to αj and evaluating at αj = 0 we find

∂
~k
~α G(~α)

∣∣
~α=0

=
〈 p∏
q=1

(TrFq(B))ki
〉
c
, ∂

~k
~α ≡

p∏
j=1

∂
kj
αj , (C.10)

where ~k = (k1, . . . , kp) and the subscript c indicates it is the connected correlation function. The main

complication in computing G(~α) comes from the fact that the N integrals over λi in the expectation

value are coupled due to the Vandermonde determinant det(λj−1
i ) when writing the integrals (2.34)

and (2.53) in terms of the appropriate eigenvalues. To simplify this, we can write this determinant

as

det
(
λj−1
i

)2
= det

(
Pj−1(λi)

)2
=
Z
N !

det (ψj−1(λi))
2
N∏
i=1

eNV (λi) . (C.11)

In the second equality we have used the determinant is invariant under linear combinations of its

columns to rewrite it directly in terms of the polynomials. We then wrote the argument in terms

of ψn(λ) and used (C.2) to write the prefactor in terms of the matrix model partition function Z.
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Expanding the determinant using its ordinary definition we can write the generating function (C.9)

as

G(~α) = ln

 1

N !

∑
σ,σ′∈Sn

(−1)πσ+π′σ

N∏
i=1

〈σ(i)− 1|e
∑p
j=1 αjFj(λ)|σ′(i)− 1〉

 , (C.12)

where σ and σ′ are elements of the permutation group SN with parity πσ and πσ′ . By relabelling the

indices in the sum, the argument of the logarithm is the determinant of an N -dimensional matrix A

defined as

G(~α) = Tr
[

ln(A)
]
, Anm(~α) = 〈n|e

∑p
j=1 αjFj(λ)|m〉 , (C.13)

where n,m = 0, . . . , (N − 1) and we have used Jacobi’s formula to write the determinant as a trace.

Differentiating with respect to ~α as in (C.10) we can write expressions for the ensemble average of

any multi-trace observable. For instance, arbitrary single and double trace observables are given by

〈TrF (B)〉 =
N−1∑
n=0

〈n|F (λ)|n〉 ,

〈TrF1(B)TrF2(B)〉c =
N−1∑
n=0

〈n|F1(λ)F2(λ)|n〉 −
N−1∑
n,m=0

〈n|F1(λ)|m〉 〈m|F2(λ)|n〉 .

(C.14)

where we used ∂α(A−1) = −A−1(∂αA)A−1. Using the action of λ given in (C.5), these expressions

are ultimately written in terms of (Rn, Sn) obtained solving the string equations (C.7).

It is worth mentioning that all observables in the matrix model are determined by a single object,

called the matrix model kernel and defined as

K(λ, λ̄) =
N−1∑
n=0

ψn(λ)ψn(λ̄) . (C.15)

In terms of K(λ, λ̄), both expressions in (C.14) are given by

〈TrF (B)〉 =

∫ +∞

λmin

dλK(λ, λ)F (λ) ,

〈TrF1(B)TrF2(B)〉c =

∫ +∞

λmin

dλ dλ̄
[
δ(λ− λ̄)−K(λ, λ̄)

]
K(λ, λ̄)F1(λ)F2(λ̄) .

(C.16)

C.2 Double scaling of Hermitian matrices

Let us now restrict to a Hermitian matrix model, meaning λmin = −∞. In the double scaling limit

one takes N large while simultaneously approaching a critical potential

Double scaling limit :

 N −→ ∞

V (λ) −→ Vcritical(λ)
(C.17)

By taking these limits in the right way, one captures universal features associated to the behavior

of the system close to criticality (see [76–78] for some early references). The simplest way to define
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a critical model is by analyzing the spectral density ρ+(λ) = 1
NTr δ(λ − Q), whose average in the

large N limit is given by (2.40)

ρ+
0 (λ) =

1

2π
|h(λ)|

√
−σ(λ)× 1σ(λ)<0 , (C.18)

where σ(λ) =
∏p
i=1(λ − ai)(λ − bi). For our purposes (see section 6.5 in [79]), a critical model is

defined as

V (λ) critical ⇐⇒ h(λ) = 0 , λ ∈ ∪pi=1[ai, bi] . (C.19)

There are two classes of critical points, depending on whether h(λ) vanishes at the edge or interior of

the cuts [ai, bi]. Here, we focus on the latter case, whos double scaling was first analyzed in [53, 80]

(see also [54, 81–83]).

Given a critical point λc (that from now on we conveniently fix to the origin λc = 0), its detailed

behavior is determined by the rate at which the spectral density vanishes. A family of critical models

characterized by ρ+
0 (λ) ∼ λ2k is obtained from the following large N spectral densities

ρ+
0 (λ) =

bk
2π

(
λ

a

)2k
√
a2 − λ2

a2
× 1[−a,a] , where bk =

22k+1(k + 1)!(k − 1)!

a(2k − 1)!
(C.20)

is a normalization constant and a ∈ R+ determines the support. The potential required to generate

this spectral density can be easily computed by requiring the large N limit of the resolvent W+
0 (z)

in (2.39) has the correct behavior W+
0 (z) = 1/z +O(1/z2), which gives

V ′2k(λ) = bk

k∑
n=0

(
1/2

k − n

)
(−1)k−n (λ/a)2n+1 . (C.21)

This gives a finite N definition of a family of critical models. For fixed k there is an infinite number of

critical potentials one could write down which produce the desired behavior ρ+
0 (λ) ∼ λ2k. We should

think of V2k(λ) in (C.21) as a representative of this class. One of the crucial features of the double

scaling limit is that the end result is universal, i.e. independent of the particular representative. In

the following, we explain in detail how to take the double scaling limit, first analyzing the string

equations (C.7) and then the computation of observables such as (C.14).

C.2.1 String equation

We now analyze the fate of the string equations (C.7) in the double scaling limit. Noting that the

critical potentials (C.21) are even and λmin = −∞, one can use (C.1) to show Pn(−λ) = (−1)nPn(λ),

which implies the coefficients Sn in (C.5) vanish. This means the second string equation in (C.7) is

trivial and we only need to worry about the first one, which can be written as

S ≡
√
Rn 〈n|V ′(λ)|n− 1〉 − n

N
= 0 . (C.22)

Using (C.5) one can explicitly compute this for a general even potential V ′(λ) =
∑
b2iλ

2i−1

S = b2Rn + b4Rn [Rn−1 +Rn +Rn+1] + b6Rn
[
R2
n−1 +R2

n +R2
n+1

+2Rn (Rn−1 +Rn+1) +Rn−2Rn−1 +Rn−1Rn+1 +Rn+1Rn+2]− n

N
+O(b8R

4) .
(C.23)
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Figure 19: Spectral density ρ+0 (λ; γ) associated to the critical potential (C.21) with k = 1 (dashed

curve). As γ goes to one we approach criticality and there is a phase transition from a double to a

single-cut model.

The number of terms appearing for a particular order b2i is given by
(

2i−1
i−1

)
. In practice, the simplest

way to compute 〈n|λ2i−1|n− 1〉 is to write a (big enough) finite dimensional matrix representation

of λ, compute the appropriate power and extract the (n, n − 1) component.

Single critical model: Consider the potential V (λ; γ) = 1
γV2k(λ), where we have introduced the

additional parameter γ so that when γ → 1 the system is critical. To get some intuition it is helpful

to compute the large N eigenvalue density for general γ. When k = 1 a standard calculation yields

ρ+
0 (λ; γ) =

(2/a)4

2πγ
×


(
λ2 + (c2

0 − a2)/2
)√

c2
0 − λ2 , γ ≥ 1 ,

|λ|
√

(c2
+ − λ2)(λ2 − c2

−) , γ ≤ 1 ,
(C.24)

where we are omitting the indicator functions that determine the support and have defined

(c0/a)2 =
1 +
√

1 + 3γ

3
, (c±/a)2 =

1±√γ
2

. (C.25)

Depending on whether γ is larger or smaller than one, the system is in a single or double-cut phase

respectively (see figure 19). Precisely at γ = 1 there is a phase transition which signals the criticality

of the model.

To take the double scaling limit we approach criticality and simultaneously take the large N limit

in the following way
1

N
=

1

2
~c2kδ

2k+1 , γ = 1 + c2kµδ
2k , (C.26)

where δ → 0 and (~, µ) are the scaling parameters associated to each of these quantities. The

coefficient c2k is a normalization constant that is appropriately chosen for notation convenience.

Note the sign of µ is crucial, as it determines whether we approach the critical potential from either

the single or double-cut phase. Figuring the right power of δ in each of the different quantities is a

matter of trying different values until one gets a useful ansatz. In the large N limit, n/N becomes a

continuum variable x, related to δ in the following way

nγ

N
= 1 + c2kxδ

2k . (C.27)
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It is important to mention that we allow x to take any real value, including infinite. In this way, we

can approach whatever value of n we desire, not necessarily n ∼ N . The only thing we are missing

to compute the double scaling limit of the string equation (C.22) is an ansatz for Rn, that we take

as

Rn = 1− (−1)nr(x)δ +
2k+1∑
i=2

[fi(x) + (−1)ngi(x)] δi . (C.28)

While r(x) controls leading scaling behavior, the functions {fi(x), gi(x)} determine the subleading

contributions with and without the (−1)n insertion. See [54, 83] for a formal justification of this

ansatz.

All that is left to do is insert everything into the string equation (C.22) and expand in a power

series for δ. The first two orders give

Sk =

[ k+1∑
i=1

(
2i− 1

i− 1

)
b2i − 1

]
+ (−1)n+1r(x)

[ k+1∑
i=1

(
2i− 2

i− 1

)
b2i

]
δ +O(δ2) , (C.29)

where b2i are the coefficients of the critical potential (C.21) defined as V ′2k(λ) =
∑k

i=1 b2iλ
2i−1. Both

of these terms can be written in terms of a hypergeometric function and vanish when a (defined

in (C.21)) is set to a = 2, which we do from here onwards. Expanding to higher orders in δ one

obtains more interesting expressions. For instance, for k = 1 one finds

Sk=1 =
[
4f2(x)− (x+ r(x)2)

]
δ2+

{
[4f3(x)− 2g2(x)r(x)] +

+
(−1)n

2

[
4f2(x)r(x)− 1

2
~2r′′(x)

]}
δ3 +O(δ4) .

(C.30)

For the functions {f2(x), g2(x)} we get algebraic equations that can be easily solved. This is not the

case for r(x), which instead must satisfy a differential equation, that is nothing more than Painleve II

lim
δ→0

1

δ3
Sk=1 = 0 ⇐⇒

[
r(x)3 − 1

2
~2r′′(x)

]
+ r(x)x = 0 . (C.31)

In the double scaling limit the string equation for the recursion coefficients Rn becomes an ordinary

differential equation for r(x). This also true for higher values of k. While the expansion up to

order δ2k gives a set of algebraic equations for {fi(x), gi(x)}, at order δ2k+1 one finds an ordinary

differential equation for r(x)

lim
δ→0

1

δ2k+1
Sk = 0 ⇐⇒ K2k + r(x)x = 0 , (C.32)

where K2k is a polynomial in r(x) and its derivatives. For the first few values of k it can be computed

explicitly and written as

K2 = r(x)3 − 1

2
~2r′′(x) ,

K4 = r(x)5 − 5

6
~2r(x)

(
r(x)2

)′′
+

1

6
~4r(4)(x) ,
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K6 = r(x)7 − 7

6
~2r(x)2

(
r(x)3

)′′ − 7

10
~4
[
5r′(x)2r′′(x) + 3r(x)r′′(x)2 + 4r(x)r′(x)r(3)(x) (C.33)

+r(x)2r(4)(x)
]
− 1

20
~6r(6)(x) ,

K2k = r(x)2k+1 − 1

6
(2k + 1)~2r(x)k−1

(
r(x)k

)′′
+ · · ·+ (−1)kk!(k − 1)!

2(2k − 1)!
~2kr(2k)(x) ,

where we have conveniently fixed c2k in (C.26) to c2k = (1, 3/8, 1/8, 5/128) so that the leading term

in K2k is given by r(x)2k+1. For arbitrary k one finds the differential polynomials can be computed

from the following recursion relation

K2k =
2k

2k − 1

[
r(x)

∫ x

dx̄ r(x̄)K ′2(k−1)[r(x̄)]− ~2

4
K ′′2(k−1)

]
. (C.34)

For an explicit derivation of the general k case, see [54]. This is the Painleve II hierarchy of ordinary

differential equations, related to the modified Korteweg–de Vries (mKdV) integrable hierarchy. The

boundary conditions for r(x) obtained from the matrix model are given by

Boundary conditions : lim
x→−∞

r(x) = (−x)1/2k lim
x→+∞

r(x) = 0 , (C.35)

which can be obtained from solving (C.32) in the ~→ 0 limit.

Multiple critical models: Given a critical model k, one can perturb it using the other critical

models with i < k. To do so, one needs to take a superposition of their respective critical poten-

tials (C.21) in the following way

V (λ; γ) =
1

γ

[
V2k(λ) +

k−1∑
i=1

c2k

c2i
t2iδ

2(k−i)V2i(λ)

]
. (C.36)

The perturbation away from the k critical model is controlled by the parameters {t2i}k−1
i=1 . We have

conveniently chosen extra factors of δ to get a well defined result in the double scaling limit. To

accommodate for t2i 6= 0, the ansatz for γ and n is slightly modified compared to (C.26) and (C.27),

see table 1 where we summarize the scaling of all quantities. Taking the double scaling limit of the

string equation Sk (C.22) the same way as before, we find

lim
δ→0

1

δ2k+1
Sk = 0 ⇐⇒ K2k +

k−1∑
i=1

t2iK2i + r(x)x = 0 . (C.37)

The string equation now gets contributions from the differential polynomials K2i with i ≤ k. Formally

taking k → +∞ we find

String equation :
∞∑
k=1

t2kK2k + r(x)x = 0 , (C.38)

where after taking the limit we have relabeled i → k. This is the most general string equation

obtained from the critical potentials with an interior and stable critical point. A particular model is

specified by fixing the value of the coefficients t2k that control the inclusion of each critical model.

To make contact with JT supergravity these shall be fixed to particular values.
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Matrix model Scaling parameter Double scaling limit δ → 0

N ~
1

N
=

1

2
~c2kδ

2k+1

γ µ γ = 1 +
k−1∑
i=1

c2k

c2i
t2iδ

2(k−i) + c2kµδ
2k

n x
nγ

N
= 1 +

k−1∑
i=1

c2k

c2i
t2iδ

2(k−i) + c2kxδ
2k

Rn r(x) Rn = 1− (−1)nr(x)δ +

2k+1∑
i=2

[fi(x) + (−1)ngi(x)] δi

λ q λ = qδ

ψ2n(λ) Ψ+(x, q) ψ2n(λ) = (−1)n
√

~/2Ψ+(x, q)

ψ2n+1(λ) Ψ−(x, q) ψ2n+1(λ) = (−1)n
√
~/2Ψ−(x+ ~γδ/2, q)

Table 1: Ansatz for the different parameters in the Hermitian matrix model involving the double

scaling of a critical model with potential V2k(λ) (C.21) perturbed by other critical models with i < k

(see (C.36) for the full potential). The perturbation away from the k model is parametrized by the

coefficients {t2i}k−1i=1 . The double scaling limit δ → 0 of the string equation Sk (C.37) can be worked

out using the first four rows of this table. The normalization coefficient c2k is fixed so that when

double scaling a single critical model we have K2k = r(x)2k+1 +O(~2). For the first few values we have

c2k = (1, 3/8, 1/8, 5/128).

C.2.2 Computing expectation values

Let us now explain how to compute the expectation value of observables in the double scaling limit.

To start, we ‘zoom in’ the region λ ∼ 0 by rescaling λ = qδ. For the L2(R) functions ψn(λ) one

must distinguish between even and odd n [53, 54, 82, 83], so that one ends up with two independent

functions Ψ±(x, q), given in the last row of table 1

ψn(λ) −−−−−−−−→
double scaling

Ψs(x, q) , s = ± . (C.39)

The countable set ψn(λ) are replaced by the uncountable Ψs(x, q) with x ∈ R together with an extra

spin degree of freedom. The orthonormality condition (C.4) becomes30

〈s, x|x̄, s̄〉 =

∫ +∞

−∞
dqΨs(x, q)Ψs̄(x̄, q) = δ(x− x̄)δs,s̄ . (C.41)

30The Dirac delta arises from

δn,m =
1

2π

∫ π

−π
dφ ei(n−m)φ =

1

2π

∫ π

−π
dφ ei(x−y)

2φ
~δ = (~δ)δ(x− y) , (C.40)

where in the last step we have changed the integration variable to 2φ/~δ and used the usual integral representation of

the Dirac delta.
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In the double scaling limit, the action of λ in (C.5) is given by

qΨs(x, q) =
(
−s~∂x + r(x)

)
Ψ−s(x, q) . (C.42)

Multiplying with q once again, we obtain a very useful eigenvalue problem for the functions Ψs(x, q)

HsΨs(x, q) = q2Ψs(x, q) , Hs = −(~∂x)2 +
[
r(x)2 − s~r′(x)

]
. (C.43)

After solving the string equation (C.38) for r(x) one can construct the differential operator Hs and

obtain Ψs(x, q) from its eigenvectors. All observables are then determined from the matrix model

kernel (C.15), which in the double scaling limit becomes

K(q, q̄) =
∑
s=±

∫ µ

−∞
dxΨs(x, q)Ψs(x, q̄) = ~2

∑
s=±

Ψs(x, q)
↔
∂xΨs(x, q̄)

q2 − q̄2

∣∣∣∣
x=µ

, (C.44)

where
↔
∂x =

→
∂x −

←
∂x. In the second equality we have integrated by parts using (C.43) to reduce the

integral to a boundary term. This last relation is called the Christoffel-Darboux formula. In terms

of this double scaled kernel, the expressions in (C.16) become

〈TrF (Q)〉 =

∫ +∞

−∞
dqK(q, q)F (qδ) ,

〈TrF1(Q)TrF2(Q)〉c =

∫ +∞

−∞
dq dq̄ [δ(q − q̄)−K(q, q̄)]K(q, q̄)F1(qδ)F2(q̄δ) .

(C.45)

Note there are still factor of δ on the functions Fi on the right-hand side. This means that the

observables that are meaningful in the double scaling limit must be constructed from the rescaled

matrix Q/δ. For notation simplicity, we shall keep this extra factor of δ implicit in the computations

in the main text.

C.3 Double scaling of complex matrices

Let us now turn our attention to the double scaling of a random matrix model built from complex ma-

trices, first analyzed in [50, 51]. Since the eigenvalues of MM † are positive, the minimum eigenvalue

is at zero λmin = 0. Critical models are defined the same way as before (C.19), with the differ-

ence that the expectation value of the eigenvalue density ρ−0 (λ) (2.55) is given by (2.57) with σ(λ)

an odd (instead of even) polynomial with simple roots. A family of critical models characterized

by ρ−0 (λ) ∼ λk−1/2 can be constructed from

ρ−0 (λ) =
bk
2π

(
λ

a

)k√a− λ
λ
× 1[0,a] , (C.46)

where bk defined in (C.20). The potential needed to generate this spectral density can be easily

worked out by requiring the resolvent W−0 (z) in (2.56) behaves like W−0 (z) = 1/z +O(1/z2), which

gives

V ′k(λ) = bk

k∑
n=0

(
1/2

k − n

)
(−1)k−n

(
λ

a

)n
. (C.47)

The double scaling limit (C.17) is realized by taking N large while appropriately approaching Vk(λ).
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Figure 20: Spectral density ρ−0 (λ; γ) associated to the critical potential (C.47) with k = 1 (dashed

curve). As γ goes to one we approach criticality and there is a phase transition between a hard-edge

ρ−0 ∼ 1/
√
λ and soft-edge ρ−0 ∼

√
λ behavior at λ = 0.

C.3.1 String equation

The string equations (C.7) for this matrix model are more complicated for two reasons: the critical

potentials (C.47) are not even (meaning Sn 6= 0) and λmin 6= −∞, so that we must consider the

boundary terms in (C.47). One can get rid of the latter complication by combining the two strings

equations and using (C.5). A simple calculation shows the following equations are equivalent

A = (Sn − λmin) 〈n|V ′(λ)|n〉+
√
Rn 〈n|V ′(λ)|n− 1〉+

√
Rn+1 〈n+ 1|V ′(λ)|n〉 − 2n+ 1

N
= 0 ,

B = Rn 〈n|V ′(λ)|n〉 〈n− 1|V ′(λ)|n− 1〉 −
[√

Rn 〈n|V ′(λ)|n− 1〉 − n

N

]2
= 0 ,

(C.48)

which have the advantage of being independent of ψn(λmin).

Single critical model: Introduce the parameter γ and consider the potential V (λ; γ) = 1
γVk(λ),

so that when γ → 1 the system is critical. It is instructive to compute the large N eigenvalue density

for general γ and k = 1, which gives

ρ−0 (λ; γ) =
4(2/a)2

2πγ
×


(
λ+

c2
0 − a

2

)√
c2

0 − λ
λ

, γ ≥ 1 ,√
(c2

+ − λ)(λ− c2
−) , γ ≤ 1 ,

(C.49)

where c0 and c± are defined in (C.25). Similarly as before, we observe a phase transition at γ = 1

between a hard-edge ρ−0 ∼ 1/
√
λ and soft-edge ρ−0 ∼

√
λ behavior near λ = 0, see figure 20.

To take the double scaling we write an ansatz for the parameters (N, γ, n) in terms of (~, µ, x)

that is completely analogous to (C.26) and (C.27)

1

N
=
√

2~ckδ2k+1 , γ = 1 + ckµδ
2k ,

nγ

N
= 1 + ckxδ

2k . (C.50)

For each k the factor ck is fixed for normalization convenience of the string equation. For the recursion

coefficients (Rn, Sn) we consider the following scaling ansatz [50, 51]

Rn = 1− u(x)δ2 +

2k+4∑
i=0

gi(x)δ2+i , Sn = 2 + u(x)δ2 +

2k+4∑
i=0

gi(x)δ2+i . (C.51)
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Comparing with (C.28) note the factors of (−1)n are not required for the matrix model quantities to

have a smooth limit. Replacing into the string equations (C.48) and expanding to linear order in δ

one finds the parameter a in the critical potentials (C.47) must be fixed to a = 4.31 Expanding Ak
in (C.48) to higher orders one obtains a set of algebraic equations that can be used to solve for gi(x)

lim
δ→0

1

δ4k+2
Ak = 0 =⇒ gi(x) = Gi[u(x)] , i = 0, 1, . . . , 4k + 2 . (C.52)

where Gi[u(x)] is a functional of u(x) and its derivatives. As an example, for k = 1 one finds

g0(x) =
1

2
c1x , g1(x) =

1

8

√
2~(c1 + 2u′(x)) , g2(x) =

1

16

[
2~2u′′(x)− (c1x+ 2u(x))2

]
. (C.53)

With these choices for gi(x) one expands the Bk string equation (C.48) in a power series in δ and

finds it is automatically satisfied up to order δ4k+1. Going one order beyond that, one does not find

an algebraic equation but an ordinary differential equation entirely given by u(x)

lim
δ→0

1

δ4k+2
Bk = 0 =⇒ u(x)R2 − ~2

2
RR′′ + ~2

4

(
R′
)2

= 0 , (C.54)

where primes are derivatives with respect to x and for each critical potential R = Rk[u(x)] + x,

with Rk[u(x)] the Gelfand-Dikii polynomials [61]. These are functionals of u(x) and its derivatives

determined by the following recursion relation

Rk+1 =
k + 1

2k + 1

[∫ x

dx̄ u(x̄)R′k[u(x̄)] + u(x)Rk −
~2

2
R′′k

]
, (C.55)

with R0 = 1. Their ~ expansion has the following general structure

Rk[u] = u(x)k− ~2

12
k
[(
u(x)k−1

)′′
+ (k − 1)u(x)k−2u′′(x)

]
+· · ·+ 2(−1)k+1k!2

(2k)!
(~∂x)2k−2u(x) . (C.56)

We have explicitly computed and checked (C.54) for k ≤ 4, as first done in [50, 51]. Using the

method of [84], a derivation for general k is sketched in [85] (see also section 5 of [51]). The boundary

conditions for u(x) are again implied by the large N behavior of the model and given by

Boundary conditions : lim
x→−∞

u(x) = (−x)1/k lim
x→+∞

u(x) = 0 . (C.57)

These are most easily obtained by analyzing the leading ~→ 0 behavior of the string equation (C.54).

Multiple critical models: Given a critical model k one can perturb it using the other critical

models with i < k by taking the following potential

V (λ; γ) =
1

γ

[
Vk(λ) +

k−1∑
i=1

ck
ci
tiδ

2(k−i)Vi(λ)

]
. (C.58)

31By modifying the constant terms in (C.51) it is possible to take other values for a.
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Matrix model Scaling parameter Double scaling limit δ → 0

N ~
1

N
=
√

2~ckδ2k+1

γ µ γ = 1 +
k−1∑
i=1

ck
ci
tiδ

2(k−i) + ckµδ
2k

n x
nγ

N
= 1 +

k−1∑
i=1

ck
ci
tiδ

2(k−i) + ckxδ
2k

Rn r(x) Rn = 1− u(x)δ2 +

2k+4∑
i=0

gi(x)δ2+i

Sn u(x) Sn = 2 + u(x)δ2 +

2k+4∑
i=0

gi(x)δ2+i

λ E λ = 2Eδ2

ψn(λ) f(x,E) ψn(λ) = (−1)n
(
~/
√

2δ
)1/2

Ψ(x,E)

Table 2: Ansatz for the different parameters in the complex matrix model involving the double

scaling of a critical model with potential Vk(λ) (C.47) perturbed by other critical models with i < k

(see (C.58) for the full potential). The perturbation away from the k model is parametrized by the

coefficients {ti}k−1i=1 . The double scaling limit δ → 0 of the string equations (C.48) can be worked out

using the first four rows of this table. The normalization coefficient ck is fixed so that when double

scaling a single critical model the Gelfand-Dikii polynomials are normalized as in (C.56). For the first

few values we have ck = (2, 3/2, 1, 5/8).

The perturbation away from the k model is controlled by the coefficients {ti}k−1
i=1 , with the extra

factors of δ included to have a sensible limit as δ → 0. The ansatz for n and γ is slightly modified

with respect to (C.50), see table 2 where we summarize the scaling of all quantities. Taking the

double scaling limit of (C.48) the string equation becomes the same differential equation (C.54) with

the difference that R is now given by R =
∑k

i=1 tiRi[u] + x. The most general model is obtained by

formally taking the limit k → +∞, so that we find

R =

∞∑
k=1

tkRk[u] + x , (C.59)

where we have relabeled i→ k after taking the limit. A given model is obtained by taking particular

values for the parameters tk.

C.3.2 Computing expectation values

To compute the expectation value of observables in the double scaled model we have to ‘zoom in’

to λ ∼ 0 and take an appropriate scaling limit of the orthonormal functions ψn(λ), see the lower rows
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of table 2. A difference with respect to the Hermitian model is that in this case there is no need to

distinguish between even and odd n with two distinct functions Ψs=± (compare with table 1) but

we instead have

ψn(λ) −−−−−−−−→
double scaling

Ψ(x,E) . (C.60)

The precise scaling of λ and ψn(λ) are given in table 2, where the normalization is chosen appropri-

ately so that taking δ → 0 of (C.4) and (C.5) we have

〈x|y〉 =

∫ +∞

0
dEΨ(x,E)Ψ(y,E) = δ(x− y) , (C.61)

as well as

HΨ(x,E) = EΨ(x,E) , H ≡ −(~∂x)2 + u(x) . (C.62)

The differential operator H has a completely analogous structure to that of Hs in (C.43). Solving

for u(x) from the string equation (C.54) with (C.59), one can construct H and obtain Ψ(x,E) from

its eigenfunctions. The double scaling of the matrix model kernel (C.15) becomes

K(E, Ē) =

∫ µ

−∞
dxΨ(x,E)Ψ(x, Ē) = ~2 Ψ(x,E)

↔
∂xΨ(x, Ē)

E − Ē

∣∣∣∣
x=µ

, (C.63)

where
↔
∂x =

→
∂x −

←
∂x. In the second equality we have integrated by parts using (C.62) to reduce the

integral to a boundary term, called the Christoffel-Darboux formula. In terms of the double scaled

kernel the expectation value of arbitrary single and double-trace observables (C.16) are given by

〈TrF (MM †)〉 =

∫ +∞

0
dEK(E,E)F (2Eδ2) ,

〈TrF1(MM †)TrF2(MM †)〉c =

∫ +∞

0
dE dĒ

[
δ(E − Ē)−K(E, Ē)

]
K(E, Ē)F1(2Eδ2)F2(2Ēδ2) .

(C.64)

Similarly as before, observables in the double scaling limit are functions of the rescaled matrix

M →
√

2Mδ. In the main text we leave this rescaling implicit for notation convenience.

D Including unorientable surfaces

The inclusion of unorientable surfaces in N = 1 JT supergravity was first introduced and methodi-

cally studied in [19]. As explained in that work, there are eight theories one can define, corresponding

to inserting a factor of e−iπN
′η/2 in the path integral, where N ′ is an integer mod 8 and η the η-

invariant of Atiyah-Patodi-Singer [86]. As shown in [19], only the N ′ = 2, 6 theories have finite and

well defined partition functions. From now on, we restrict to these values of N ′.
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Undeformed theories: Let us start by briefly reviewing the N = 1 JT supergravity theories

including unorientable surface but no conical defects. The computation of the Euclidean partition

function proceeds similarly as in the orientable case, with the decomposition of surfaces shown in

figure 3. The fixed genus contributions are analogous to (2.13) and given by

ZN
′

SJT,1/2(β) =

∫ ∞
0

dbZTrumpet(β, b)V
N ′

1/2,1(b) ,

ZN
′

SJT,g(β1, . . . , βn) = 2n−1

[
n∏
i=1

∫ ∞
0

dbi bi ZTrumpet(βi, bi)

]
V N ′
g,n (b1, . . . , bn) ,

(D.1)

where ZTrumpet(β, b) is given in (2.11) and g ∈ N/2. Note the different integration measure for

the g = 1/2 case as well as the additional factor of 2n−1. Similarly as before, we make the formal

definition V N ′
0,2 (b1, b2) = 2δ(b1−b2)/b1 and for (g, n) = (0, 1) we have the disk partition function (2.7)

instead. For the same reason as for the orientable case, the genus zero volumes with more than

two boundaries vanish V N ′
g=0,n(b1, . . . , bn) = 0, see (2.14). The special (g, n) = (1/2, 1) case has been

explicitly computed in [19] and gives

V N ′

1/2,1(b) =
N ′ − 4

2
, N ′ = 2, 6 . (D.2)

Apart from these results, the remaining supervolumes have not been computed so far. However,

building on some results from random matrix models, [19] conjectured the vanishing of all the

remaining supervolumes

V N ′
g,n (b1, . . . , bn) = 0 , N ′ = 2, 6 . (D.3)

This provides an extremely simple expressions for the partition function to all orders in perturbation

theory. Apart from the g = 1/2 contribution coming from (D.2), this is analogous to the situation

encountered for the Type 0B JT supergravity in (2.15).

As shown in [19], there is a random matrix model which matches the results from this topological

expansion to all orders in perturbation theory. The matrix model is most easily described in terms

of an arbitrary complex matrix M , such that the expectation value of an arbitrary observable O is

defined as

〈O〉 =
1

Z

∫
dM O det(MM †)Γe−N TrV (MM†) , (D.4)

where Γ is related to N ′ according to Γ = (N ′ − 4)/4. The spectral curve which defines the model

is obtained from the leading eigenvalue spectral density, that is fixed to

ρ0(E) =
cosh(2π

√
E)

2π
√
E

. (D.5)

By analyzing the loop equations of this model, the following matching was shown in section 5.3.3

of [19]

ZN
′

SJT(β1, . . . , βn) ' 〈ZN ′MM(β1) . . . ZN
′

MM(βn)〉 , ZN
′

MM(β) = 2
√

2 Tr e−βMM† , (D.6)

where ' means the equality holds to all orders in perturbation theory. Note the different prefactor

in the matrix operator ZN
′

MM(β) when compared to (2.33). Non-perturbative aspects of this matrix

model were first explored in [20] using the method of orthogonal polynomials.
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Including conical defects: Contributions to the path integral coming from conical defects are

included the same way as before (2.17), by summing over arbitrary k-number of defects. By restricting

ourselves to sharp defects α ∈ (0, 1/2), each term ZN
′

g,k(β1, . . . , βn;α) is written as (2.18). To proceed,

we need to assume the analytic continuation (2.24) that allows us to relate the supervolumes with and

without defects. Given that the unorientable volumes V N ′
g,n (b1, . . . , bn) are not as well understood, it

is not entirely clear whether this analytic continuation still makes sense and yields the desired result.

That being said, if one assumes the defects are properly accounted in this way, one gets a result

analogous to the Type 0B case with defects (2.29)32

ZN
′
(β) ' eS0

√
2

πβ

[
eπ

2/β + ξeπ
2α2/β

]
+
N ′ − 4

2
√

2
,

ZN
′
(β1, β2) ' 8

2π

√
β1β2

β1 + β2
,

ZN
′
(β1, . . . , βn) ' 0 .

(D.7)

The leading spectral density of the supergravity theory %0(E) obtained from the inverse Laplace

transform of ZN
′
(β) gives

%0(E) =

√
2 cosh(2π

√
E)

π
√
E

+ ξ

√
2 cosh(2πα

√
E)

π
√
E

, (D.8)

which for ξ = 0 agrees with the undeformed matrix model result (D.5) after taking into account the

factor of 2
√

2 in (D.6). Same as in the orientable case, the supergravity calculation breaks down

when ξ < −1 and %0(E) becomes negative. The constant term in the first line of (D.7) contributes

to the spectral density with a subleading (order one) Dirac delta at E = 0

On the other hand, the random matrix model is well defined for arbitrary values of ξ. Using the

method of orthogonal polynomials, the leading eigenvalue spectral density ρ0(E) is given by (3.40),

which is explicitly non-negative. To match with the supergravity spectral density in (D.8) one finds

the parameters (µ, tk) (which entirely define the double scaled model) are given by

(µ, tk) =

(
1 + ξ,

π2k

k!2
(1 + ξα2k)

)
. (D.9)

This are the same values obtained for the Type 0B theory (3.11) and the Type 0A (3.42) up to an

overall factor of
√

2. The method of orthogonal polynomials applied to (D.4) yields exactly the same

results as for the Type 0A case, summarized at the beginning of section 3.2. The only difference is

that the string equation (3.32) gets an additional contribution from Γ, as given in (4.8). Using the

methods described in this work, it is straightforward to compute the observables of this model for

arbitrary values of ξ ∈ R, obtaining a phase diagram analogous to the one sketched in figure 2.

32Compared to (2.18), these expressions are obtained after rescaling ξ → 2ξ, same as previously done in (2.29).
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