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Abstract

A numerical method using discontinuous polynomial approximations is formulated for solving a phase-field model of two
immiscible fluids with a soluble surfactant. The proposed scheme is shown to decay the total free Helmholtz energy at
the discrete level, which is consistent with the continuous model dynamics. The scheme recovers the Langmuir adsorption
isotherms at equilibrium. Simulations of spinodal decomposition, flow through a cylinder and flow through a sequence of
pore throats show the dynamics of the flow with and without surfactant. Finally the numerical method is used to simulate
fluid flows in the pore space of Berea sandstone obtained by micro-CT imaging.

Keywords Cahn-Hilliard equation - Soluble surfactant - Diffuse-interface - Discontinuous Galerkin - Porous media -

Adsorption isotherm

1 Introduction

Surfactants, or surface active agents, play a crucial rule
in various industrial and biochemical processes. These
include the use of detergent to remove greasy stains [1],
emulsification agents used to increase the shelf life of food
[2], surfactant-flooding for efficient recovery of oil from
reservoirs [3] and pulmonary surfactants that prevent lung
collapse [4]. Surfactant molecules adhere to the interface
of two phases (liquid-liquid, liquid-gas or liquid-solid) and
lower the interfacial surface tension, thereby increasing
the miscibility of the two components. Since surfactants
can significantly alter the dynamics of binary mixtures, it
becomes necessary develop suitable mathematical models
to capture their interaction.
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There are primarily two family of methods used to model
interfacial dynamics of a multiphase system in the presence
of a surfactant. The first corresponds to the sharp-interface
methods (see [5] and references within), where the interface
is considered to be infinitesimally thin. The interface can be
tracked explicitly using boundary integral methods [6-8],
front-tracking methods [9-11], or implicitly via level-sets
[12], volume of fluid [13, 14] or arbitrary Langrangain-
Eulerian methods [15]. A suitable partial differential equa-
tion is formulated to describe the evolution of the surfactant
at the interface. In order to simulate soluble surfactants and
enable mass transfer across the interface, external source
terms and boundary conditions need to be introduced, which
need not arise naturally from the model itself.

The second class of methods are the diffusive-interface mod-
els based on thermodynamics and density gradient theory [16].
The interface is considered to have a width which describes
the zone of phase-transition and which typically scales
as the measure of spatial discretization. These methods
require the specification of a suitable free-energy functional
which captures the key dynamics in the bulk phase and
the interface. A big appeal of diffusive-interface methods
over the sharp-interface methods is that the entire system
of equations describing the evolution of the various mixture
components and other quantities of interest can be derived
from a single energy functional, thus leading to a consistent
thermodynamical model formulation. Several free energy
formulations have been proposed [5, 17-27], each having
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their own advantage. A few of these choices are motivated
by the faithful recovery adsorption isotherms [19, 22-24].
There has also been an active interest in developing energy
stable numerical methods which ensure the consistent decay
of total energy [25-29]. In order to handle the high computa-
tional costs associated with complex reservoir simulations,
the last two decades have witnessed the development of
deep-learning based strategies to accelerate the prediction
of mixture composition and thermodynamic properties at
equilibrium (see [30, 31] and references within).

In a recent series of works [32-34], a diffusive-interface
framework was considered for an immiscible two-phase
flows at the pore-scale in rock samples. The location of
the two-phases in the pore space of the rock is expressed
in terms of an auxiliary phase-field acting as an order
parameter [35]. Capillary forces and viscous forces drive
the displacement of the two phases through the network
of connected pores and pore throats. The system is
mathematically modeled by the Cahn-Hilliard equations
coupled with the incompressible Navier-Stokes equations.
An interior penalty discontinuous Galerkin (IPDG) scheme
was proposed to solve the system, while a temporal
semi-implicit convex-concave splitting ensured the scheme
to be unconditionally energy stable [32]. The coupled
Cahn-Hilliard-Navier-Stokes problem has received much
attention recently and several numerical methods have been
employed to solve this problem, namely finite element
methods and mixed element methods in [36-38], finite
volume methods [39] and discontinuous Galerkin methods
[34, 40].

In the present work, we consider a system with three-
components: two components form two immiscible phases
and the third component is the surfactant that is miscible in
both phases. The mathematical model is based on the free-
energy functional proposed in [24], which leads to equations
that are more complex than the Cahn-Hilliard equations
for a two-phase system. The three-component system is
advected by a given velocity field that has been obtained by
solving the incompressible Navier-Stokes equations in the
pore space. The primary objectives of this work are:

— Construct an IPDG scheme for the advective three-
component system that is energy dissipative.

— Demonstrate the capability of the scheme to recover
adsorption isotherms, while emulating key surfactant
dynamics.

— Effectively simulate the flow in porous structures,
including a digital rock obtained by 3D imaging of
micro-CT slices of the real rock samples.

The rest of the paper is organized as follows. Section 2
describes the mathematical model and formulates the
non-dimensional system of partial differential equations
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describing the flow. In Section 3, the spatial and temporal
discretization is discussed, along with a proof for the decay
of total energy at the discrete level. Several numerical results
are presented in Section 4 to demonstrate the performance
of the scheme, followed by concluding remarks in the last
section.

2 Mathematical model

A number of models are available in literature [5, 14, 17, 20,
22-24, 27] to describe the propagation of an incompressible
binary mixture in the presence of a surfactant. Each model
is endowed with its own set of advantages in capturing
realistic flow behaviour and ensuring stable numerical
computations. In this work, we choose the diffuse-interface
model proposed in [24] to balance the model complexity
while ensuring a faithful representation of the underlying
physics.

2.1 Governing equations

Let 2 C R3 be an open bounded polyhedral domain and
let (0, T) denote the time interval with 7 € RT. We use
the notation 27 := £ x (0, T) to donate the combined
space-time domain. We denote by ¢ : 27 +— [—1, 1] the
order parameter, which is the difference between mass (or
volume) fractions of the two components of the mixture.
The order parameter takes the values -1 or 1 to indicate
either of the bulk phases, and takes values in the range (-
1,1) within the diffuse interface. Let us denote the surfactant
volume fraction by s : 27 +— [0, 1]. The Helmholtz free
energy of the system (see [24] and references therein) can
be expressed as

Fle,s) = / (Fet Fo+ Fo). )
22
K 2
Fe = proo(e) + 7| Vel, (1a)
Fy = BoW(s), (1b)
Fyo = —B3s®(c) + Pasc?, (lc)

where «, B1, B2, B3, P4 are non-negative constants. In the
above equations, F, is the energy functional for the two
immiscible bulk phases, F; is the energy associated with the
local surfactant concentration, and Fj . is the contribution to
the energy from the interaction between the surfactant and
the two phases. The term (—s@®(c)) is the energy potential
accounting for the adsorption of the surfactant at the
interfacial boundary, and the term sc? penalizes the amount
of free surfactant in the bulk phases. For the remainder
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of this paper, we choose @(c) to be the Ginzburg-Landau
double well potential

1 2\2
cp(c)z—(1—c) , )
4
and ¥ to be the entropic part of the Flory-Huggins potential
U(s) = slog(s) + (1 —s)log(l —s) +1log(2), 3)

where the last constant term is added to ensure ¥ is non-
negative. Since ¥ is ill-defined as s approaches O or 1, we
implement the following regularized version of the potential

slog(s) + (1 —s) log(1 —s)

+log(2) ifs ele,1—¢€],
] slog(s) + % (1 —5)% + (1 — ) log(e)
¥is) = —5 +1og(2) ifs >1—e¢, @
(1 —s)log(l —s) + %sz + s log(e)
—5 +10g(2) ifs <e,

with the threshold € = 107°.

The potential @ (s) can be decomposed into the sum of
a convex part @, and a concave part @_. Although this
splitting is not unique, we make the following choice in this

paper
@ (c) = 41_1 (1 n c4> . D_(c) = —%cz. (5)

Furthermore, ¥ (s) is a convex function whenever s €
[0, 11.

Remark I Three free-energy models were considered in
[24]. The choice (1) corresponds to “Model 3” with suitably
chosen values for ;.

Taking the functional/variational derivative of the Helmholtz
energy with respect to ¢ and s leads to the following expres-
sions of the chemical potentials

va /
e = — = B1P'(¢c) — kAc — B3sD'(¢c) + 2B4cs,
éc 6
8F ©)
8s

fhs 1= — = oW/ (s) — B3P (c) + Bac?.

Let v be a solenoidal velocity field. The order parameter
and surfactant satisfy the mass balance equations:

de—V-(MNVu)+V-(cv)=0 in27, (7

3s — V- (M;Vus) +V-(sv) =0 in 27, ®)

where M. and M; are non-negative mobilities. In order
to remove the dependence of the surfactant Cahn-
Hilliard model on physical units, we appropriately non-
dimensionalize the equations. We begin by listing the main
quantities and their units in Table 1. Let us denote the char-
acteristic length as x, the characteristic velocity as v, the
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Table 1 Quantities of model (9) and their units
Quantity Symbol Unit
Time t S
Length X m
Order parameter c —
Surfactant s —
Chemical potential ey s kg m~1 g2
Mobility M., M; m? skg~!
Coefficient (type 1) K kg ms2
Coefficient (type 2) B1, B2, B3, Pa kg m!s2

characteristic time as f = X/v, the characteristic chemical
potential as ;& = i, the characteristic mobility (for c) as
M, and the characteristic mobility (for s) as M,. We define
the Peclet (Pe., Pey) and Cahn (Cn) numbers:

i i k \'?
PCCZ—_, Pesz—_, Cn = (_2 ) .
BitM, Bit M X< B

The non-dimensional equations are (for simplicity, we
keep the same notation for the dimensionless quantities):

1
V- (MVue) +V-(cv) =0

0;c — in 27, (9a)

Pe.
1

Os = 5=V (M;Vi) + V- (50) =0 in&27,  (9D)

S
pe — @' (c) + Cn?Ac
+a3s®P'(c) — 2a4cs =0 in 27, (9¢)
ws —ooW'(s) +3@(c) —auc? =0  inQ2r,  (9d)

where M, is a dimensionless constant, M, is taken to be
the function My = max (0, s(1 —s)) and the remaining
non-dimensional coefficients are:

o =—, 2<i<4

Bi

The initial conditions for the system (9) are given by
A2 [-1,1]1and s° : 2 — [0, 1]. In order to
prescribe boundary conditions, let us partition the domain
boundary 8£2. We use the notation ™! to denote the part
of the domain boundary that corresponds to the fluid-solid
interface, where a no-slip boundary condition is assumed
for the velocity field, i.e., v = 0. If 02 = vl then
the system is said to be closed. In addition to this, 92 is
partitioned into the inflow and outflow boundaries

' ={xed :
Fout =90 \ (Fwall U Fln)

v-n <0},

@ Springer
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where n denotes the unit normal vector outward of the
domain. We consider the following boundary conditions

¢ =cpn, onlI™x(0,T), (10a)

s = sin, onI'™x(0,7), (10b)

Ve-n =0 on(IMure x(,7), (10c)
MNVu.-n=0 ondf2 x (0,7), (10d)
MVus-n =0 onadf2 x(0,7T), (10e)

where ¢ip : I'"x (0, T) — [—1, 1]and si : I'"x (0, T) —
[0, 11.

2.2 Energy decay and mass conservation

Assuming that v = 0 in Qr, ie., the system is non-
advective, the total Helmholtz energy (1) is non-increasing
in time. Indeed, using the system (9) with the boundary
conditions (10), we obtain

dF SF 8F 1
CO L T
dr o oc o 0s Pe. Jo
1
——f M| Visl? < 0.
Pes Jo

For closed systems, we can easily show that

[e=[e [s=[

This implies that the mass of the surfactant is conserved.
This also implies that the mass of the two components that
form the two immiscible phases is conserved.

Remark 2 We can also consider an extension to the model
(9), where a two-way coupling exists between the phase-
surfactant model and the underlying incompressible flow
equations. In other words, the dynamics of the order
parameter and the surfactant are also allowed to influence
the velocity field. One can prove mass conservation and
decay of the total energy, i.e., the sum of kinetic energy
and free energy, for this extended model with closed
(or periodic) boundary conditions [28]. However, the full
model is much more formidable to handle numerically,
especially when considering simulations through realistic
porous domains. In the present work, we choose to work
with the simplified model where we only consider the effect
of the velocity field on the order parameter and surfactant.

3 Discretization

In this section, we give details of the discrete spaces and
operators needed to formulate the discontinuous Galerkin
(DG) scheme for (9). We first describe the temporal
discretization by assuming continuity in space.

3.1 Temporal discretization

Let0 =1 < 11 < .. < ty; be a decomposition of (0, T)
into N7 subintervals, with 1, =, — #,_1 denoting the nth
step size. The velocity field v is given at each time step #,
and it is denoted by v". Then the semi-discrete (in time)
scheme reads as follows:

For each 1 < n < Ny, given (¢"~!, s"~1) find ¢", 5",
e, wy such that

"= 1 n n,n .
. 5V (M V) +V-(c"") =0 ing, (11a)
n C
s"— 5" 1 n—1 n n,n .
- —gV~(MS(s )V,u,s)—i—v'(s V") =0  ing, (11b)
n A
—ul + @ (") + . (cn_l) — Cn’Ac" — azs” (@; (c"_l) + o (c”))
Fays” (c"*‘ +c”) =0 ingQ, (11¢)
2
—ulh + ¥’ (s") — 3P (c"_l) + oy (c”_1> =0 in £2, (11d)

with the initial and boundary conditions

" =cn onI™, (12a)

s" = sin  on ™M, (12b)

Ve -n =0 on Yl y pout, (12¢)

M VU -n =0 on 92, (12d)

M, (s"_1> Vu'-on=0  ondf. (12¢)
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The semi-implicit time discretization considered above
is useful in constructing an energy decaying scheme (see
Section 3.4).

3.2 Spatial discretization

The spatial domain £2 is discretized using a family of con-
forming non-degenerate regular meshes 7, = { Ex}, where h
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denotes the maximum element diameter. We denote by I},
the set of interior faces. For each e € I}, shared by elements
Ey- and E;+, we define the unit normal vector n, oriented
from E- to Ep+ if k= <k™. Note that for e € 92, n, denotes
the outward unit normal to d§2. The average and jump of
any scalar quantity w across the face e is denoted by

1 1 :
SWIE,_ + 5w ife e I
fwp=1 2 1% T2 g, ! ,
wlg,_ ifee Ex-Nas2
[w] = w|Ek,—w|Ek+ Tfee]"h .
w|Ek, ifee Ex-Nos2

For any positive integer r, consider the broken Sobolev
space

H (Ty) = {v cI2(2): VE€T. v‘E c H’(E)} .

We define the following discrete forms for the various
differential operators in (9)

ax: H* (T x H* (Tp) x H* (Ty) > R,
ba : H* (T)? x L™ (Tp) x H* (Ty) — R,
ap : H* (Tp) x H* (Tp) — R,

: L (Tp) x H* (Th) x H* (Tp) — R,

: H? (Ty) x H* (Tp) = R,

A M
CZ'D’ rin

bp : H>(Tp) — R.

The forms used for the advection terms are expressed as

as(v;w, V) = — Z/wv v

E€Ty
+ 3 [ulwna b,
ecIjurout
ba(v,w; ) = — Z wo - 1Y,
ecin ¢

where the upwind term w’ for the scalar quantity w on the
face e is given by

w!

_ Jwlg- if{v}-n, >0,
eel, wlg,, if {v}-n, <0,

w!

_ w|Ek, ifv-n, >0,
etz |0 ifv-n, <O.

The forms corresponding to the diffusion terms are given by

ap(w,0) =) f Vw V9~ Z/ (IVw-n} [9])

E<Ty, eely,

—Z/ (V9 - n.} [w])

eely,

2y [wisl,

ecly

am,(z; w,¥) = /M(Z)Vw v

E€T,,

-¥ [

eely ¢

+Z/ (M) VO - ne} [w])

eely

24y [,

ecly,

{Ms(2)Vw - n.} [9])

ap pin(w, ) =— Y /(Vw-ne)z?

e€liy ¢

- Z/(W} ne)w + 2L

e€liy

-y /(w no) it 28 Y /Cmﬂ

ecliy ecliy

2y [

e€liy

bp (V) =

We point out that the form ap is a symmetric bilinear
form whereas the form a4, is non-symmetric. This choice
has been carefully made to produce a scheme that would be
energy dissipative according to Proposition 1.

3.3 Fully-discrete scheme

The spatial discretization of (9) is performed using IPDG.
We follow closely the formulation considered for the
advective pure Cahn-Hilliard system considered in [32].
Define IP; (E) to be set of all polynomials on E of degree at
most g and define the broken polynomial space

[ PgCED.

ExeTh

IP)q (7;1) =

Let v} denote the L? projection of v" into P, T3
Using (-,-) to denote the L2 inner-product on £2, we
consider the following fully-discrete scheme for the
temporal algorithm described in Section 3.1:

Given (cz_l, sZ_l) find ¢}, sj, pen”, psn”
such that for all ¢, € P, (T)

e P, (Th)

@ Springer
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M,
(ch. On) + T;’e “ap (1. On) + taaa (Vi . o) = (cz_l,z?h> + T ba (V) cins D) (13a)
C
(S;rql,l?h)"i';f:a/\/lj (SZ ,um,ﬁh>+rna,4 (vissp. 0n) = ( - z?h>+rnb,4 (v}, sins D), (13b)
s
= (itn- 00) + (@4 (h) . 9n) + Cn® (ap (¢} 94) + ap rin (c];. V) (13¢)
s (@) (ch7") + 0L (ch) s )+ (T Hhospon) = = (@1 (7). o) +CoPp@a),  (13d)

(e 9a) + o (W

(s)» 9n) =

( ( Z_l) ’ f"h) — o ((02_1>2 , 19h>. (13e)

We finish this section by recalling a trace inequality and
a property satisfied by the form ap that is used in the next
proposition on the total discrete energy.

Lemma 1 Let E be a triangle or rectangle in 2D, a
tetrahedron or a parallelepiped in 3D. Let v € P,(E),
z7 € IP’,; (E). Then there exists a constant C; depending only
on q and q such that for all e € OE

12V - Bell 2y < Cilel 2 IEIT 22Vl 2y, (14)

where |E| (resp. |e|) denotes the measure of E (resp. e).
We now recall positivity results for a4, and ap [41].

Lemma 2 Let O and zj, be in Py (Ty,) for integer g > 1.
We have

am,(@n; O, 0p) =0

Let Ny denotes the maximum number of neighbours an
element can have and assume that the penalty parameter op
is large enough, namely

> 4C2N,. (15)

Then we have

ap(@n, 0p) 20
3.4 Discrete energy stability

We now show that for the closed non-advective system,
the discrete free energy decays in a consistent manner
under the assumption that the numerical approximation of
the surfactant remains non-negative. While the maximum
principle cannot be obtained theoretically for the discontin-
uous Galerkin solution, the following proposition states an
important property for physical systems. Numerical results
in Section 4 show the decay of the numerical energy and
confirm the theoretical result.
The discrete total energy at time ¢,, is defined by

Proposition 1 Assume that v = 0 and assume that op
satisfies (15). Assume that the numerical approximation for
the surfactant is non-negative (s, > 0). Then the scheme
(13) ensures the decay of total free-energy:

Fr<FL VI<n < Ny A7)

Proof We choose ¥, = pul, in Eq. 13a, ¥, = uf, in
Eq. 13b, 9, = ¢ — CZ_I in Eq. 13d and 9, = s}, — 5, Vin
Eq. 13e. We add the resulting equations and obtaln

(Qﬁ_"_ () + o (CZ 1) ch—ch ]) —a3 (fD' (CZ 1)

£ () s (ch =i ™")) e (¥ (s7) sh — s

+Cn2ap (ch, ch—cp 1> — a3 ((P (CZ_I) Sy — Sy 1)

no(.n)2 n-1)2 n-1 ( n-1)?
+oy sh,(ch) —(ch ) +og sy —sy (ch )

T M T,
n 2 " Ll 1) <0, (18)

Pe;

== ap (u«ﬁh’ ﬂf-h)

a
Pe. Ms <

thanks to Lemma 2.
Using Taylor expansions, there exist &1, &, &3, &4 between
ey and cj and &s between s, and sy such that

() (= p7") = @4 () — @+ (17")

C2
b= (2(ch). 1)+ ap (ch ch) + a2 (¥ (57) 1)

a3 (@ (cf) s sp) e () 57).

@ Springer

(16)

+%q>1(gl) (ch—c; ‘)2, (19a)
o () (e —p7t) = o (ch) — @ (")
—%Q)Z(Ez) (CZ _ cg—l)z, (19b)
O (ch7) (ch—eh") = @ (ch) — @ ()
—%qﬁ(g)( — 1)2, (19¢)
o () (ch =) = - () — > (17"
+%¢Z(s4) (h—). o)
() (si—si ") = v i) - (s57)
+%w”(gs)( P 1)2. (19¢)
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Since @ is convex and @_ is concave, we have with
(19a) and (19b)

(@ () + o (") ch =)
= ((D (CZ) - (czfl) , 1)
(s (- )

(o))
> (o (ch) -2 (7). 1).

Similarly, with (19b), (19¢) and the assumption s, > O,
we have

—o (@ (1) + 9L () of (k=i 7))

> —a3 (®(c})

o(q) ).

and since ¥ is convex, with (19¢), we have

(¥ (5f)sf =) 22 (W (o) = v (571) 1),

The inequality (18) simplifies to:
(@ ()= (™) 1) = e (@ (cf) . 57)
- (QD <c’h1_l> ,sZ_l>) + o (lI/ (sp)—w (s;ll_l) , 1)

+Cn’%ap (1; Chy Ch — cZﬁl) + oy ((SZ, (cZ)z)

- <s;;—1, (c;—1)2>> <0,

Since the form ap(-,-) is symmetric and bilinear, we
have

1 1
—1 —1 —1
Eap (CZ, c,';) — zap (cZ . Ch ) <ap (cZ, ch—Cp ) .

This bound with the one above concludes the proof. [J

4 Numerical results

We demonstrate the performance of the proposed IPDG
scheme, by using it to solve a number of problems with
varying complexity. Piecewise linear approximation spaces
are used with the penalty parameters set as op = 2.0,
om = 2.0 and op, = 8.0. We use the tensor product of
one dimensional Legendre polynomials to form the basis in
each element. Following the strategy of [32], the implicit
system describing the scheme (13) is reduced using Schur
complement to a smaller system solving for ¢; and sj.
The reduced system is solved using a Newton’s method,
followed by a direct computation of u”, and u},. Unless

otherwise specified, we choose Cn = h, M, = 1 and a
uniform time-step 7, = r = 1073 in all experiments. In all
two and three-dimensional plots for the order parameter, the
phase corresponding to ¢ = 1 will be depicted in red, the
phase corresponding to ¢ = —1 will be depicted in blue, and
the diffuse-interface by a steep color-gradient.

4.1 Adsorption isotherm

We begin by testing the capability of the numerical scheme
to capture key physical properties of the underlying model
at equilibrium. In particular, we consider the equilibrium
adsorption isotherm which relates the surfactant concentra-
tion at the surface to the bulk surfactant concentration. The
choice of the free energy terms in (1) plays a crucial role in
designing schemes that can faithfully recover the isotherm
curves [19, 22-24].

We consider a one-dimensional planar interface problem
and use the subscript notations ‘¢° and ‘b’ to denote
quantities defined at the interface and the bulk, respectively.
We consider a dilute solution regime characterised by
a small bulk surfactant concentration, ie., sp < 1.
In order to carry out the analysis and obtain analytical
expressions of equilibrium solution, we assume that the
order parameter profile is independent of the surfactant
loading at equilibrium [19, 23]. Under these assumption, the
order parameter c at equilibrium is given by

¢(x) = tanh <x — x”) (20)
B V2Cn '

centered at x, = 0.5. Note that (20) is the steady-state
solution of (9) in the absence of a surfactant.

At equilibrium, the chemical potential attains a constant
value in the whole domain. Equating the chemical potential
for the surfactant j4 in the bulk to the value at any point x in
the domain, and using the fact that ¢, = £1, we can derive
the expression for the surfactant

Sh Sh
= % 9 21
S sp+ (1 =sp)sg(x)  sp+54(x) @D

where

s5q(x)=exp |:_ozi2 <a3<15(c(x)) + oy (1 — c(x)2)>i| . (22)

A detailed derivation of these expression can be found in
[24]. Evaluating (21) at the interface and noting that ¢; = 0,
we get

Sb Sb

s = I s
Cosp+ (L=sp)sgi Sh+Squ

1 /a3
Sq.i = €Xp _ot_z (Z +a4) .

The relation (23) is known as the Langmuir isotherm with
s4.,i being the Langmuir adsorption constant.

(23)
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We demonstrate that the DG scheme proposed in this
work is able to recover the Langmuir isotherm. We consider
the one-dimensional simulation on the domain £2 = (0, 1)
discretized using N,; = 80 elements. We set Pe, = 1,
Pe;, = 1, 3 = 1.0, 4 = 0.25 and Cn = 0.05 = 4h.
We consider three different isotherm curves by choosing
ar € {0.1,0.15,0.2} and 55, € [5 x 1073, 10~!]. The initial
condition for the order parameter is set using (20), while the
surfactant is prescribed by the shifted profile

Sb

= =0y

As shown in Fig. 1, the surfactant profile diffuses to
the interface at steady state and matches the equilibrium
analytical expression (21). We also plot the numerically
obtained values for s; versus s; in Fig. 2, which clearly
coincide with the analytical Langmuir isotherm curves
given by Eq. 23.

4.2 Spinodal-drop interaction

In order to better highlight the diffusive dynamics of
the order parameter in the presence of a surfactant, we
consider a two dimensional non-advective problem where ¢
is initialized as a random constant on each element Ej:

co(x, y)‘E =0.240.001lewg, i €rand([—1,1]), (24)
k

while the surfactant is initialized as a circular drop

1 Ty — ro)>
— 1 0.5 —0.3tanh ,
2 ( ( V/2Cn

re =/ (x =052 + (y = 05)2,

with rg = 0.15. The initial conditions are also shown in
Fig. 3. The boundary conditions are set by assuming the
system to be closed, i.e., 0§2 = 4 The domain (0, 1)2 is
discretized using 100 x 100 square elements. The remaining
parameters are set as Pe, = 100, Pe; = 100,00 = 1,03 = 1
and aq4 = 1.

sOCx, ) ]
(25)

100 4

1072 4

102 1071

Sp

1073

Fig. 2 Langmuir isotherms for o € {0.1,0.15,0.2}. The solid lines
depict the analytical expression (23), while the markers denote the
values obtain from the numerical approximations

The evolving dynamics of the order parameter are
depicted in Fig. 4 in the absence of any surfactant, i.e.,
s = 0, while Fig. 5 shows the evolution in the presence of
a surfactant. The mixture moves towards a state of lower
Helmbholtz free energy, which is achieved via two key
processes. Firstly, the contribution due to the interfacial
energy is minimized by lowering the length of the diffu-
sive interface. Thus, the smaller structures tend to coalesce
together to form larger globules, i.e., coarsening, thereby
reducing the total diffusive interface in the domain. Sec-
ondly, the free energy is reduced by forcing the surfactant
to move to the diffusive interface and lowering its concen-
tration in the bulk. This phenomena is depicted in Fig. 6. We
also note that the coalescence of the order parameter is more
isotropic in the absence of a surfactant, while the smaller
drops coalesce along concentric circles when a drop surfac-
tant is used. While it is expected that the order parameter
will finally merge to a single bubble in both cases (if the
simulation is run to steady state), the transient dynamics is
strongly influenced by the surfactant.

e 5,=0.0005 1071
s, =0.001

1071 ¢ 5,=0.005

1072

1073 1073 4

e 5,=0.0005 e 5,=0.0005
sp=0.001 sp=0.001
¢ 5,=0.005 ¢ 5,=0.005

1072

1072

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4
X

(a) g =0.1

(b) a2 =0.15

0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X X

(c) ag =0.2

Fig. 1 Equilibrium profiles for surfactant for varying values of a and s5. The solid lines depict the analytical expression (21), while the markers

show the numerical approximation
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Fig.3 Initial conditions for the
spinodal-drop problem: order
parameter (left figure) and
surfactant (right figure)

p— p— |
0.199 0.200 0.201 0.100 0.200 0.300 0.400
(a) Order-parameter (b) Surfactant

Fig.4 Evolution of the order
parameter in the spinodal-drop
problem in the absence of a
surfactant

Fig.5 Evolution of the order
parameter in the spinodal-drop
problem in the presence of a
surfactant

f— — f— —
0.050 0.180  0.300 0.050 0.180  0.300
(a) t =0.5 (b)t=1

Fig.6 Evolution of the surfactant in the spinodal-drop problem
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In a closed system, the total amount of each of the
three components is expected to be conserved. For the
two components that form two immiscible phases, a
simple algebraic argument with the definition of the order
parameter shows that conservation of each of the component
is obtained by having the average quantity |, o € constant.
For the surfactant, this also means that f o § is constant.
This is also observed numerically, as shown in Fig. 7. We
also show the decay of discrete free energy in Fig. 8. In the
absence of surfactant, the free energy is only governed by
F, (see Eq. 1). We observe that the decay of free energy is
slowed down in the presence of a surfactant, which is more
evident for t < 10. Upon further investigation, we found
that this decay can be attributed to an increased energy
contribution from the interaction between the surfactant and
the two phases, i.e., the Fy . term, as shown in Fig. 8b. While
we can theoretically expect that the total free energy decays,
there is no guarantee that the individual contributors will
decay in time.

4.3 Flow through a cylinder

We now consider the system dynamics in the presence of an
underlying velocity field. The domain is the cylinder

{(x,y,2) : \/(x — 0524 (y—0.5)2 <0.25, z € (0, 1)},

which is discretized using cubic elements with edge length
equal to 0.01. Inflow and outflow boundary conditions are
imposed at z = 0 and z = 1 respectively. The initial profile
of the order parameter is given by ¢%(x, y, z) = tanh((0.2 —
2)/ «/ECn)) and the entire domain is initially filled with
surfactant of concentration s = 0.01. The various
parameters are set as Pe, = 100, Pe; = 100 and oy = 1.
To study the effects of the interfacial adsorption (controlled
by «3) and free surfactant penalization (controlled by «y),

0.2100
—— without surfactant
with surfactant

0.2075 A
0.2050 A
0.2025 A

0.2000 === m - s m s m e

mean C

0.1975 A

0.1950 A

0.1925 A

0.1900 T T T T
0 10 20 30 40 50

t
(a) Mean ¢

we choose a3 € {0.5, 1} and a4 € {0.5, 1}. The simulation
is run till time + = 0.7. The velocity field is taken to be
the steady state Poiseuille flow, which is depicted along a
vertical cross-section through the cylinder axis in Fig. 9a.

The evolution of the order parameter is indistinguishable
for the various parameter combinations considered in this
experiment, with the final profile shown in Fig. 9b. Note
that the initial planar interface develops into a protruded
interface due to the underlying velocity field. The extent
of the protrusion can vary depending on the choice of
Pe., as has been observed in [34]. The final surfactant
profiles for various combinations of o3 and a4 are shown
in Fig. 10. We observe that increasing o4 forces a larger
amount of surfactant to move to the interface, as compared
to increasing «3. This can be seen more clearly in Fig. 11
where we plot of the surfactant concentration along the
cylinder axis at final time.

4.4 Flow of a droplet through a sinusoidal pipe
This experiment is designed to demonstrate the benefit of

introducing a surfactant into a two-phase flow. We consider
a sinusoidal pore space described by

(53,2 11/ (0 =052 + (2 — 0.5 < r(x), x € (0, D},

where

Tpipe — T throa — Tpipe +'thro
( pipe 5 throat) cos 8(5)(’; 19k + pipe 5 throat

r(x) = if x € (0.2,0.8)

if xo € (0,0.2]U[0.8, 1).

Here the radius of the pipe is rpipe = 0.1 and the radius of
each throat is rroac = 0.015. The shape of the pipe is shown
in Fig. 12, where the domain is discretized using cubic
cells with edge length equal to 5 x 1073, The velocity field
is obtained by solving the incompressible Navier-Stokes

Fpipe

0.1300

0.1275 A

0.1250 A

0.1225 A

0.1200 -

mean s

0.1175 A

0.1150 -

0.1125 A

0.1100 T T T T
0 10 20 30 40 50

t
(b) Mean s

Fig.7 The preservation of mean ¢ and s in the spinodal-drop problem. The curves for mean c overlap with and without surfactant
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0.6
--- without surfactant

0.5 with surfactant

0.4 A
0.3 A

021}

Free energy

0.1

See

0.0 A

-01 . - , ,
0 10 20 30 40 50
t
(a) Free energy

1785
0.6
—— ch
0.5 2
04l —-— [Fqc
0.31

) )&%S%Q
0.14
0.0~fe

-0.1

Free energy component

0 10 20 30 40 50
t
(b) Free energy components in the presence of a surfactant

Fig.8 Evolution of Helmholtz free energy (1) for the spinodal-drop problem. a total free energy, b components of free energy

equation to steady state in this domain, by considering the
inflow boundary condition

—05)? —05)\2
Vi = 0.02 1—(y ) —(Z )
Tpipe Tpipe
at x = 0 and setting open/Neumann boundary conditions at

the outlet x = 1. The magnitude of the steady-state velocity
is shown in Fig. 13a. Note that the velocity magnitude is the

|
0.00 0.50

(a) velocity field (b) ¢ profile at final time

Fig. 9 Steady state velocity field and order parameter profile at final
time for flow through a cylinder. The plots are shown along a vertical
cross-section through the cylinder axis

largest at the throats of the pipe. The initial profile for c is

given by
0.04 — d
0
c'(x,y,z) = —tanh [ ——— |,
(2.2 ( V2Cn )
d = \/(x — 03524 (y —0.5)2 + (z — 0.5)2,

and is shown in Fig. 13b. This describes the scenario of a
residual oil drop (blue phase) trapped inside a pore. The
remaining parameters are chosen as Pe. = 100, Pe; = 100,
oy =1,a3=1anday = 1.

In the absence of any surfactant, the oil drop passes
through the throat into the second cavity, as shown in
Fig. 14. However, it is unable to detach itself from the
walls of the pipe and gets stuck at time ¢ = 1.3 (also see
Fig. 19b). We restart the simulation and introduce a constant
initial surfactant throughout the entire pipe, s = 0.01.
As expected, the surfactant moves from the bulk phase and
adsorbs to the interface of the drop (see Fig. 16). However,
the drop once again gets stuck to the wall at ¢ 1.3, as
can be seen in Fig. 15. We repeat the experiment again, but
this time taking a larger amount for the initial surfactant,
5% = 0.05. For this case, the amount of surfactant adsorbed
on the interface seems to be sufficient to push the drop of oil
in the next cavity of the pipe, as shown in Fig. 17 (also see
Fig. 19¢). Thus, one can hope to push out trapped oil from
cavities by introducing a sufficient amount of surfactant.
This also motivates the use of surfactants in enhanced oil
recovery from oil reservoirs.

In addition, we note that the radius of the oil drop is
considerably reduced when it is successfully pushed into
neighbouring cavity (see Fig. 17e—f). Eventually the drop
completely diffuses into the domain. As shown in Fig. 18,
the surfactant collapses into a drop once the diffusive
interface of ¢ disappears. This spontaneous shrinkage of a
drop is known to occur with the Cahn-Hilliard system, when

IS
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|
0000 0015 0.030
(b) a3 =0.5, g = 1

|
0.000 0.015 0.030
(a) ag = 0.5, ag = 0.5

|
0.000 0.015 0.030
(d)as=1,as=1

|
0.000 0.015 0.030
(¢) ag =1, a4 =05

Fig. 10 Surfactant profile at final time for flow through a cylinder for several values of 3, 4. The plots are shown along a vertical cross-section

through the cylinder axis

the radius of the drop is smaller than a critical radius [42],
which for the current problem is given by (Fig. 19).

5176 1/4
Te = 3—VCn ~ 0.0923,
T

where V' =~ 0.1218 is the volume of each pore, while
Cn = 5 x 1073, Note that the radius of the initial drop is
0.04, which is much smaller than the critical radius.

0.030
—>*— a3=0.5,a4=0.5
—=— az3=1,a4=0.5
00251 o az;=0.5a,=1
—— a3=1,a4=1
0.020 A

« 0.015
0.010
0.005 -

0.000 pE& &

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 11 Surfactant concentration at final time along the axis of the
cylinder, i.e., x = 0.5, y =0.5, z € [0, 1]

@ Springer

4.5 Flow through Berea sandstone

Finally, we simulate a realistic flow through a porous media,
where the domain is generated by micro-CT scans of a
Berea sandstone sample [43]. In Fig. 20, we show the
rock sample embedded in the domain (O, 1)3, which is
discretized with a mesh size # = 1/160. The domain inflow
is set at x = 0, the outflow at x = 1, while all remaining
boundaries are set as solid walls. In order to induce a stable
flow field in the pore space, we have attached buffers at
the inflow and outflow faces, each having a width of 16
cells. The underlying velocity field is obtained by solving
the incompressible Navier-Stokes to time t = 1, which is
shown in Fig. 21a.

The surfactant-order parameter system is solved with
parameters Pe. = 100, Pe; = 100, «» = 1, @3 = 1 and

Fig.12 Shape of sinusoidal pipe, where the flow domain is shown in gray
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(a) velocity magnitude (b) c profile at initial time

Fig. 13 Steady state velocity field and the initial order parameter profile for flow through a sinusoidal pipe. The plots are shown along a vertical
cross-section through the axis of the pipe

s aaa | aasa

(a) t=0.2 (b) t=0.5

S04

() t=1.0 (d) t=13

Fig. 14 Snapshots of flow of a trapped oil drop in the absence of any surfactant

(a) t=02 (b) t=05
() t=1.0 (d)t=13

Fig. 15 Snapshots of flow of a trapped oil drop with an initial constant surfactant s° = 0.01

(a) t = 0.2 (b) t=05

I n
0.000 0.015 0.000 0.015 0.030

MMM
(¢) t=1.0

Fig. 16 Surfactant dynamics in a flow of a trapped oil drop with an initial constant surfactant s° = 0.01

(d)t=13
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(a) t=0.2

(¢) t=1.0

(e) t=14

Fig. 17 Snapshots of flow of a trapped oil drop with an initial constant surfactant s° = 0.05

(&) t=1.4 (f)t=15

Fig. 18 Surfactant dynamics in a flow of a trapped oil drop with an initial constant surfactant s = 0.05

Qi" .0" .Q"

(a) t = 0.3, without surfactant (b) t = 1.3, without surfactant (c) t = 1.3, with surfactant (s® = 0.05)

Fig. 19 Three-dimensional depiction of flow of a trapped oil drop through a sinusoidal pipe. The red phase represents water, the blue phase
represents oil and the green surface denotes the diffuse interface i.e., c = 0
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1789

Fig.20 Berea sandstone structure with the flow domain shown in gray

—
0.00
“~

1 B )

30 63.69

.

.

(a) Velocity field

Fig.21 Solution of a three-component system through Berea sandstone at time t = 1
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Fig.22 Order parameter and
surfactant on 2D slices of the
Berea sandstone at t = 1

(a) ¢ through z = 0.2

-

} F i

- -
F
o B
N

re

(c¢) ¢ through z = 0.5

(e) ¢ through z = 0.8

a4 = 1. A uniform time-step of T = 5 x 1073 is used to
march in time. The pore space is initially saturated with one
of the phases (¢ = —1), while the second phase is injected
through the inflow. We also consider the pore space to be
initially saturated with a minimal surfactant concentration
of s = 1073, while a constant stream of surfactant with
s = 0.2 is injected into the domain along with the second

@ Springer
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(f) s through z =0.8

phase. The profiles of ¢ and s at time + = 1 are shown in
Fig. 21b-c. We observe that the surfactant concentration is
much higher at the diffusive interface (¢ = 0) in any local
neighbourhood of the domain. To visualize the dynamics in
the interior of the domain, we consider the solution on 2D
slices in the direction of the flow. The surfactant adsorbs to the
interface on each of these slices, as can be seen in Fig. 22.
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5 Conclusion

This work formulates a numerical scheme for the discretiza-
tion of a phase-field model of a system of two immiscible
phases and a soluble surfactant. The method is based on
the discontinuous Galerkin method in space and a concave-
convex splitting in time. Numerical results demonstrate that
the scheme recovers the Langmuir adsorption isotherms,
while exhibiting desirable physical properties, such as the
decay of total Helmholtz free-energy. The simulation results
show that the surfactant’s concentration is (locally) higher
at the interface between the two phases. The results also
show the impact of the surfactant in facilitating the motion
of trapped bubbles in pores. Finally, the proposed scheme
is used to simulate flow through a Berea rock sample,
thereby establishing its utility in effectively solving realistic
problems.

This work demonstrates that an IPDG scheme can be
used to solve the two-phase flow problem in the presence
of a surfactant, which is known to be quite challenging.
The DG formulation allows us to achieve arbitrary order
of accuracy in space, even in complicated porous domains.
While the time-discretization used in this paper is only
first-order accurate, higher-order time marching strategies
that ensure the decay of total free energy needs to be
explored. Furthermore, the model considered in the work
assumes that the underlying velocity field is not affected
by the phase-surfactant dynamics. To capture more realistic
dynamics would require a two-way coupling between the
phase-surfactant model and the underlying incompressible
flow equations is required. This will be investigated in
future work, along with the construction of high-order time
marching strategies that ensure the decay of total energy.
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