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ABSTRACT 
Video programs are important, accessible educational resources 
for young children, especially those from an under-resourced back-
grounds. These programs’ potential can be amplifed if children 
are allowed to socially interact with media characters during their 
video watching. This paper presents the design and empirical in-
vestigation of interactive science-focused videos in which the main 
character, powered by a conversational agent, engaged in contin-
gent conversation with children by asking children questions and 
providing responsive feedback. We found that children actively 
interacted with the media character in the conversational videos 
and their parents spontaneously provided support in the process. 
We also found that the children who watched the conversational 
video performed better in the immediate, episode-specifc science 
assessment compared to their peers who watched the broadcast, 
non-interactive version of the same episode. Several design im-
plications are discussed for using conversational technologies to 
better support child active learning and parent involvement in video 
watching. 
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1 INTRODUCTION 
Early childhood is an important time for the development of knowl-
edge, skills, and attitudes that help young children become scien-
tifcally literate citizens. Yet science learning, especially when it 
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involves abstract concepts like force, matter, and energy, can be 
challenging for young children [31]. One efective strategy for mak-
ing science learning more accessible is to integrate science lessons 
into narrative stories [24, 58]. A compelling narrative contains rich 
contexts, interesting story plotlines, and attractive characters, mak-
ing otherwise abstract scientifc ideas more relatable and concrete 
for young learners. 

Children are most commonly exposed to science narratives through 
educational videos and television shows [5, 50]. For example, the 
Magic School Bus1 takes children on feld trips with Ms. Frizzle un-
der the sea, to outer space, and even inside human bodies. Another 
popular show, Sid the Science Kid2, introduces children to everyday 
science concepts from the perspective of a curious young boy as 
he learns new things about the world around him, such as why 
bananas get mushy. Decades of research have shown that this type 
of science narrative programming is a useful resource for young 
children’s learning. 

However, these conventional television and video programs usu-
ally take a linear, non-interactive form and have not efectively 
leveraged technology that could provide children with a more per-
sonalized and enriching experience [19, 63, 82]. Yet modern Internet-
connected devices, such as tablets, smartphones, and smart TVs, 
have become the primary means through which children consume 
video media [70], increasing the opportunities for media producers 
to integrate interactive technologies into science narrative program-
ming. 

Recently, voice-based interaction has been introduced to enhance 
children’s educational media. A growing number of projects have 
integrated conversational agents into smart speaker apps [28, 92, 
93], social robots [85], Internet-connected toys [21], and intelligent 
learning systems [32, 66]. However, few studies have incorporated 
conversational agents as part of immersive science narratives that 
allow children to interact with story characters in a natural, social 
way. 

In this paper, we report a two-year research and development 
project in partnership between University of California Irvine and 
PBS KIDS. In this project, we interrogated the design, usability, 
and efectiveness of integrating conversational agents into a chil-
dren’s science television show, so that children can interact with 
the show’s main character and help them fnd solutions to problems 
they encounter. The media character is capable of comprehending 
a child’s speech input and responding to the child contingently 
1This popular animated educational series originally aired in the United States on 
PBS in the mid-1990s. It has been rebroadcast multiple times and is now available on 
Netfix. For more details, please see https://www.netfix.com/title/70264612
2This animated series originally aired in the US on PBS KIDS from 2008 to 2013. For 
more details, please see https://pbskids.org/sid 
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to advance the interaction. We engaged in an iterative design pro-
cess, conducted usability testing, and carried out a randomized 
experiment to examine the benefts incorporating conversational 
interactions had on children’s learning and engagement. Overall, 
we found that these “conversational videos” could be feasibly used 
by young children, and the children and their parents held posi-
tive perceptions about such programs. Having conversation with 
the program character also improved children’s performance in an 
immediate post-test on science learning. Among the frst studies 
of this kind, our study ofers insights to the design, usability, and 
efectiveness of interactive television and video programming. 

2 RELATED WORK 
2.1 Science Learning, Narrative Programming, 

and Interactive TV 
There is a long tradition of research that focuses on narrative-
oriented science learning in which lessons are integrated into sto-
ries [22, 24, 47]. This strategy is thought to make science learning 
more intuitive for and accessible to young children, with the narra-
tive structure serving as the underlying foundation that facilitates 
children’s understanding and memorization. Fisch’s capacity model 
of children’s comprehension posits that presenting educational con-
tent in narrative forms lessens the cognitive burden of processing 
new information, leading to enhanced learning [1]. 

Science television shows have been one major source of narrative-
based science learning widely available to young children. In 2020, 
three- to six-year-olds, on average, spent about two hours per day 
watching television or videos, with much of this being educational 
content [71]. Eight out of the ten most popular preschool STEM 
shows in the U.S., according to Common Sense Media, use stories 
to convey information, and studies have shown that this approach 
increases children’s learning and engagement [5]. For example, 
Bonus and Mares found that children learned better from watching 
an episode containing narrative descriptions (i.e., day-night cycles 
explained as the sun and moon playing hide and seek around the 
earth) than from watching an episode that was only factual and did 
not feature narrative content [5]. 

Researchers also stress that children’s engagement with and 
comprehension of educational content can be further promoted by 
adding in-the-moment interaction to television programming [67, 
79–81]. In fact, almost all guidelines developed by individual re-
search groups or institutions recommend including interactivity 
when designing children’s educational media [41, 65, 84]. Since the 
early days of television, various eforts have been made to increase 
the interactivity of television programming (for an overview of 
“interactive TV,” see [46]). One of the earliest experiments with 
interactive TV for children can be dated to the 1950s, when a U.S. 
children’s show Winky Dink and You 3 developed supplemental 
materials that included a thin sheet of plastic that adhered to tele-
vision screens so that children can use an erasable crayon to draw 
on the sheet. The program featured a cartoon character who en-
countered a series of problems, and the host invited child viewers 
to interact with the program character by completing connect-
the-dot drawings of diferent objects to help the character solve 
3Winky Dink and You was a Columbia Broadcasting System (CBS) children’s television 
show that aired from 1953 to 1957. 

the problem (e.g., drawing a bridge to help the character cross a 
chasm) [77].Another form of interactivity that quickly gained popu-
larity was a technique that features pseudo-conversation, in which 
the character asks the viewer a question, pauses for a moment, 
and fnally provides a generic response. Many children’s television 
programs, including Mr. Roger’s Neighborhood in the 1980s, Blue’s 
Clues and Dora the Explorer in the 2000s, and the more recent Ask 
the Storybots, have adopted this technique in a generally similar 
fashion. Although there is some evidence suggesting that this kind 
of pseudo-conversation has certain learning benefts [30, 52], more 
evidence claims that such learning benefts are minimal or non-
existent [11, 53, 68, 72, 83], especially if the pseudo-conversation 
fails to correct children’s misunderstandings [80]. Moreover, this 
technique has limited efects on children’s engagement since chil-
dren often realize that they cannot actually infuence the story or 
the characters’ responses [13]. Nevertheless, television programs’ 
reliance on pseudo-conversation is partially due to the technical 
constraints of traditional cabled television and its one-way infor-
mation stream. 

It is noteworthy that in addition to making television shows 
interactive, media producers have also developed apps or websites 
to accompany educational shows and to provide other types of 
interactivity. For example, McCarthy and colleagues developed a 
mobile mathematics game featuring familiar characters from PBS 
KIDS shows, and their evaluation suggested that this interactive 
component improved children’s math ability [57]. 

In recent years, Internet-connected smart devices have become 
the standard for television and video watching, and these devices 
ofer an opportunity to truly realize real-time, two-way interaction 
in video programming. Most of the innovations involving interac-
tive programming have targeted adult audiences. For example, live 
stream videos often allow viewers to communicate with the host 
and with each other through open audio channel or instant messag-
ing [40], choose-your-own-adventure programs enable individual 
users to decide how the story progresses [60, 87], and augmented 
reality television allows individual viewers to explore movie scenes 
from a variety of perspectives [86]. Moreover, there is an emerg-
ing interest in incorporating “conversational characters” so that 
viewers can interact with on-screen characters using speech, and 
several studies have suggested its feasibility for adult audiences 
(for an overview, see [25]). 

Only recently have media producers begun to explore integrating 
this kind of voice-based interaction into children’s television shows, 
largely because of the advances in natural language processing tech-
nology along with the dramatic increase in young children’s use of 
voice interfaces (e.g., Amazon Alexa, Apple Siri). For example, Gray 
and colleagues carried out a project to embed conversational agents 
within an app-based video featuring Sesame Street characters. The 
goal of the project was to strengthen children’s parasocial rela-
tionship for the show’s characters, thereby enhancing children’s 
motivation and learning from the video content [37]. While this 
paper detailed the design of the conversational characters, it did 
not report results of testing with children and thus did not provide 
substantive evidence about the program’s usability and efective-
ness. 
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Nevertheless, numerous studies using the Wizard of Oz approach 
have confrmed that integrating conversational characters into chil-
dren’s television narratives can result in positive engagement and 
learning outcomes. For example, Carters found that characters re-
sponding with appropriate timing and repeating questions that chil-
dren did not answer increased children’s verbal participation [13]. 
Similarly, Calvert found that children who had opportunities to talk 
about math with a conversational character embedded within a pop-
ular animated children’s series, Dora the Explorer, performed better 
in a math assessment task than did children not given such opportu-
nities [8]. These studies collectively point to the potential benefts 
of automating such interactions so that children’s contingent inter-
actions with video characters in educational programming can be 
implemented at scale. 

2.2 Conversational Agent-based Systems 
Although automated conversational agents have not been fully in-
tegrated into children’s television shows, such technology, more 
broadly, has been incorporated in many children’s toys, social 
robots, and intelligent learning systems. While these conversa-
tional agent-based applications have diferent features and func-
tionalities, one key common afordance is their ability to enable 
two-way contingent dialogue with a child user. For example, the 
smart toy Hello Barbie begins the user interaction with a preset list 
of prompts (e.g., "How are you doing?") and then provides relevant 
replies based on its understanding of children’s responses [59]; 
the dinosaur robot CogniToys Dino invites children to ask ques-
tions and provides child-friendly answers (just like a child-friendly 
version of Amazon Alexa or Google Assistant) [45]; and the ped-
agogical agent AutoTutor simulates dialogue with a human tutor 
by asking students curriculum-based questions and following up 
to either reinforce students’ correct responses or to clarify their 
misconceptions [35]. Studies have revealed that children can form 
parasocial relationships with the conversational agents they in-
teract with. For example, our prior study suggested that children 
who conversed with a conversational agent embedded within a 
smart speaker personifed the agent and regarded it as sociable and 
smart [94]. Garg and Sengupta also found that children aged fve 
to seven who had a smart speaker device in their home developed 
emotional attachments with the conversational agent [29]. 

In general, researchers are optimistic that conversational agents 
embedded in children’s toys, robots, and learning systems can fos-
ter children’s information recall, learning, and engagement. Many 
of the existing studies focus on using these voice-based systems 
as children’s learning companions or to provide direct instruction. 
Breazeal developed a robot embedded within a plush doll that was 
intended to teach children about exotic animals by engaging chil-
dren in dialogue [6]. The robot described the animal (e.g., "I like how 
it’s white with such big antlers!") and intermittently asked children 
questions to allow children to respond verbally (e.g., "Did you know 
it can go for weeks without drinking water?"). A posttest revealed that 
children were able to successfully learn the information the robot 
had taught them. Another group of researchers developed a robot 
that played a food-selection game with children and then talked 
about that food item with the children in French [26]. The study 
found that this game-like conversation helped children learn the 

French words introduced by the robot. Similar results were found in 
Ryokai, Vaucelle and Cassell, in which children learned storytelling 
strategies from a virtual peer they interacted with [14, 74]. 

In addition to learning benefts, agent-based conversation can 
also increase children’s engagement in specifc subject domains 
(e.g., [90]). For example, Shiomi placed a social robot in a classroom 
setting and found that the robot, which encouraged children to ask 
science-related questions and then provided answers, enhanced the 
science curiosity of the children who interacted with the robot [76]. 
Michaelis and Mutlu developed a robot that reacted to children 
as they read science books aloud. The robot provided expressive 
speech, nonverbal cues, and personal comments, which efectively 
cultivated children’s interest in science reading [61]. 

In addition, there is a large body of studies that incorporate 
speech-based conversational agents to support student learning 
from intelligent learning systems (for an overview, see [42]). Em-
pirical evidence has suggested that conversational agents engaged 
in focused pedagogy yielded learning gains comparable to those of 
trained human tutors [36, 88]. While these studies are distinct from 
our own in that these intelligent learning systems position the con-
versational agents as tutors or teachers within lesson-based curricu-
lum, they are also relevant to our study since the general dialogue 
structure is similar (i.e., the agent asking questions and providing 
contingent feedback based on specifc learning objectives) [34]. 
One notable exception of integrating agents into narrative-based 
learning was Ruan [73], in which children learned math concepts 
through helping solve problems in an adventure. The authors found 
that including a character-based chatbot tutor (using Wizard of Oz 
method) boosted children’s engagement and learning outcomes. 

Despite these promises, several studies have suggested that chil-
dren, in general, are likely to encounter obstacles as they interact 
with conversational agents [15]. These obstacles may infuence how 
much children engage with and learn from such interactions. For 
example, if children’s responses are not accurately registered by the 
agent, children may become frustrated and would also not likely 
receive appropriate feedback. Studies have also suggested that a 
child’s individual characteristics may play a role in how they inter-
act with conversational agents. For example, Xu and Warschauer 
found that younger children (3- and 4-year-olds) more frequently 
ignored a conversation prompt or used gestures instead of speech 
to respond, compared to older children (5- and 6-year-olds) [93]. 
Monarca et al. also examined how children’s language ability af-
fected their speech production when talking to a conversational 
agent [62]. Specifcally, the authors found that children with lower 
language ability generated shorter utterances and needed more 
time to formulate their responses than did those with higher lan-
guage ability. As such, some children may need additional support 
to efectively interact with voice-based agents. 

Some studies have begun to investigate how to best design 
such support. Based on a close analysis of children’s communica-
tion breakdowns with Alexa devices and parents’ repair strategies, 
Beneteau proposed that future systems incorporate “discourse scaf-
folding” that emulates how parents ask their children follow-up 
questions to guide them in clarifying their previous response for 
the agent [4]. In fact, this strategy has been implemented in Xu 
and Warschauer, in which a conversational agent was designed to 
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present children with multiple response options as a fallback mech-
anism during storybook reading with the conversational agent [93]. 
This strategy was shown to increase children’s response rates and 
response quality while also preventing potential breakdowns. 

3 DESIGN OF THE CONVERSATIONAL 
VIDEOS 

The conversational videos developed in our study are adapted from 
a popular children’s science animation show Elinor Wonders Why 
which debuted in September 2020. Elinor Wonders Why centers 
around Elinor, a young rabbit who has many characteristics of a 
budding scientist, such as curiosity, perseverance, and willingness to 
experiment. Each episode typically begins with Elinor encountering 
an interesting problem, and her scientifc discoveries unfold within 
a rich plotline that includes other characters, events, and settings. 
The conversational videos allow children to speak directly with 
Elinor, thus priming them to engage in observation, prediction, 
pattern fnding, and problem solving as the story progresses. 

We have developed three conversational videos corresponding to 
three episodes of Elinor Wonders Why. The frst episode teaches the 
concepts of liquid viscosity, concentration, and dilution as Elinor 
enjoys the delicious honey and ketchup at a town picnic. The second 
episode demonstrates the idea of aerodynamics through Elinor 
experimenting ways of building a fast cardboard car to win a race. 
The third episode focuses on the concepts of reptile molting as 
Elinor observes how and why snakes shed their skin during a soccer 
game. In the rest of this section, we will illustrate the design of the 
conversational videos using the third episode on snake molting as 
an example. 

3.1 Conversation Design Principles 
Given that the main objective of the conversational videos is to pro-
mote learning and engagement, the design emphasizes educational 
and playful perspectives. The design principles were grounded in 
the literature in communication and STEM learning in face-to-face 
settings, as well as studies that shed light on the design implications 
of conversational agents for learning purposes (e.g., [28, 91, 93]). 
Figure 1 display an example conversation between Elinor and a 
child. Appendix A consists of a complete list of questions included 
in each of the episodes. 

3.1.1 The Educational Principle. To achieve educational goals, we 
design the dialogue fow based on two relevant frameworks: general 
strategies for efective person-to-person dialogue with children (e.g., 
[78]) and the Next Generation Science Standard (NGSS) that lays 
out the core science learning goal posts for young children [7]. 

The existing research on general interpersonal communication 
strategies points to three key components of efective dialogue with 
children (for an overview, see [78]). First, asking children questions 
stimulates their thoughtful responses. Second, ofering elaborative 
feedback continues the conversation around the particular topic. 
Third, providing scafolding helps children better participate in 
the conversation. Several studies have applied these strategies to the 
development of conversational agents for preschool-aged children 
and have shown them to be useful and appropriate (e.g., [93]). 

In our conversational videos, Elinor asks children questions that 
are open-ended in nature and start with “why,” “how,” or “what”. 

Figure 1: An example conversation between Elinor and a 
child 

For example, after noticing how a snake’s once-shiny skin had be-
come dull, Elinor wonders aloud whether the snake is sick. She 
encourages children to describe their own observations by asking 
them “What do you notice about this snake’s skin?” This question 
challenges children to identify the key change in the snake’s appear-
ance related to molting apart from any unchanged characteristics 
they may also notice (e.g., the stripes). 

After children respond to each of Elinor’s questions, Elinor pro-
vides feedback to help children deepen their understanding of the 
topic being explored. For example, after asking children to describe 
the change in the snake’s skin, Elinor frst acknowledges their spe-
cifc response. Thus, if a child identifes the key change (e.g., “the 
skin is dull” or “the snake is faky” ), Elinor says “Yeah, I saw that too.” 
And if the child responds with some other characteristics (e.g., the 
stripes), Elinor provides one of several tailored replies (e.g., “Yeah, 
the snake does have stripes, but. . . .” ). After acknowledging children’s 
responses, Elinor then adds, “the snake’s skin is so faky and not 
shiny. I wonder if the snake’s faky skin will fall of and it will have 
shiny skin again.” Elinor’s additional explanations are designed 
to clearly articulate scientifc concepts in an easy-to-understand 
way (e.g., contrasting changes such as faky vs. shiny) while also 
foregrounding the episode’s broader learning topic (e.g., snake’s 
skin falling of as they grow). 

Elinor also provides scafolding to facilitate learning and con-
versation using a “hint and rephrasing” strategy that is commonly 
applied in building conversational agents [32, 33]. Specifcally, if 
a child provides an unanticipated response or does not respond, 
Elinor ofers additional information and also rephrases the original 
open-ended question into a multiple choice question. For example, 
when discussing why snakes shed their skin, Elinor originally asks 
children, “Why do you think the snake’s skin falls of?” If a child does 
not respond or if their response is of topic, Elinor frst makes an 
analogy involving another story character’s shirt being too small 
and then rephrases the question (e.g., “Think about Ari’s lucky shirt! 
Ari’s shirt is too tight and it doesn’t ft him anymore! Do you think 
the snake’s old skin is also too tight?” ). This scafolding that refers 
to previous narrative elements of the episode helps children make 
logical connections to make sense of a new phenomena. Other types 
of scafolding utilize visual hints. For example, to observe a snake’s 
molted skin, Elinor uses a magnifying glass and she asks children 
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Figure 2: NGSS Overarching Scientifc Goals [64]. 

how this tool helps her see better. If a child’s response does not fall 
along the line of enlarging an object, a close-up shot appears to 
show a magnifying glass enlarging the molted skin and making its 
pattern clearer. With this visual, Elinor then rephrases the question 
as “Did you see how this tool helped me observe the snake? Did it 
make the snake look bigger or did it make the snake look smaller?” 

In addition to using the question-feedback-scafolding strategy, 
we design the conversation moments around NGSS’s three overar-
ching scientifc goals: foundational knowledge, scientifc thinking, 
and inquiry practices (see Figure 2). For example, the question “Why 
do you think the snake’s skin fell of?” helps children build their life 
sciences knowledge, encourages them to think scientifcally about 
structure and function, and leads them to construct explanations. In 
line with NGSS’s recommendations, each conversation moment is 
designed to address each of the three overarching goals whenever 
possible. 

3.1.2 The Playful Principle. Although a number of scholars have 
utilized slightly diferent “playful principles” to efectively design 
children’s learning environments (e.g., [38, 43, 56, 89]), one com-
mon thread in connecting these applications is the general notion 
of learning through play-based activities with peers. Along this 
line, many children’s AI learning systems are designed to take on 
the role of peers (e.g., [3, 66]), and this approach appeared to result 
in children’s heightened autonomy and more enjoyable learning ex-
periences as compared to systems that are designed as “teacher” or 
“guide” (for a review, see [51]). Thus, we design Elinor to be an ideal 
peer to facilitate this kind of learning. First, Elinor is characterized 
as a playful young child at an age similar to our target audience, 
which is consistent with the original Elinor Wonders Why show. 
Second, in some respect, the language Elinor uses mimics the way 
a child may talk to their peers during play, but in other respects, 
her language is carefully crafted to encourage children’s curiosity 
and confdence. Specifcally, Elinor’s questions are worded as if she 
were discussing a new problem with a friend (e.g., “Hmmm. How 
many snakes do you see in the box?” or “Oh, the snake’s skin is so 
faky and not shiny. I wonder what is happening. What do you think 
is going to happen?” ). Elinor’s feedback to children’s responses uses 
subjective language (e.g., “Hmm, I’m not sure if that is a good idea. 
We just tried but it didn’t work." or "Wow! That sounds like a great 

idea! Let’s see if it works."), rather than explicit judgement (e.g., “you 
are right/wrong.” ) to make it appear as if Elinor is learning alongside 
the child. 

3.2 Dialogue Flow Architecture 
Based on the design principles described above, we built the conver-
sational agents for each episode using Google’s cloud services Di-
alogfow. The conversational agent performs end-to-end language 
processing that classifes children’s speech utterances into seman-
tic intents (i.e., categorization of intended meaning). The agent’s 
natural language understanding module was based on a generic pre-
trained model built in the Dialogfow engine and then refned with 
utterances specifc to the conversational moments in our video. By 
calibrating the generic model with the context-specifc model, we 
enabled the agent to more precisely and accurately extract semantic 
intent from children’s dialogue with Elinor. 

As shown in Figure 3, given that children can respond to a partic-
ular question in a variety of ways, we trained the agent to associate 
more than one semantic intent with each conversational oppor-
tunity. These intents were created based on predicted responses 
formulated by the research team, as well as children’s actual ut-
terances during feld testing. Creating multiple intents for each 
question helps to increase the specifcity of Elinor’s feedback. 

3.3 Development Process 
The development of the conversational videos for each episode 
consisted of multiple steps. The development was led by University 
of California Irvine and PBS KIDS, facilitated by a group of external 
consultants from the academia and media industry. 

3.3.1 Development of conversation scripts. The research team used 
the educational and playful principles described above to draft a 
variety of conversation moments and integrate them into scripts 
for each episode. The scripts were then reviewed by a second group 
to ensure that they were consistent with the show’s branding. We 
tested the conversational scripts with ten children aged four to six 
years (Mean age = 5.2 years; seven girls; six predominantly speaking 
English at home). Each child watched the original Elinor Wonders 
Why episode alongside a human experimenter who interacted with 
the child using the conversation script devised for the episode. The 
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Figure 3: Nine conversation moments were inserted throughout the main episode, splitting the main episodes into multiple 
segments. Dialogue fow of the one question was displayed. 

purpose of this testing was to ensure that Elinor’s language was 
clear to children. We made minor revisions to the scripts based on 
this testing (e.g., to better contextualize Elinor’s question involving 
a magnifying glass and make it easier for children to understand, 
we changed "What is this tool used for?" to "How does this tool help 
me observe the snake"). 

3.3.2 Voice-over and animation development. After the conversa-
tion scripts were fnalized, they were sent to the Elinor Wonders 
Why production studio for voice-over and animation. We tested two 
diferent types of visual backgrounds for the conversation moments 
with Elinor (see Figure 4). The frst type (one the left) involves back-
grounds that transition seamlessly to the existing episode, with the 
advantage being a strong perception that the viewer was experi-
encing story events together with Elinor in her world. The second 
type (one the right) involves using the same background with ques-
tion marks for all conversation moments, with the advantage being 
the opportunity to transport viewers to a “question world” where 
they expect to interact with Elinor. Testing these two options with 
children suggested that the second approach was more suitable. 
Children were less likely to miss conversation moments when the 
“question world” background was used. In addition, using the same 
background for each conversation moment in each episode is more 
cost efective, especially for large-scale development. 

Figure 4: Two diferent background designs for the conver-
sational moments. 

3.3.3 System development and field testing. After fnalizing the 
conversation scripts and animation fles, we began developing the 
mobile application consisting of three conversational videos. After 
prototyping the application, the research team tested the conver-
sation moments using the actual cloud-based natural language 
processing engine to identify areas needing further refnement (e.g., 
adding more training phrases to increase the agent’s accuracy). 
We then conducted a small feld test with ten children and made 
additional refnements along with improvement to usability (e.g., 
adding a sound efect to prompt children to answer questions). 

4 USABILITY STUDY 
After developing and testing the application, we conducted a usabil-
ity study with children who watched the conversational videos in 
their own homes. This usability study involved two episodes, one on 
molting and the other on aerodynamics, and the remaining episode 
on liquid viscosity was used in a randomized experiment reported 
in the next section. Our usability focused on four questions: 

(1) How do children respond to Elinor’s questions? 
(2) How does the conversational agent underlying Elinor re-

spond to children’s answers? 
(3) How do children perceive these conversational videos? 
(4) How do parents perceive these conversational videos? 

Children were instructed to watch the conversational episodes 
in their home using a laptop we provided. Additionally, the family 
used their own device to join a video conference that allowed an 
experimenter to observe the child’s interaction with Elinor and 
then asked interview questions after the episode’s completion. We 
scheduled a separate video conference with the parents for an 
interview regarding their child’s experience interacting with the 
conversational videos. This procedure was pre-approved by the IRB 
of the authors’ institution, and the participants were compensated 
$50 for their participation. Figure 5 shows a child interacting with 
Elinor during the video watching. 
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Figure 5: A child participant interacting with Elinor in the 
usability testing. 

4.1 Participants 
Twenty participants aged four through six were recruited through 
snowball sampling with the assistance of a community non-proft 
organization serving local families with preschool-aged children. 
The average age of the participants was 5.1 years, and 13 of the 
20 participants were girls. Half of the participants predominantly 
spoke English at home, and the rest spoke another language, mainly 
Spanish. The majority of participants (n = 14) identifed as Latino, 
while two identifed as White, one as Asian, and three as more than 
one ethnicity. Half of the participants’ parents had a Bachelor’s 
degree or higher. Eight participants reported that they had never 
used voice assistants before, while six used them monthly, and 
another six used them more frequently (i.e., weekly or daily). 

4.2 Evaluation Metrics 
4.2.1 Child Response. We coded three items to capture the quantity 
and quality of children’s responses to Elinor’s questions during the 
video watching. For the response quantity, we coded both whether 
a child verbally responded to the prompt and the total number of 
words in each of the child’s responses. For the response quality, 
we coded the topical relevance of each response into one of three 
categories: an on-topic response that directly answered Elinor’s 
question, an of-topic response that did not relate to the question, 
and meta-comments that describe the child’s thought process (e.g., 
“I don’t know.” or “I’m still thinking.” ). This coding was conducted by 
two trained research assistants, with one coding the video footage 
from all participants and the other coding 30% of the participants 
as a quality check. The agreement rate between these two coders 
was 100% for all items. 

In addition, we also took detailed notes for each conversation 
moment. We documented children’s behaviors, including visual 
orientation (i.e., looking at the screen, looking at family members, 
or looking somewhere else), facial expressions (e.g., smiling, laugh-
ing, or frowning), and non-verbal expressions (e.g., gestures like 
nodding and shaking their head). We also took note of the partic-
ipants’ environment (e.g., whether there was excessive noise or 
distractions from siblings). Five coders were involved in taking 
these feld notes. Over the span of ten weeks, the research team 
discussed the notes and reviewed the video footage to ensure the 
notes taken refected the actual interactions. 

4.2.2 Agent Performance. The agent’s performance was evaluated 
by comparing the record of the agent’s speech-to-text translation 
and intent classifcation with a transcription of interactions com-
pleted by two trained human coders. We calculated the accuracy 

rate of the agent’s speech-to-text translation and intent classifca-
tion, using human coding as the benchmark. 

4.2.3 Child Perception. We used a survey to elicit children’s percep-
tions of the conversational videos and Elinor. This survey included 
four dimensions: children’s enjoyment of the conversational videos 
(four items, adapted from [18]), children’s trust in Elinor (three 
items, adapted from [69]), children’s social attitude toward Elinor 
(four items, adapted from [69]), and children’s perception of Elinor’s 
capability (fve items, adapted from [94]). For all items, children 
were frst asked to indicate whether they agree with a statement 
(yes/no) and then asked to clarify the magnitude to which they 
agree or disagree (a bit/defnitely), leading to four possible ordinal 
responses: defnitely no, a bit no, a bit yes, and defnitely yes. 

4.2.4 Parent Perception. Sometime after the child’s usability ses-
sion, we conducted a semi-structured interview with the child’s 
parents. The interview asked about parents’ perceptions of the 
learning benefts and limitations of the conversational videos. We 
also asked parents to share their experience of the usability session 
(e.g., whether they needed to assist their children as they watched 
the conversational videos). Lastly, we elicited parents’ suggestions 
for improvements to future iterations of the conversational videos. 
The interview was audio recorded and then transcribed verbatim. 

We used an inductive process to analyse the transcribed inter-
view. We began with qualitative memoing, in which members of our 
research team viewed the same portion of the transcript together 
and then individually wrote their own notes. Every fve minutes, 
researchers paused and discussed with one another the themes 
that emerged from the data in terms of the parents’ perceived 
benefts and limitations, usability, and suggestions for improving 
the conversational videos. After reviewing all the transcripts, we 
systematically coded all the interview based on the themes we gen-
erated. Coding was periodically cross-checked by two coders to 
ensure accuracy. 

4.3 Results from the Usability Testing 
4.3.1 Children’s Response. On average, children verbally responded 
to 92.8% of Elinor’s questions, with average length of verbal re-
sponses being 4.6 words (SD = 5.2 words). Most of the children’s 
responses were categorized as a direct, on-topic response (87.8%), a 
smaller percentage (11.6%) was categorized as meta comments, and 
less than 1% were categorized as of-topic. Children’s response pat-
terns were consistent across the two episodes, and the breakdown 
of responses by episodes is presented in Table 1. 

Recall that Elinor asked children reprompt questions (i.e., scaf-
folding with hints and rephrased questions) if children either re-
sponded with an unanticipated answer, indicated they did not know 
the answer, or did not verbally respond at all. On average, reprompt 
questions were triggered among 22% of the conversation moments, 
which equated to each child receiving about two reprompt ques-
tions per episode (each episode contains about ten conversation 
moments). Forty-eight percent of reprompt questions were trig-
gered by children’s unanticipated responses, 21% by the agent mis-
translating or classifying children’s originally valid responses, 18% 
by children not verbally responding, and 12% by children indicat-
ing they did not know the answer. Among the original-reprompt 
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Table 1: Breakdown of children’s responses by episode. 

Relevancy 
Response rate Average length On-topic Of-topic Meta-comments 

Overall 92.8% 4.64 (5.23) 87.8% 0.6% 11.6% 
Molting 93.3% 4.88 (5.74) 86.4% 0.3% 13.2% 
Aerodynamics 92.4% 4.38 (4.56) 89.5% 0.9% 9.6% 

question pairs, only 65% of children’s responses to initial questions 
were categorized as on-topic, while 85% of responses to scafolding 
questions were on-topic. Here are several examples of how the re-
prompt questions had helped children generate on-topic responses. 
In one example, when Elinor initially asked, “Do boxy things or 
pointy things move through the air slower?” a child simply repeated 
the question by answering “slower, slower.” Elinor then followed 
up by asking, “Think about what my dad just said! The air pushes 
against boxy things, but moves around pointy things. So which one 
does the air slow down more, boxy things or pointy things?” This 
time the child answered the question directly, “slow down...boxy.” 
Another child initially responded to Elinor’s question about how 
magnifying glass helped by saying “because it is made out of glass,” 
and then changed his answer to “make things bigger” after Elinor 
rephrased the question. 

We then examined the transcriptions of children’s actual re-
sponses. While the majority of the children’s responses were suc-
cinct phrases with fve words or fewer, a considerable portion of 
the responses were complete sentences with more than ten words. 
These longer answers typically contained details beyond what the 
question intended to elicit, commonly with children’s spontaneous 
reasoning of their answers. For example, in response to the question 
“Do you think the snake will move faster?”, a fve-year-old girl frst 
answered “maybe faster” and then articulated her reasoning by 
adding “because the old skin is so tight but now that old skin taked 
(taken) of the new skin can move now.” Similarly, a six-year-old 
girl was prompted to predict whether Elinor’s car would go faster 
after they painted the car yellow. The girl replied that it would 
not “because it doesn’t have any engine and painting it just makes 
it look diferent but it’s not actually faster.” These kinds of elabo-
rate responses suggest the usefulness of prioritizing open-ended 
questions that leave room for children’s free expression. 

Another interesting phenomenon we observed was children us-
ing gestures alongside their verbal responses when communicating 
with Elinor. The most typical gestures were nodding their head 
while saying yes and shaking their head while saying no; this hap-
pened about 50% of the time when children responded “yes” or 
“no”. Children also frequently used gestures to describe motions 
and shapes, as a supplemental visualization to their verbal response. 
For example, a six-year-old girl moved her hands to gesture air 
going around an object as she responded to Elinor, “[the car] is 
pointy so the air goes around it.” Another six-year-old girl drew a 
zigzag with her forefnger in the air as she said “[the snake] has some 
stripes that are like this.” Interestingly, however, according to the 
post-viewing interviews, most of the children, including those who 
frequently utilized non-verbal expressions, accurately perceived 
that Elinor could not actually see them. This is consistent with 

the Media Equation Theory which suggests that people, including 
children, automatically apply real-world behavioral norms to their 
interactions with technology in mediated worlds [27]. 

4.3.2 Agent Performance. The agent was able to satisfactorily de-
cipher and interpret children’s responses and initiate its feedback 
with appropriate timing. The speech-to-text translation accuracy 
rate was 81%, meaning that the agent correctly translated about 
eight out of every ten words spoken by a child. Common factors that 
had led to errors in speech-to-text translation included: children 
initiating responses before Elinor fnished her question; multiple 
family members attempting to respond to the agent at the same 
time; and children’s fuzzy pronunciation. The intent classifcation 
accuracy rate was higher at 89%, meaning that the agent was able 
to accurately map almost nine out of ten responses, on average, 
to the correct intent and thus give correct feedback. The intent 
classifcation accuracy rate was higher because the language pro-
cessing model used semantic-based understanding, and thus errors 
in specifc words did not necessarily infuence the overall meaning 
of a given response. For example, the meaning is similar between 
a child’s actual response “that’s too tight” and the response “that 
just too tight” as translated by the machine. Note that in all cases, 
the intent classifcation errors occurred when the agent classifed a 
child’s valid response as “fallback” and provided feedback that was 
generic but not inappropriate (i.e., the agent had not interpreted 
a child’s incorrect answer as correct and followed with feedback 
that praised the answer). The agent’s performance deciphering and 
interpreting children’s responses was consistent with the state-
of-the-art natural language processing models reported in other 
studies focusing on children in this age range ( [17]). 

4.3.3 Child Perception. Overall, children reported positive per-
ceptions of the conversational videos. All but one of the items 
received an average perception score between 3 (positive) and 4 
(very positive). The average score of the four items in the enjoy-
ment dimension was 3.5, indicating that children generally enjoyed 
watching the videos (3.6) and would like to do it again (3.3), felt that 
the video watching experience was interactive (3.5), and believed 
that they learned new things from the experience (3.5). The average 
score of the three trustworthiness items was 3.4. Most children 
reported that they believed what Elinor said in the video (3.3), that 
they thought Elinor made good choices (3.6), and that Elinor was a 
good scientist (3.3). The social dimension received an average score 
of 3.7 across four items. Children believed that Elinor was friendly 
(3.9) and wanted to make friends with them (3.6), that Elinor would 
feel upset if they did not help her solve problems when she asked 
for help (3.7), and that Elinor would also help them solve a problem 
if they had one (3.7). In terms of the capacity dimension, the average 
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score across fve items was 3.3. Children perceived that Elinor had 
the ability to hear (3.3), to understand (3.7), to remember (3.2), and 
to solve problems (3.3). The only item that received an average 
score below 3 was Elinor’s perceived ability to see (2.7). 

Children sometimes spontaneously brought up their rationale 
of the choice. Children commonly referred to their interactions 
with Elinor and to her contingent feedback when explaining their 
positive perceptions. For example, when asked why Elinor wanted 
to make friends with them, one child answered “because I had helped 
her, and she was happy.” and another child said, “Elinor’s talking to 
me!” Another child explained why they thought Elinor was good at 
solving problems, indicating that they were initially unable to help 
Elinor solve a problem but that Elinor soon fgured it out and shared 
the solution with them (this occurred during Elinor’s feedback to 
the child’s response). 

4.3.4 Parent Perception. Parents’ reports of their children’s experi-
ence with the program were overwhelmingly positive. Not only did 
all parents share their thoughts on the potential for this program to 
aid in their children’s science learning and vocabulary development, 
but they also mentioned that this program is helpful for parents 
to learn how to interact with their children surrounding science 
topics, and also potentially use this program as an educational en-
richment for their children as they work or complete chores around 
the house. 

In terms of the usability of the conversational videos, all parents 
described that the program was easy for children to use and most 
children were capable of using it alone, if necessary. The parents 
mentioned that their child’s experiences with other digital apps 
contributed to their smooth interaction with the conversational 
videos. For example, a parent of a 5-year-old child shared “It wasn’t 
hard at all. She uses the PBS KIDS app to play games, so she is very 
familiar.” Parents also suggested that their child had become prof-
cient in navigating interactive digital devices due their experiences 
of online schooling during the pandemic. For example a parent told 
us that “In this past year, in the pandemic, the kids all had to go online 
and she became very computer savvy.” All parents reported that they 
have access to smart devices and stable Internet connection in order 
to use the conversational videos. 

In terms of benefts, multiple parents recognized and appreciated 
the potential of this program to help in their child’s learning of sci-
ence topics. A parent of a 4-year-old reported “I 100% think this can 
help her learn science, especially because I’m not a science or math per-
son. I think this is an interactive, fun way to learn while participating 
in a story versus just having to discuss the terms.” Parents shared that 
their children are using higher vocabulary after their participation 
with this program. A parent of a 5-year-old communicated that they 
“really enjoyed that she’s using the vocabulary. She’s not just saying 
‘the bees are eating honey’, she’ll say, like, ‘the bees are drinking the 
nectar from the fower.’” These interactions may also spark children’s 
curiosity in other languages, as one parent reported “she’ll use the 
words in Spanish, so she can translate it, or she’ll ask me ‘Oh, how do 
you say it in Spanish?’” One parent of a 4-year-old described how 
this opportunity attuned her to her daughter’s potential science 
interest, stating “I don’t know what might capture her interest or 
what she might pick up on at this age. Before, my frst thought might 
have been to take her to the park, versus now I realize she would enjoy 

visiting a science or discovery center. Maybe we should start doing 
that.” 

Although parents indicated that children were able to use the 
conversational videos with minimal parental supervision, some 
parents preferred to co-view the videos with their child. Two par-
ents of 4-year-olds commented that their child could beneft from a 
co-viewer encouraging them to pay attention and reprompt them to 
respond to Elinor throughout the program. Moreover, two parents 
suggested that our team design post-video watching activities and 
projects, which will further facilitate parents’ involvement in chil-
dren’s science learning and will also reinforce the learned concepts. 
While parents communicated that this show has the potential to 
encourage parents to build more knowledge with their children, 
and have more normal conversations surrounding science topics, 
one parent shared that “there’s nothing like the real experience of 
building a car. As we observe it on TV, we learn about it, and plant a 
little seed of curiosity, but we would love to actually try it at home.” 

Some parents suggested that we incorporate more small talk 
moments between Elinor and child viewers to get them familiar 
with Elinor. Two parents noticed diferences in how their younger 
(4-year-old) and older (6-year-old) children participated in the con-
versation based on how familiar they were with the main character. 
One parent reported that her 6-year-old daughter was familiar with 
the cartoon Elinor Wonders Why and, “with the many interesting 
facts she was fne learning right away, but for him (4-year-old) I think 
it was a little bit slower to ease him into really being engaged into the 
cartoon.” Another parent suggested beginning the conversational 
episode by having Elinor introduce herself and spend some time fa-
miliarizing children with the interaction. “Elinor can start by asking 
them questions like ‘What’s your name?’ ‘How old are you?’ or ‘Do 
you like Mickey Mouse?’ just to get them familiar and comfortable 
with her,” they suggested. 

5 RANDOMIZED STUDY TO ASSESS 
EFFECTIVENESS 

The usability study suggested that the conversational videos could 
feasibly be used by children at home. We conducted a randomized 
study to further understand the added benefts of these conversa-
tional videos compared to the standard version of Elinor Wonders 
Why that is currently available on the network. In this study, chil-
dren were randomly assigned either to the conversational video 
condition in which children had contingent interaction with Elinor 
as they watched the episode on liquid viscosity or to the control 
condition in which children watched the standard version of the 
show, the same episode but without the opportunity for contingent 
interaction with the character. This experiment setup would also 
provide the show’s producers with evidence of conversational in-
teractivity’s benefts, as compared to the show’s current format. 
We focused on two questions in this study: 

(1) Does a conversational video improve children’s learning of 
science concepts? 

(2) Does a conversational video increase children’s engagement? 

5.1 Procedure 
The randomized study included two sessions that were scheduled 
one week apart. In the frst session, children’s English language 
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profciency was assessed using a computer-based assessment (i.e., 
Quick Interactive Language Screener [55]). In the second session, 
children watched one episode on liquid viscosity with or without 
conversational agents. Children were then asked questions to assess 
how much they learned from the show. Both of the study sessions 
were carried out remotely; children participated in the study from 
their home and communicated with the experimenter via video 
conferencing. The entire study session was video recorded. Sim-
ilar to the usability study, participant used a laptop we provided 
for watching the episode and used their own device for the video 
conference. 

5.2 Participants 
Seventy-seven children, diferent from those in the usability study 
but drawn from the same recruitment method, completed the study. 
Among these children, there are 21 four-year-olds, 28 fve-year-olds, 
and 28 six-year-olds. Forty-nine children were Latino (63.6%), 12 
were White (15.6%), and 16 were Asian or mixed race (20.8%). Fifty-
fve of the children (71.4%) spoke predominantly English at home, 
whereas 22 spoke other languages at home, including Spanish, Chi-
nese, and Japanese (28.6%). Forty-nine were girls (63.6%). Twenty-
eight children were reported to have more than one monthly ex-
perience talking with smart speakers or other voice assistants on 
smartphones, and the rest of the forty-nine children never or rarely 
had such experience. Table 2 presents the participant information. 

5.3 Evaluation Metrics 
5.3.1 Immediate Assessment of Episode-Specific Science Learning. 
To assess children’s learning from the episode, the research team 
developed a 10-item questionnaire (diferent from the conversa-
tional prompts embedded in the episode) that was aligned with 
the NGSS and the US Department of Education’s Ready to Learn 
Science Framework. We vetted the items on the questionnaire with 
an advisory board of science curriculum consultants from the Ready 
to Learn program and other prominent experts on young children’s 
science learning. The questionnaire assessed children’s problem 
solving skills and their understanding of vocabulary and science 
facts introduced in the episode. The actual assessment items are 
displayed in Appendix B. 

For ten out of the twelve questions, we frst asked children to 
freely formulate the answer, and if children were not able to gen-
erate the correct answer, we prompted them with three options to 
choose from. Children received a score of 2 if they answered cor-
rectly without prompting, a score of 1 if they required prompting to 
answer correctly, and a score of 0 if they could not answer correctly. 
For the remaining two questions that required children to provide 
explanations of their answers, we scored their answers from 0 to 4 
points. A score of 0 indicated an answer was completely incorrect; 
a score of 1 indicated an answer was incorrect but included some 
correct ideas; a score of 2 indicated an answer was almost correct 
but the language was inappropriate; a score of 3 indicated a correct 
answer with proper language; and a score of 4 indicated a correct 
answer with additional correct details to support the answer. Based 
on this scoring system, we calculated a total score by summing 
the points across all items, with a possible range from 0 to 28. The 
Cronbach’s alpha of the learning outcome items was 0.81. 

5.3.2 Engagement. The global scale was based on coders’ broader 
holistic assessments of each child’s engagement. For each time 
segment, we provided a 5-point rating based on a child’s posture, 
facial expression, eye gaze, distractibility, verbal and nonverbal 
comments, and responsiveness to the adult or agent’s direction 
([48]). A score of 5 indicated the highest level of engagement (e.g., 
showing clear signs of excitement that stems from the video, making 
large movements with hands to illustrate a point). A score of 3 
indicated a medium level of engagement where a child did the 
minimum work required to follow protocols (e.g., remaining seated). 
A score of 1 was the lowest level of engagement where a child was 
clearly distracted and had little interest in the video. An average 
global engagement rating was calculated by the mean of the ratings 
across all time segments in each child’s reading session. The IRR 
calculated by Intraclass Correlation was 0.82 for this global coding. 

5.4 Results from the Randomized Study 
5.4.1 Efects on Immediate Science Assessment. The maximum score 
of the science assessment was 28 points, and children in our sam-
ple got an average score of 14.8 points (standard deviation of 6.0, 
slightly over half of the full score; see Table 3). As shown in Table 
3, children in the experimental group outperformed those in the 
control group by 2.5 points, which equates to correctly answering 
one more question (out of 12 questions) via free recall. ANCOVA 
analysis controlling for children’s age, English language profciency, 
and prior conversational agent usage suggested that children who 
watched the conversational video scored signifcantly higher than 
those who watched the broadcast video, F (1, 70) = 7.86, p < 0.01. 
The eta squared η2 efect size was 0.05, which was at the medium 
range. 

5.4.2 Efects on Engagement. Children across the two conditions 
were scored 3.01 in the engagement rating, which was very close 
to the neutral engagement state. This suggested that, on average, 
they were able to stay on task and comply with the study proce-
dure. Children who watched the conversational video received an 
average rating of 3.04 (SD = 0.15), which was higher than those 
in the broadcast group (M = 2.98, SD = 0.15). ANCOVA analysis 
controlling for age, language profciency, and prior experience with 
conversational agents failed to suggest a signifcant beneft of con-
versational videos on engagement, F (1,70) = 3.22, p = 0.07, although 
the efect size was moderate, η2 = 0.04. 

6 DISCUSSION 
This paper presents the design and evaluation of conversational 
videos adapted for a popular science narrative program, in which 
children are allowed to interact with the program character by 
answering questions and receiving feedback. Our usability study 
showed that the conversational videos could feasibly be used by 
young children in their homes, and a separate randomized study 
suggested that children’s science learning was improved from their 
in-the-moment interactions with the program character. In this 
section, we frst discuss our fndings in relation to existing research. 
We then discuss design implications that could inform future de-
velopments. Finally, we discuss some potential limitations of our 
conversational videos and future research agenda. 
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Table 2: Participant information by study conditions. 

Full Sample Conversational Standard Diference 

QUILS 
Female 
Age 

64.97 (30.78) 
63.64% 

66.47 (30.99) 
66.67% 

63.43 (30.90) 
60.53% 

t(77) = 0.43 p = 0.67 
χ2 (1) = 0.10, p = 0.74 
χ2(2) = 0.99, p = 0.61 

4-year-olds 27.27% 23.08% 31.58% 
5-year-olds 36.36% 35.90% 36.84% 
6-year-olds 

Race/Ethnicity 
36.36% 41.03% 31.58% 

χ2 (2) = 1.59, p = 0.45 
White 15.58% 25.51% 10.52% 
Latino 63.64% 61.54% 65.79% 
Others 20.78% 17.95% 23.68% 

Predominant Home Language χ2 (1) = 0.11, p = 0.74 
English 71.43% 74.36% 68.42% 
Other 28.57% 25.64% 31.58% 

Prior Voice Assistant Usage χ2 (1) = 0.00, p = 0.95 
Heavy users 36.36% 38.46% 34.21% 
Non-heavy users 

Mother’s Education 
63.64% 61.54% 65.79% 

χ2 (2) = 3.26, p = 0.20 
Less than high school 14.29% 20.51% 7.89% 
Above high school 20.78% 15.38% 26.32% 
Above Bachelor’s degree 64.94% 

Typical TV Time During Weekdays 
64.10% 65.79% 

χ2 (2) = 0.49, p = 0.78 
Less than 30 minutes 41.56% 43.59% 39.47% 
30-60 minutes 49.35% 46.15% 52.63% 
More than 60 minutes 9.09% 10.26% 7.89% 

N 77 39 38 

Table 3: Outcomes by study conditions. 

Full sample Conversational Standard ANCOVA 

Science Learning 14.80 (6.02) 16.00 (5.26) 13.5 (6.54) F(1,70) = 7.86 ** 
Engagement 3.01 (0.15) 3.04 (0.15) 2.98 (0.15) F(1,70) = 3.22† 

6.1 The Promise of Conversational Narrative 
Programming 

In general, our conversational videos were able to fulfll our in-
tended design goal of building two-way interactivity into television 
or video content. The conversational videos elicited a high level of 
verbal engagement from children, as children responded to almost 
all of Elinor’s questions. In turn, Elinor’s replies to children were 
based on their particular responses to her questions, leading to a 
personalized video watching experience for each child. Thus, our 
study presents a case for AI-powered conversational characters 
unlocking the potential inherent in currently non-interactive nar-
rative television programming. Our usability study also suggested 
that conversational videos were perceived positively by children 
and their parents. The children in our study generally agreed that 
watching the videos was enjoyable and that Elinor was trustworthy, 
sociable, and intelligent. They also pointed to their interactions 
with Elinor when explaining their perceptions. While our study was 
based on one study session, it is possible that children’s sustained 

interaction with Elinor over longer periods of time could result in 
them forming parasocial relationships, one-sided emotional attach-
ments with media characters that could foster more attentive and 
motivated learning [10, 44]. The parents in our study viewed the 
children’s interactions with Elinor positively, and they repeatedly 
mentioned the benefts of science learning and language devel-
opment. The parents’ appreciation of our conversational videos 
and their interactivity contrasts markedly with their perception of 
standard television programming as passive [49]. 

Our study also provided preliminary evidence for the benefts 
automated conversational interactivity can have on children’s learn-
ing. We found that children who watched the conversational video 
performed better in an episode-specifc science assessment than 
did those who watched the broadcast version. This result is consis-
tent with other studies on dialogic interactions during children’s 
television watching (e.g., [75, 80, 81]), which prior to this study 
have relied on direct human involvement in the interaction (e.g., 
a Wizard of Oz approach or a human co-viewer). For example, 
Calvert and colleagues used a Wizard of Oz approach and found 
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that children learned math concepts presented in an animated video 
program signifcantly better when the video’s main character asked 
children questions and replied in a timely and responsive manner 
as compared to when they watched the same video without this 
interaction [9]. Our study, however, involved a fully automatic con-
versational agent that could readily be implemented in children’s 
television shows. 

While we expected that the conversational interactivity would 
enhance children’s overall engagement, we did not fnd a statis-
tically signifcant diference in this regard between children who 
interacted with Elinor and those who watched the standard version 
without such interactions. Yet prior studies, for example, found that 
that when an on-screen actor responded contingently to children 
through a live video feed, children were more likely to respond to 
prompts than those viewing a pre-recorded video without live video 
chat [81]. The diference between our study and prior studies may 
be due to the diferent approaches to measuring engagement. To 
gain a more nuanced understanding of these results, we conducted 
a follow-up analysis that diferentiated between the various en-
gagement indicators in our initial holistic coding scheme. We found 
that children in the conversational video group showed a much 
higher level of verbal engagement (consistent with [81] described 
above) and positive afect (consistent with [54]), despite spending 
less time looking at the screen compared to children who watched 
the broadcast video. One possible explanation for the children’s 
lower visual attention levels is the fact that children who interacted 
with Elinor tended to look away from the screen during the conver-
sational moments (i.e., they looked toward a nearby family member 
or simply raised their head as they contemplated their response 
to Elinor’s questions). Nevertheless, in the following section, we 
discuss several ways that future iterations of conversational videos 
could more efectively engage children. 

6.2 Some Design Considerations 
In this section, we discuss some design implications of our study. 
Our team has already begun improvements to our conversational 
videos based on the considerations below. 

6.2.1 Supporting multimodal interaction. In our testings, we com-
monly saw children, particularly the youngest participants, using 
non-verbal expressions to supplement, and sometimes replace, their 
verbal expressions. However, the conversational agent registered 
children’s speech only. Prior to the video watching sessions in the 
current study, we told children about Elinor’s inability to see them 
and encouraged the children to respond only verbally. This might 
have also been refected in children perceiving Elinor as not being 
able to see in the perception test. Yet in retrospect, we believe it 
would be better to instead design a conversational agent that could 
also register non-verbal expressions (i.e., gestures). Studies have 
suggested that multimodal interaction is more natural and bene-
fcial for children who are still developing their communication 
skills. For example, Crowder and Newman found that when chil-
dren explain science concepts (e.g., seasonal changes), they often 
use gestures to enhance the ideas they express through speech [16]. 
Another study found that encouraging children to use gestures 
to explain novel concepts solidifed their learning as compared to 
children who were not taught to use gestures [23]. 

Thus, our team has embarked on follow-up research to combine 
natural language processing with gesture recognition. As a starting 
point, we have begun incorporating models to recognize several 
gestures, including children nodding or shaking their head and 
using their fngers to show the numbers one through nine. Though 
this work is still preliminary and involves many challenges, we 
believe it is a promising direction that is worth exploring. 

6.2.2 Enabling bilingual input. In the current study, our conversa-
tional character was trained to recognize only English responses. 
However, we occasionally observed that some children responded 
to Elinor in their home language (e.g., one child said “aqua” instead 
of “water”). Even though “water” was the correct answer, Elinor 
interpreted the child’s Spanish response as an unanticipated answer 
and replied with the relevant fallback mechanism. We recognize that 
it is common for bilingual children to switch between their home 
language and English, particularly in their home environment [12]. 
In addition, we noticed in our testing that bilingual children were 
less likely to respond to Elinor and that Elinor was less successful 
in interpreting their responses. As such, we have begun investigat-
ing the possibility of allowing for multilingual speech input in the 
next iteration of our conversational videos. Specifcally, because 
our project currently involves a large number of Spanish-English 
bilingual children, we have refned the agent’s natural language 
processing model to include Spanish responses. Including multilin-
gual conversational characters could potentially make interactive 
science learning videos more linguistically relevant to a wider range 
of children. Other studies have also recognized the importance of 
developing educational media that meets the needs of bilingual 
children (e.g., [39]). 

6.2.3 Allowing Multi-user Participation. Our conversational videos 
were initially designed for individual users, as this is the most 
common way children watch television [2]. However, during our 
testing, we observed that some children’s siblings—who were not 
actually watching the episode but could hear it—would also respond 
to Elinor’s questions. The overlapping speech from the child user 
and their sibling interfered with the agent’s ability to process the 
speech input. While we might be able to prevent this situation by 
instructing children to view the conversational video in a space 
where they will not be disturbed, this is not an optimal solution as 
children generally beneft from social engagement during media 
usage (for an overview, see [20]). As such, we should proactively 
design the agent so that multiple users can participate together. 
For example, it is possible to support “trialogue” such that a child 
and their sibling can take turns responding to the agent. The agent 
could invite one child to respond to a question, and then invite 
the second child to comment on the frst child’s response. It is also 
possible to design the agent so that it can utilize voice recognition 
to automatically distinguish responses from diferent users. 

6.2.4 Allowing local language processing. In addition, in our cur-
rent project, the conversational agent was hosted on a cloud service 
and the users needed to connect their viewing device to the Internet. 
During our testing, two of our participants’ Internet connections 
were unstable when the agent was processing their speech input 
through the cloud service, thus leading to an error in Elinor’s inter-
pretation of their responses. In this current iteration, we resorted to 
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hard-coding the conversational agent to respond with generic feed-
back (the same as when a child provides an unanticipated answer) 
whenever a user’s Internet connection becomes unstable. However, 
with the rapid development of low-cost on-device computing, it 
is plausible to use local language processors to carry out speech 
recognition and intent classifcation. This would allow users to 
preload the entire application (i.e., the conversational episodes and 
language models) and view them with or without Internet con-
nection, giving users more fexibility. This might be particularly 
relevant to under-resourced households who do not have stable 
Internet connection. 

6.3 Current Limitations and Agenda for Future 
Research 

In this section, we discuss several limitations of this current paper 
and our agenda for possible future research. 

First, in the randomized study, we assessed children’s science 
learning outcomes immediately after their video watching. Thus, 
our fndings did not shed light on children’s retention of science 
knowledge. Future studies may want to include a delayed post-test 
to address this issue. Second, our randomized study used the stan-
dard broadcast version of the Elinor Wonders Why episodes as a base-
line control group for comparing our conversational videos. The 
standard episodes do not include any pseudo-interactive features. 
Although we identifed benefts in children’s science assessment 
and engagement from conversational videos, it is possible that such 
benefts were simply due to Elinor asking questions rather than Eli-
nor’s ability to respond contingently. Indeed, our team had planned 
to include an additional pseudo-interactive condition where Elinor 
asked children questions but did not provide contingent feedback. 
However, research restrictions due to the COVID-19 pandemic lim-
ited our sample size and conditions. As a practical consideration, 
one important purpose of our randomized study was to examine 
the efectiveness of adding conversational interactivity to Elinor 
Wonders Why episodes. The study results would form the basis for 
our decision whether to expand the development of conversational 
videos and eventually integrate them into PBS KIDS’ user-facing 
platforms. Following the lifting of pandemic-related restrictions on 
research, our team resumed in-person research with children, and 
we are now replicating this study, including the pseudo-interactive 
condition, with a larger sample size. 

Lastly, children in our study watched a small number of conver-
sational videos (i.e., two videos in the usability study and one video 
in the randomized study) within a short period of time. As such, 
our results could not shed light on children’s long-term interaction 
patterns or benefts. It is possible that as the novelty of talking 
to the character wears of (e.g., after children interacting with the 
same video for multiple times), children may come to expect having 
more complex conversations beyond how the character’s dialogue 
is designed. When the character does not meet children’s such 
expectations, children may become less willing to continue the 
interaction, and this decreased engagement may dampen learn-
ing benefts. On the other hand, children’s interaction with the 
intelligent character may become more smooth and productive 
as children get familiarized with the schema of such interaction, 
thus leading to heightened engagement and improved learning 

outcomes. Future research should examine this issue by using a 
longitudinal design where children are provided with sustained 
access to this type of conversational videos. 

6.4 A Note on Ethical Considerations 
It is worth discussing potential ethical issues surrounding children’s 
use of conversational AI. First, we should be mindful of the pri-
vacy issues that might emerge as some technology companies may 
store user audio recordings without explicit acknowledgement. This 
may contravene the US Children’s Online Privacy Protection Act 
(COPPA), which was enacted to regulate the collection and use of 
personal information from anyone younger than 13. As such, when 
developing conversational applications for children, it is important 
to ensure children’s voice utterances are deleted immediately (e.g., 
the data protection option provided by Amazon Lex). Second, many 
fear that conversational AI might supplant the interpersonal interac-
tion children would otherwise have in their day-to-day lives, since 
this technology can potentially simulate a conversation partner 
for children. However, we want to be clear that researchers should 
develop conversational applications so as to provide additional 
opportunities to enrich children’s language experiences. Conver-
sational applications should not be designed to replace parents, 
teachers, or peers. Indeed, some of our upcoming work has focused 
on using conversational AI to promote parent-child interactions. 

7 CONCLUSION 
As the time that children spend watching video increases and the 
mode of watching shifts to Internet-connected devices, it is impera-
tive to investigate how new forms of video watching may better 
support learning. This study leveraged conversational technologies 
to allow children to interact with the main character of a science 
animated program. Our fndings suggest that enabling this kind of 
contingent interaction between child viewers and media charac-
ters can bring additional educational benefts not available through 
standard video programming. Though this line of research is just 
beginning, we believe that conversational AI has the potential to 
transform traditional video watching into a more active and engag-
ing learning experience. 
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Appendix A ELINOR’S QUESTIONS IN THE 
CONVERSATIONAL VIDEOS 

A.1 Episode 1: Aerodynamics 
(1) Hi, I’m Elinor. I love to run around and play outside. I like 

to run super fast and feel the wind on my ears! Do you like 
to run fast? 

(2) Have you ever ridden in a car going really fast? 
(3) Camilla’s car is faster. Let’s look closely at our car and 

Camilla’s car to see if we can fgure out why Camilla’s is 
faster. How is Camilla’s car diferent from my car? 

(4) Ari thinks that changing the color of our car will make it as 
fast as Camila’s car. What can we do to test that idea? 

https://www.nextgenscience.org/
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(5) Now we painted our car yellow and drew the racing stripe. 
Let’s think about what we know and make a prediction! A 
prediction is saying what you think will happen. Do you 
predict that our car will go as fast as Camila’s car? 

(a) Why do you think so?/Why don’t you think so? 
(6) Now we added a cupholder to the car. Let’s think about what 

we know and make a prediction! Do you predict that our car 
will go as fast as Camila’s car? 

(a) Why do you think so?/Why don’t you think so? 
(7) My dad knows a lot! Do boxy things or pointy things move 

through the air slower? 
(8) Our car looks really fast now! I notice our car and Camila’s 

car have a similar shape! What is the shape of our cars now? 
(9) Now our car and Camila’s car are both streamlined. Let’s 

think about what we know and make a prediction! Do you 
predict that our car will go as fast as Camila’s car? 

(a) Why do you think so?/Why don’t you think so? 
(10) We made a really fast car! It’s so fun to try diferent things 

and fgure out what works and what doesn’t work to make 
the car go faster. What did we change to make our car go 
faster? 

A.2 Episode 2: Molting 
(1) Hi, I’m Elinor! I like to explore plants and animals in Nature. 

I think snakes are sooo interesting. Have you ever seen a 
snake before? 

(2) What do you notice about this snake’s skin? 
(3) It looks like Ari has gotten too big for his lucky shirt. Hmmm, 

how does it feel to wear a shirt that is too small? 
(4) Wow, snakes smell with their tongue? That is so interesting! 

What body part do you use to smell? 
(5) Oh, the snake’s skin is so faky and not shiny. I wonder what 

is happening. Do you think the snake will have shiny skin 
again? 

(6) Oh no, Ari hasn’t stopped any soccer shots yet. Why do you 
think he can’t stop the shots today? 

(7) Hmmm. How many snakes do you see in the box? 
(8) This is such a cool tool! How does this tool help me observe 

the snake? 
(9) Hmmm, why do you think the snake’s skin fell of? 
(10) Hmm, molting. . . That’s so interesting! Snakes molt as they 

get bigger. Their old skin comes of in one big piece! Look at 
your skin, do you molt like a snake as you get bigger? 

(11) We’re gonna let the snake out of the box. Now that it molted 
its old skin, will the snake move faster or slower? 

A.3 Episode 3: Viscosity 
(1) Do you like honey? 
(2) Have you ever touched honey before? 
(3) Hmmm, how does it feel when you touch honey? 
(4) Did you see that!? The bee just drank some juice, called 

nectar from this fower! What do you think the bee is gonna 
make with the juice from this fower? 

(5) Haha! I just said a funny word: “goopy”. What do you think 
goopy means? 

Xu, et al. 

(6) When Ari faps his wings, we can feel the air moving and 
blowing! Bees fap their wings too when they make honey. 
How does fapping their wings help the bees make honey? 

(7) Let’s make a prediction! Do you think adding water in, will 
get all this goopy honey of Ari? 

(8) The ketchup isn’t coming out of the bottle! I wonder why. 
Why do you think the ketchup isn’t coming out? 

(9) Guess what I’m going to do. How am I going to get the 
ketchup to come out of the bottle? 

Appendix B ITEMS IN THE SCIENCE 
ASSESSMENT IN THE 
RANDOMIZED STUDY FOR THE 
EPISODE ON VISCOSITY 

(1) Ok, let’s talk about how bees make honey! The bees frst 
drink something from the fower. What do bees drink? 

(2) Bees then turn the runny nectar into honey. What do they 
take out of the nectar to turn it into honey? 

(3) What do bees do to get rid of the water in the nectar? 
(4) I’m trying to get the honey out of this bottle and I’m squeez-

ing the bottle really hard. My arm is so tired! Why do you 
think the honey is not coming out of the bottle? [Researcher 
squeezes a bottle of honey] 

(5) Think about what you have learned from Elinor, how can I 
make the honey come out of the bottle more easily? 

(6) Pretend that I have two bottles here. This bottle has some-
thing goopy in it, and this one has something runny in it. 
Now I’m going to turn the bottles upside down. What do 
you think will come out faster, the thick goopy thing or the 
runny thing? 

(7) If you want to dilute ketchup, what do you need to do? 
(8) Now I’m gonna ask you to watch a short video carefully, 

and I will ask you two questions after that [The video shows 
four marble dropping in four jars of liquids with varying 
viscosity respectively]. 

(a) Which jar is the most goopy? Which two jars are the most 
runny? 

(b) Why do you think this one is the most goopy? Why do 
you think this one is the most runny? 

(9) At the beginning of the show, Elinor and her friends stood 
in line for a long time to wait for Mrs Llama’s ketchup. Why 
was the line moving so slowly? 

(10) Elinor and her friends had two problems in the show. Take a 
look at these two pictures [One picture shows honey stuck 
to Ari’s face, and the other picture shows Elinor and friends 
trying to get ketchup out of a bottle ]. 

(a) What problem do they have in the frst picture? 
(b) What problem do they have in the second picture? 
(c) What is similar, or the same, between these two problems? 
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