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Solving the time-dependent Schrödinger equation is an important application area for quantum algorithms. We consider Schrödinger's equation in the semi-classical regime where $\hbar \ll 1$ and the solutions exhibit strong multiple-scale behavior due to a small parameter, in the sense that the dynamics of the quantum states and the induced observables can occur on different spatial and temporal scales. Such a Schrödinger equation finds applications in many fundamental problems in quantum chemistry, including those from Born-Oppenheimer molecular dynamics and Ehrenfest dynamics. However, the presence of the small parameter $\hbar$ in these applications compromises both the spatial resolution and the time integration accuracy. Therefore, to assess a Hamiltonian simulation algorithm in this regime, it is important to quantify the complexity in terms of both $\hbar$ and an error tolerance $\varepsilon$. This paper considers quantum analogues of pseudo-spectral (PS) methods on classical computers. Estimates on the gate counts in terms of $\hbar$ and the precision $\varepsilon$ are obtained. It is found that the number of required qubits, $m$, scales only logarithmically with respect to $\hbar$. When the solution has bounded derivatives up to order $\ell$, the symmetric Trottering method has gate complexity $\mathcal{O}\left((\varepsilon \hbar)^{-\frac{1}{2}} \operatorname{poly} \log \left(\varepsilon^{-\frac{3}{2 \ell}} \hbar^{-1-\frac{1}{2 \ell}}\right)\right)$, provided that the diagonal unitary operators in the pseudo-spectral methods can be implemented with poly $(m)$ operations. When physical observables are the desired outcomes, however, the step size in the time integration can be chosen independently of $\hbar$. The gate complexity in this case is reduced to $\mathcal{O}\left(\varepsilon^{-\frac{1}{2}} \operatorname{poly} \log \left(\varepsilon^{-\frac{3}{2 \ell}} \hbar^{-1}\right)\right)$, with $\ell$ again indicating the smoothness of the solution.

## 1 Introduction

We consider the time-dependent Schrödinger equation (TDSE) in the semi-classical regime

$$
\begin{align*}
i \partial_{t}|\psi\rangle & =H|\psi\rangle, \quad H:=-\frac{\hbar \nabla^{2}}{2}+\hbar^{-1} V(x)  \tag{1}\\
|\psi(0)\rangle & =\left|\psi_{0}\right\rangle
\end{align*}
$$

In Eq. (1), the $-\nabla^{2} / 2$ term corresponds to the kinetic energy, while $V(x)$ is the external potential. Compared to standard TDSE in quantum chemistry with $m=1$, $\hbar$ in Eq. (1) plays the same
role as the Planck constant. The semi-classical regime refers to the case when $\hbar \ll 1$. This is one important example of multiscale quantum dynamics, where the small parameter leads to fine scale dynamics, but one is interested in the behavior on a much large scale.

Eq. (1) arises in various important applications [1]. Perhaps the most notable example is the Bohn-Oppenheimer approximation [2, 3, 4], where Eq. (1) describes the dynamics of nuclei and $\hbar^{2}$ is the ratio between the electron and nuclei mass. A small value of $\hbar$ enables the BohnOppenheimer approximation, which separates the nucleonic dynamics from that of electrons and also allows the classical approximation to the nucleonic Schrödinger equation. It enters the effective nuclear Schrödinger equation in the form of (1). It also arises in Ehrenfest dynamics, where (1) is the electronic Schrödinger equation, which is coupled with a classical dynamics for nuclei through $V$, and $\hbar^{2}$ again is the ratio between the electron and nuclei mass $[5,6,7]$. One can also find related applications in geometric optics, where one is interested in the WKB solution

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=A_{0}(x) \exp \left(i \frac{S_{0}(x)}{\hbar}\right) . \tag{2}
\end{equation*}
$$

Eq. (1) leads to the well-known eikonal and transport equations [1]. In the WKB form, $A_{0}$ and $S_{0}$ are often referred to as the amplitude and phase function, respectively. In light of these applications, we will regard $\hbar$ simply as a small parameter, rather than just the Planck constant in time-dependent Schrödinger equations.

A typical observation from the solution of Eq. (1) is that rapid oscillations exist with wavelength comparable to $\hbar$. This poses a great challenge for direct numerical simulations since one needs to numerically resolve the fine scale dynamics. This means that the number of grid points and time steps must be both inversely proportional to $\hbar$. One popular classical algorithm for (1) is the Fourier pseudo-spectral method [8]. Here we briefly demonstrate the procedure for the onedimensional case. Assume that the spatial domain is $[0, L]$, with periodic boundary conditions applied at the boundary $x=0$ and $x=L$. The wave function is then discretized in space using a uniform grid size $\Delta x=L / M$. The grid points are given by,

$$
x_{j}=j \Delta x, j=0,1,2, \cdots, M
$$

In addition, the time steps will be denoted by $t_{n}=n \Delta t$, with $\Delta t$ being the step size. We also write $\left|\psi^{n}\right\rangle=\left|\psi\left(\cdot, t_{n}\right)\right\rangle$.

From the time step $t_{n}$ to $t_{n+1}$, one can use the Strang splitting,

$$
\begin{equation*}
\left|\psi^{n+1}\right\rangle \approx U_{K}\left(\frac{\Delta t}{2}\right) U_{V}(\Delta t) U_{K}\left(\frac{\Delta t}{2}\right)\left|\psi^{n}\right\rangle . \tag{3}
\end{equation*}
$$

Here $U_{V}(\Delta t):=\exp \left(-i \frac{\Delta t}{\hbar} V\right)$ is understood as a diagonal operator, i.e., applying $\exp \left(-i \frac{\Delta t}{\hbar} V\left(x_{j}\right)\right)$ to $\left|\psi^{n}\right\rangle$ at $x_{j}$. Meanwhile, we have defined

$$
\begin{equation*}
U_{K}(\Delta t)=\exp \left(i \frac{\Delta t \hbar \nabla^{2}}{2}\right) \tag{4}
\end{equation*}
$$

Since the kinetic energy part $K$ can be diagonalized by a Fourier transform, the operator $U_{K}$ can be efficiently implemented by a finite Fourier transform:

$$
\begin{equation*}
\langle j \mid \psi\rangle=\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} \exp \left(i \frac{2 \pi j k}{M}\right)\langle k \mid \psi\rangle . \tag{5}
\end{equation*}
$$

On classical computers, this is implemented using the Fast Fourier Transform (FFT) with complexity $M \log M$. In order to look at the algorithm from a quantum computing perspective, we have used $|j\rangle$ as the computational basis.

With the Fourier transform (5), an application of $U_{K}$ will result in

$$
\begin{equation*}
\langle j| U_{K}(\Delta t)|\psi\rangle=\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} \exp \left(-i \frac{\Delta t \hbar}{2} \mu_{k}^{2}\right) \exp \left(i \frac{2 \pi j k}{M}\right)\langle k \mid \psi\rangle \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{k}=\frac{2 \pi}{L}\left(k-\frac{M}{2}\right), \quad k=0,1, \cdots, M-1 \tag{7}
\end{equation*}
$$

Therefore, the implementation involves one application of a FFT to obtain $|\psi\rangle$, followed by a multiplication of a diagonal unitary operator $\left(\exp \left(-i \frac{\Delta t \hbar}{2} \mu_{k}^{2}\right)\right.$ ), and an inverse FFT. Each step only involves $\mathcal{O}(M \log M)$ operations.

The algorithm outlined above can be viewed as a Trotter splitting. Although Trotter type splitting methods, in the context of quantum algorithms, have been widely studied [9], compared to the usual time-dependent Schrödinger equation, the model (1) presents several new challenges.

- The initial condition, as well as the solution at later times, involve $\hbar$, which is often manifested in the fast oscillations in the wave function. As a result, a numerical analysis of the truncation error will contain powers of $\hbar^{-1}$.
- The two operators in $H$ from (1) are of different magnitude: the kinetic energy term is of $\mathcal{O}(\hbar)$ while the potential energy is of the order $\mathcal{O}\left(\hbar^{-1}\right)$. This complicates the analysis of the Trotter error; yet an $\hbar$-dependent error analysis is important in many applications such as the Born-Oppenheimer approximation, the Ehrenfest dynamics, or in general, quantum dynamics in the semi-classical regime.
- In practice, often of interest is the dynamics of physical observables, rather than the wave function itself. Although an error bound for the wave function can be carried over to observables, such a bound can be an overestimation, especially for a multiscale problem like Eq. (1), since the fast oscillations may be averaged out in observables. Therefore, error analysis that specifically targets observables are needed to derive more accurate complexity estimates.

Overall the presence of the small parameter $\hbar$ compromises both the spatial resolution and the time integration accuracy. Therefore, to assess a Hamiltonian simulation algorithm in this regime, it is important to quantify the complexity in terms of both $\hbar$ and an error tolerance $\varepsilon$. To the best of our knowledge, this has not been studied in the literature.
Related works. Childs et al. [9] considered general Trotter splitting methods, and provided a gate complexity for a $p$-th order Trotter splitting algorithm. They also examined the case when the kinetic energy and potential energy terms can be represented separately in the Fourier and real spaces, respectively. They find that for physical observables, the gate number can be significantly reduced. A common practice in such analysis of Trotter error is to bound the error using the operator norm. However, in the real space representation, the kinetic energy operator is unbounded. Even with a spatial discretization, the norm typically scales like $\Delta x^{-2}$ with $\Delta x$ being the grid size. What further complicates the error analysis in the semiclassical regime is the fact that the wave functions are highly oscillatory, with derivatives $\partial_{x}^{k}|\psi\rangle=\mathcal{O}\left(\hbar^{-k}\right)$. Therefore, the commutators alone can not represent the magnitude of the error.

Our contributions. We consider quantum algorithms for the dynamics in the semiclassical regime (1). A natural choice is the pseudo-spectral method, in conjunction with the operator splitting schemes [8], as discussed above. The operator splitting schemes alternate between the kinetic and potential energy terms, each of which can be reduced to diagonal unitary operators. Therefore, they can be viewed as Trotter splitting methods. Classical algorithms typically require $\mathcal{O}\left(\hbar^{-d}\right)$
operations for each step of the time integration. Here $d$ is the dimension and the dependence on $\hbar$ is owing to the fact that the grid size has to resolve the small parameter $\hbar$. In contrast, in quantum computers, this can be efficiently represented by $m$ qubits, and we show that the dependence on $\hbar$ is only logarithmic. Provided that the diagonal unitary operators in the pseudo-spectral methods can be implemented with poly $(m)$ operations, this only leads to $\mathcal{O}\left(d \operatorname{poly} \log \left(\hbar^{-1}\right)\right)$ operations. The dependence on the precision $\varepsilon$, the domain size $L$, and the time duration $t$, will all be included in the estimate.

Using the recent rigorous error estimates [10, 11] , we estimate the gate complexity in order to reach a given precision $\varepsilon$. For the commonly used symmetric Trottering splitting, we show that the gate complexity is $\mathcal{O}\left((\varepsilon \hbar)^{-\frac{1}{2}} \operatorname{poly} \log \left(\varepsilon^{-\frac{3}{2 \ell}} \hbar^{-1-\frac{1}{2 \ell}}\right)\right)$, under the same assumption on the implementation of the diagonal unitary operators and the solution has certain degree of smoothness indicated by the integer $\ell$. In addition, when the solution has better smoothness, in that certain $\hbar$-dependent Sobolev norm of the solution $\|\psi\|_{H_{\hbar}^{q}}$, is finite, then gate number has a more relaxed dependence on $\varepsilon$. The better smoothness also allows higher order Trotter splitting algorithms, e.g., the fourth order method by Yoshida [12]. In this case, the gate complexity is close to $\mathcal{O}\left(p(\varepsilon \hbar)^{-1 / p}\right.$ polylog $\left.\left(\hbar^{-1}\right)\right)$.

A remarkable finding in [8] is that when observables, rather than the wave functions themselves, are of interest, the time integration error is not as sensitive to the small parameter $\hbar$. In fact, the step size can be chosen independent of $\hbar$. This has been numerically verified in numerous works and rigorously proved in recent papers $[10,11]$. Clearly a larger step size will reduce the overall complexity. We show that for the symmetric splitting method, the gate complexity is reduced to $\mathcal{O}\left(\varepsilon^{-\frac{1}{2}} \operatorname{poly} \log \left(\varepsilon^{-\frac{3}{2 \ell}} \hbar^{-1}\right)\right)$, which exhibits a much less dependence on $\hbar$. Overall, the current work highlights an important direction in Hamiltonian simulations, i.e., quantum dynamics that exhibit multiple physical scales. The development of efficient quantum algorithms must take into account the asymptotic behavior, e.g., when a small parameter approaches zero.

## 2 Quantum Algorithms for the Schrödinger equation

As alluded to in the introduction, the primary challenge in solving (1) is due to the small parameter $\hbar$ : Solutions typically involve oscillations with wavelength comparable to $\hbar$. As a result, the grid size $\Delta x$ has to be chosen small enough to resolve the fine scale, which leads to an overwhelmingly large problem size, especially for high-dimensional cases. Quantum algorithms have the potential to deal with exponentially large dimensions. As an example, for a quantum computer with $m$ qubits, one can choose $M=2^{m}$ and represent the wave function $|\psi\rangle$ using the computational basis $|j\rangle$. Therefore, the number of qubits depends only logarithmically on the grid size, and linearly on the spatial dimension. Another important observation is that the FFT (5) can be implemented using a quantum circuit. The gate complexity is only of the order $\mathcal{O}\left(m^{2}\right)$ which, in terms of $M$, becomes $\mathcal{O}\left(\log ^{2} M\right)$. In [13], a Fermion FFT algorithm is developed with reduced complexity of $\mathcal{O}(m)$. Furthermore, the initial wave function in (1) can be prepared on a quantum computer, by first computing its integral intervals in some subintervals. This has been proposed in [14, 15]. Ward et al. [16] have shown how such computations can be done on a quantum computer. This makes quantum algorithms particularly appealing for solving (1). In this section, we will outline the computational procedure.

### 2.1 Time integration and gate counts

For the time evolution, one can follow the operator splitting method (9), which in the context of quantum algorithms, belongs to Trotter splitting methods. They have been extensively studied [9]. In the splitting method (9), the implementation of the quantum Fourier transform (QFT) is also standard. Regarding the diagonal unitary operators, $U_{V}$ in (9), and $\exp \left(-i \frac{\Delta t \hbar}{2} \mu_{k}^{2}\right)$ in (6), we will assume that they require $J(m)$ gates. We mention several alternatives here,

- Bullock and Markov [17, 18] have shown that a diagonal unitary operator can be implemented using $J=2^{m+1}-3=\mathcal{O}(M)$ gates (see also [19]). This can be viewed as a full implementation, in the sense that the operator is implemented without approximations.
- Diagonal unitary operators are sparse. Low and Wiebe [20] presented a block-encoding algorithm for general Hamiltonian simulations, which approximates the unitary operator with error within $\varepsilon$. In [20, Theorem 3], if we consider a diagonal time-independent Hamiltonian within only one time step, and choose $\varepsilon$ to be comparable to $\Delta t^{2}$, then the gate complexity becomes $J=\mathcal{O}(m \log \varepsilon / \log \log \varepsilon)$. The method requires queries to an oracle to access the matrix elements. Accessing the oracle allows one to obtain values of $V(x)$.
- Kassal et al. [21] proposed to shift the potential so that it can be represented by integers between 0 and $2^{m_{1}}-1$ for some integer $m_{1}$. Then the diagonal operator can be implemented using an ancilla register with $m_{1}$ qubits, together with the quantum Fourier transform. Assume that $m_{1}=\mathcal{O}(m)$, then $J(m)=\mathcal{O}(m)$ as well. This work also took into account the complexity in computing the many-body potential, which leads to additional complexity that has a polynomial scaling in terms of $m$.

To leave the various available methods open, we just denote the gate count as $J(m)$. Since the current approach already pursues approximations of wave functions, it is likely that an exact implementation of the diagonal unitary operators is not necessary. Rather, an approximate implementation with $J(m)=\mathcal{O}(m)$ or $J(m)=\mathcal{O}(\operatorname{poly}(m))$ without affecting the overall accuracy is the desired approach.

The number of gates required to obtain a solution of (1) with accuracy within $\varepsilon$ hinges on an error estimate. The most widely used classical algorithm to approximate the time evolution of (1) is the Trotter splitting method. Toward this end, one can split the Hamiltonian operator as follows,

$$
\begin{equation*}
H=A+B, \quad A:=-\frac{\hbar \nabla^{2}}{2}, \quad B:=\frac{V}{\hbar} \tag{8}
\end{equation*}
$$

and for each step, the solution represented by the operator $\exp (-i \Delta t H)$ is approximated by successively applying the following $2 s$ operators,

$$
\begin{equation*}
\left|\psi^{n+1}\right\rangle=U_{V}\left(c_{1} \Delta t\right) U_{K}\left(d_{1} \Delta t\right) U_{V}\left(c_{2} \Delta t\right) U_{K}\left(d_{2} \Delta t\right) \cdots U_{V}\left(c_{s} \Delta t\right) U_{K}\left(d_{s} \Delta t\right)\left|\psi^{n}\right\rangle \tag{9}
\end{equation*}
$$

Here the coefficients $\left(c_{1}, c_{2}, \cdots, c_{s}\right)$ and $\left(d_{1}, d_{2}, \cdots, d_{s}\right)$ need to be selected based on certain order conditions.

The operators $A$ and $B$ involve the small parameter $\hbar$. To see how this plays a role in the Trotter error, one can consider the 1-step splitting, given by,

$$
\begin{equation*}
\exp (-i t H) \approx \exp (-i t A) \exp (-i t B) \tag{10}
\end{equation*}
$$

A direct application of the BCH formula yields $\exp (-i t A) \exp (-i t B)=\exp (Z)$, where $Z$ can be expanded as

$$
Z=-i t(A+B)-\frac{t^{2}}{2}[A, B]+\frac{i t^{3}}{12}([A,[A, B]]+[B,[B, A]])+\frac{t^{4}}{24}[A,[B,[B, A]]]+\cdots
$$

Hence, the error is reflected in the commutator terms. At first sight, one finds from (8) that,

$$
[A, B]=\mathcal{O}(1), \quad[A,[A, B]]=\mathcal{O}(\hbar), \quad[B,[B, A]]=\mathcal{O}\left(\hbar^{-1}\right), \quad[A,[B,[B, A]]]=\mathcal{O}(1), \cdots
$$

Clearly, these operators are of different magnitude. But this is further complicated by the fact that these operators have to be applied to the wave function, whose derivatives are not uniformly bounded with respect to $\hbar$. The derivative may give rise to negative powers of $\hbar$. To incorporate the dependence on $\hbar$, Lasser and Lubich [11] introduced an $\hbar$-dependent Sobolev norm. For each integer $q \geq 0$, this is defined as,

$$
\begin{equation*}
\||\psi\rangle\left\|_{H_{\hbar}^{q}}^{2}:=\sum_{\alpha=0}^{q} \hbar^{\alpha}\right\| \partial_{x}^{\alpha}|\psi\rangle \|^{2} . \tag{11}
\end{equation*}
$$

In addition, under the assumption that $V \in C^{2 q}[0, L]$, they proved that [11, Lemma 7.2],

$$
\begin{equation*}
\||\psi(\cdot, t)\rangle\left\|_{H_{\hbar}^{q}} \leq(1+C t)^{q}\right\||\psi(\cdot, 0)\rangle \|_{H_{\hbar}^{q}}, \tag{12}
\end{equation*}
$$

for some constant $C$ that is independent of $\hbar$ and $t$. In particular, this a priori estimate provides a bound on the derivatives of the wave function. Subsequently, in expressing the leading error terms, we will simply write

$$
\left|\partial_{x}^{k} \psi\right\rangle=\mathcal{O}\left(\hbar^{-k}\right)
$$

For example, for an initial condition in the WKB form (2), the corresponding solution at a later time will be in the same form, or a linear superposition of WKB forms. Therefore the derivatives follow the bound (12). Meanwhile, when the initial condition is smooth, the solution of (1) will remain smooth until caustics emerges, at which point, the derivative will be inversely proportional to $\hbar$ again.

The following estimate has been proved in [8, Theorem 4.1].
Theorem 1. Assume $V \in C^{2 q}[0, L]$. Suppose that $\Delta x / \hbar=\mathcal{O}(1)$ and $\Delta t / \hbar=\mathcal{O}(1)$. For each integer $\ell<q$, the error associated with (10) is bounded by,

$$
\begin{equation*}
\|\left|\psi^{n}\right\rangle-\left|\psi\left(\cdot, t_{n}\right)\right\rangle \| \leq C_{\ell} L^{\frac{1}{2}} n\left(\left(\frac{\Delta x}{L \hbar}\right)^{\ell}+\frac{\Delta t^{2}}{\hbar}\right) . \tag{13}
\end{equation*}
$$

Here $C_{\ell}$ is proportional to $L^{-\frac{1}{2}}\|\psi\|_{H_{\hbar}^{\ell}}$, and it is considered as $\mathcal{O}(1)$. We included $L$ in the estimate so that the dependence on the domain size is reflected. The first error term in (13) is the result from an interpolation error, since the finite Fourier transform corresponds to a trigonometric interpolation, while the second term represents the operator splitting error associated with (10).

Let us first discuss the simplest case when $\ell=1$. Given the initial wave function, our goal is to simulate the dynamics (1) until time $t: t=n \Delta t$. It has been suggested in [8] to implement the following meshing strategy:

$$
\begin{equation*}
\frac{\Delta t}{\hbar}=\mathcal{O}\left(\frac{\varepsilon}{L^{\frac{1}{2}} t}\right), \quad \frac{\Delta x}{\hbar}=\mathcal{O}\left(\frac{L^{\frac{1}{2}} \varepsilon \Delta t}{t}\right) \tag{14}
\end{equation*}
$$

which is obtained by forcing both error terms to be of order $\varepsilon$. In particular, with this choice of $\Delta t$, the number of steps is estimated to be,

$$
n=\frac{t}{\Delta t}=\mathcal{O}\left(\frac{L^{\frac{1}{2}} t^{2}}{\hbar \varepsilon}\right)
$$

Based on these estimates, we can deduce the following gate complexity:

Theorem 2. Given the error tolerance $\varepsilon$, the Schrödinger equation (1), can be simulated using $m$ qubits with gate complexity $N_{\text {Gates }}$, given respectively by,

$$
\begin{equation*}
m=\mathcal{O}\left(\log \frac{L t^{2}}{\varepsilon^{2} \hbar^{2}}\right), \quad N_{\text {Gates }}=\mathcal{O}\left(2 J(m) \frac{L^{\frac{1}{2}} t^{2}}{\hbar \varepsilon}\right) \tag{15}
\end{equation*}
$$

In this estimate, we first choose $\Delta t$ from (14), which subsequently determines how the grid size $\Delta x$ is selected. The selection of $\Delta x$, in terms of $\varepsilon, \hbar$ and $t$, gives an estimate of the number of qubits required. In the gate count, the 2 comes from the use of two unitary operators in the splitting.

As an example, when the method [18] is used to implement the diagonal unitary operators, where $J(m)=\mathcal{O}(M)$, the total gate number becomes,

$$
\begin{equation*}
N_{\text {Gates }}=\mathcal{O}\left(\frac{L^{\frac{3}{2}} t^{4}}{\varepsilon^{3} \hbar^{3}}\right) \tag{16}
\end{equation*}
$$

This is certainly unfavorable due to how it scales with $\hbar$ and $\varepsilon$, even for a one-dimensional problem.
The leading error in (13) comes primarily from the commutator term,

$$
[A, B] \psi=\frac{1}{2} \psi \partial_{x}^{2} V+\partial_{x} V \partial_{x} \psi=\mathcal{O}\left(\frac{1}{\hbar}\right) .
$$

This can be improved by Strang splitting (3) [8], which is a 2 -step splitting method. A direct application of the BCH formula yields, $\exp (-i t B / 2) \exp (-i t A) \exp (-i t B / 2)=\exp (Z)$, with the operator $Z$ given by,

$$
Z=-i t(A+B)+\frac{i t^{3}}{12}[B,[B, A]]-\frac{i t^{3}}{24}[A,[A, B]]+\cdots
$$

By direct substitutions of (8) into the commutatorslengthy calculations, we find that,

$$
\begin{align*}
& {[B,[B, A]] \psi=\hbar^{-1}\left(\partial_{x} V\right)^{2} \psi=\mathcal{O}\left(\hbar^{-1}\right)} \\
& {[A,[A, B]] \psi=-\hbar\left(\frac{1}{4} \psi \partial_{x}^{4} V+\partial_{x}^{3} V \partial_{x} \psi+\partial_{x}^{2} \psi \partial_{x}^{2} V\right)=\mathcal{O}\left(\hbar^{-1}\right) .} \tag{17}
\end{align*}
$$

This analysis suggests that the time discretization error is of order $\frac{\Delta t^{3}}{\hbar}$. The extension of (13) to Strang's splitting scheme (3), which was proved in [11, Theorem 7.5], is as follows,

$$
\begin{equation*}
\|\left|\psi^{n}\right\rangle-\left|\psi\left(\cdot, t_{n}\right)\right\rangle \| \leq C_{\ell} L^{\frac{1}{2}} n\left(\left(\frac{\Delta x}{\hbar L}\right)^{\ell}+\frac{\Delta t^{3}}{\hbar}\right) \tag{18}
\end{equation*}
$$

If one considers the case $\ell=1$, this error bound suggests the following strategy,

$$
\begin{equation*}
\frac{\Delta t^{2}}{\hbar}=\mathcal{O}\left(\frac{\varepsilon}{L^{\frac{1}{2}} t}\right), \quad \frac{\Delta x}{\hbar}=\mathcal{O}\left(\frac{L^{\frac{1}{2}} \varepsilon \Delta t}{t}\right) \tag{19}
\end{equation*}
$$

These choices suggest that one picks $n=L^{\frac{1}{4}} t^{\frac{3}{2}} /(\hbar \varepsilon)^{\frac{1}{2}}$.
Theorem 3. Under the same assumptions, further assume that estimate (18) holds. Given the error tolerance $\varepsilon$, the Schrödinger equation (1) can be simulated by (3) using $m$ qubits and gate complexity $N_{\text {Gates }}$, given respectively by,

$$
\begin{equation*}
m=\mathcal{O}\left(\log \frac{L^{\frac{3}{4}} t^{\frac{3}{2}}}{\varepsilon^{\frac{3}{2}} \hbar^{\frac{3}{2}}}\right), \quad N_{\text {Gates }}=\mathcal{O}\left(2 J(m) \frac{L^{\frac{1}{4}} t^{\frac{3}{2}}}{\hbar^{\frac{1}{2}} \varepsilon^{\frac{1}{2}}}\right) . \tag{20}
\end{equation*}
$$

We have included the factor 2 owing to the fact that in the Strang splitting, the last operator at east step can be merged with the first operator in next step, thus reducing $3 n$ unitary operators to $2 n+1$. Again, an exact implementation of the diagonal unitary operators leads to the following estimate,

$$
N_{\text {Gates }}=\mathcal{O}\left(\frac{2 L t^{3}}{\varepsilon^{2} \hbar^{2}}\right)
$$

Notice that compared to (16), this is an improved implementation in terms of the gate complexity because it is proportional to $(\varepsilon \hbar)^{-2}$ (rather than $(\varepsilon \hbar)^{-3}$ ). However, this is still an unfavorable scaling, and it is important to implement the diagonal unitary operators with $\mathcal{O}(\operatorname{poly}(m))$ complexity.

Remark 1. Our main emphasis has been placed on the role of $\hbar$ in the computational complexity. It is also possible for the smoothness of the potential $V$ to play a role. For instance, in light of the Trotter error associated with the Strang splitting and the commutators in Eq. (17), we see that the error bounds (18) carries a prefactor $V_{\max }$, given by,

$$
\begin{equation*}
V_{\max }=\max \left\{\left\|\partial_{x} V\right\|_{\infty}^{2},\left\|\partial_{x}^{2} V\right\|_{\infty}\right\} \tag{21}
\end{equation*}
$$

Therefore, the tolerance $\varepsilon$ in the gate complexity has to be changed to $\varepsilon / V_{\max }$ accordingly. Similarly for the estimate (18), the corresponding prefactor is $V_{\max }=\left\|\partial_{x} V\right\|_{\infty}$.
Remark 2. In addition to the gate complexity, it is also of practical interest to estimate the query complexity. The Strang spliting (3) consists of consecutively applied unitary diagonal matrices. The query complexity of a diagonal unitary matrix depends on the implementation method. For example, suppose that we work with the oracle $O_{D}:|j\rangle|0\rangle \rightarrow|j\rangle\left|D_{j j}\right\rangle$, where $D_{j j}$ is a binary representation of the diagonal element, e.g., see [22, Section II. A] and [21]. Then by applying a phase gate, we obtain $e^{i \Delta t D_{j j}}|j\rangle\left|D_{j j}\right\rangle$. Therefore the overall query complexity scales linearly with respect to the number of steps $n$, and according to (19), the query complexity is $\mathcal{O}\left(L^{\frac{1}{4}} t^{\frac{3}{2}} /(\hbar \varepsilon)^{\frac{1}{2}}\right)$. Compared to the query complexity $\mathcal{O}(\tau \log (\tau / \varepsilon) / \log \log (\tau / \varepsilon))$ (with $\left.\tau:=\max \left|D_{i i}\right| t\right)$ [23], it is less efficient with respect to $\varepsilon$, but more efficient with respect to $\hbar$, since the operator $B$ in (8) is $\mathcal{O}\left(\hbar^{-1}\right)$.

For high order methods, Descombes et al. [24, Theorem 1] derived order conditions for the time integration using operator-splitting scheme (9). In particular, the splitting scheme is said to be $p$ th order if the local error is of the order $\mathcal{O}\left(\frac{\Delta t^{p+1}}{\hbar}\right)$. In such high order methods, the leading error terms inevitably involve high order commutators. As an example, we consider the following commutators.

Proposition 4. The $(k+1)$ st order commutator term $[A,[A, \cdots,[A, B] \cdots]$, when applied to the wave function, consists of the following terms,

$$
\begin{equation*}
[\underbrace{A,[A, \cdots,[A}_{k}, B] \cdots]|\psi\rangle=\hbar^{k-1} \sum_{\substack{0 \leq m_{2} \leq k \\ m_{1}+m_{2}=2 k}} c_{m_{1}, m_{2}} \partial_{x}^{m_{1}} V \partial_{x}^{m_{2}}|\psi\rangle . \tag{22}
\end{equation*}
$$

In particular, it includes the term $-\partial_{x}^{k} V \partial_{x}^{k}|\psi\rangle$.
This Proposition can be proved by induction. The case when $k=2$ has been proved in [11]. Similarly, one can study the patterns from other commutators. It suggests that the local error associated with such terms is $\mathcal{O}\left(\frac{\Delta t^{k+1}}{\hbar}\right)$.

Assuming that one has an $p$ th order method with error bound,

$$
\begin{equation*}
\|\left|\psi^{n}\right\rangle-\left|\psi\left(\cdot, t_{n}\right)\right\rangle \| \leq C_{\ell} L^{\frac{1}{2}} n\left(\left(\frac{\Delta x}{\hbar L}\right)^{\ell}+\frac{\Delta t^{p+1}}{\hbar}\right) \tag{23}
\end{equation*}
$$

then, the gate count becomes,

$$
\begin{equation*}
m=\mathcal{O}\left(\log \frac{L^{\frac{1}{2}+\frac{1}{2 p}} t^{1+\frac{1}{p}}}{\varepsilon^{1+\frac{1}{p}} \hbar^{1+\frac{1}{p}}}\right), \quad N_{\text {Gates }}=\mathcal{O}\left(2 p J(m) \frac{L^{\frac{1}{2 p}} t^{1+\frac{1}{p}}}{\varepsilon^{\frac{1}{p}} \hbar^{\frac{1}{p}}}\right) \tag{24}
\end{equation*}
$$

Here we set $\ell=1$ again, and we assumed that the number of steps used in the splitting $s=\mathcal{O}(p)$.
When the diagonal unitary gates are implemented with $\mathcal{O}(m)$ gates, one expects that by using a higher order splitting scheme, one can make the gate numbers asymptotically approaches $N_{\text {Gates }}=\mathcal{O}\left(2 p t \log \frac{L^{\frac{1}{2}} t}{\varepsilon \hbar}\right)$.

Finally, we consider the effect of the smoothness $\ell>1$. By setting

$$
\begin{equation*}
\frac{\Delta t^{p}}{\hbar}=\mathcal{O}\left(\frac{\varepsilon}{L^{\frac{1}{2}} t}\right), \quad \frac{\Delta x}{\hbar}=\mathcal{O}\left(\frac{L^{1-\frac{1}{2 \ell}} \varepsilon^{1 / \ell} \Delta t^{1 / \ell}}{t^{1 / \ell}}\right) \tag{25}
\end{equation*}
$$

the corresponding estimates become,

$$
\begin{equation*}
m=\mathcal{O}\left(\log \frac{L^{\frac{1}{2 \ell}\left(1+\frac{1}{p}\right)} t^{\frac{1}{\ell}\left(1+\frac{1}{p}\right)}}{\varepsilon^{\frac{1}{\ell}\left(1+\frac{1}{p}\right)} \hbar^{1+\frac{1}{p} \frac{1}{\ell}}}\right), \quad N_{\text {Gates }}=\mathcal{O}\left(2 p J(m) \frac{L^{\frac{1}{2 p}} t^{1+\frac{1}{p}}}{\varepsilon^{\frac{1}{p}} \hbar^{\frac{1}{p}}}\right) . \tag{26}
\end{equation*}
$$

The query complexity is $\mathcal{O}\left(p \frac{L^{\frac{1}{2 p}} t^{1+\frac{1}{p}}}{\varepsilon^{\frac{1}{p}} \hbar^{\frac{1}{p}}}\right)$.
The effect of this on the number of gates is through $J(m)$ : When solutions are sufficiently smooth, the required number of qubits is much less, which then leads to a lower gate count.

As examples of the operator splitting schemes (9), we list a few choices for each value of $s$, for $1 \leq s \leq 4$, in Table 1. The three-step $(s=3)$ method is obtained by choosing the coefficients to cancel the second and third order commutator terms, along with the term $[A, B, A, B]$ in the error expansion. The four-step method is the well known Yoshida's method from extrapolation [12].

Table 1: Some examples of splitting schemes.

| $s$ | Coefficients | Leading error terms |
| :--- | :--- | :--- |
| 1 | $c_{1}=d_{1}=1$ | $\frac{\Delta t^{2}}{\hbar}[A, B]$ |
| 2 | $c_{1}=c_{2}=\frac{1}{2}, d_{1}=1, d_{2}=0$. | $\frac{\Delta t^{3}}{\hbar}[A,[A, B]], \frac{\Delta t^{3}}{\hbar}[B,[B, A]]$ |
| 3 | $c_{1}=0.26833, c_{2}=0.9197, c_{3}=1-c_{1}-c_{2}$, | $\frac{\Delta t^{4}}{\hbar}[A,[A,[A, B]]], \frac{\Delta t^{4}}{\hbar}[B,[B,[B, A]]]$ |
|  | $d_{1}=0.63506, d_{2}=-0.1880, d_{3}=1-d_{1}-d_{2}$. | $\frac{\Delta t^{5}}{\hbar}[A,[A,[A,[A, B]]]], \frac{\Delta t^{5}}{\hbar}[A,[A,[B,[A, B]]]]$, |
|  | $c_{1}=c_{4}=\frac{1}{2(2-\sqrt[3]{2})}, c_{2}=c_{3}=\frac{1}{2}-c_{1}$, | $\frac{\Delta t^{5}}{\hbar}[B,[A,[B,[A, B]]]], \frac{\Delta t^{5}}{\hbar}[B,[B,[B,[B, A]]]]$. |
|  | $d_{1}=d_{3}=\frac{1}{2-\sqrt[3]{2}}, d_{4}=0$. |  |

### 2.2 Gate counts for the computation of physical observables

A remarkable observation in [8] is that, if one is just interested in capturing correct physical observables, the step size can be chosen independent of $\hbar$. This observation was interpreted by using the Wigner transformation approach and making a connection to the Liouville equation for classical Hamiltonian dynamics. This issue has been later further investigated in [10, 11] mathematically rigorously. For instance, for the Strang splitting method (3), combined with the pseudo-spectral method, the following error bound has been obtained [11, Theorem 7.4],

$$
\begin{equation*}
\left\|\langle A\rangle_{\left|\psi^{n}\right\rangle}-\langle A\rangle_{\left|\psi\left(\cdot, t_{n}\right)\right\rangle}\right\| \leq C L^{1 / 2} n\left(\left(\frac{\Delta x}{\hbar L}\right)^{\ell}+\Delta t^{3}+\Delta t \hbar^{2}\right) . \tag{27}
\end{equation*}
$$

Notice that the analysis in $[10,11]$ only considered the continuous case, i.e., without the pseudospectral method in space. Therefore, we included the interpolation error term to account for the spatial discretization error.

In this case, we have,
Theorem 5. Given the error tolerance $\varepsilon$, assume that $\hbar<\sqrt{\varepsilon / t}$. Then, observables from the Schrödinger equation (1), can be simulated using

$$
\begin{equation*}
m=\mathcal{O}\left(\log \frac{L^{\frac{3}{4 \ell}} t^{\frac{3}{2 \ell}}}{\varepsilon^{\frac{3}{2 \ell} \hbar}}\right), \tag{28}
\end{equation*}
$$

qubits, with gate complexity,

$$
\begin{equation*}
N_{\text {Gates }}=\mathcal{O}\left(2 J(m) \frac{L^{\frac{1}{4}} t^{\frac{3}{2}}}{\varepsilon^{\frac{1}{2}}}\right) \tag{29}
\end{equation*}
$$

and query complexity of $\mathcal{O}\left(\frac{L^{1 / 4} t^{3 / 2}}{\varepsilon^{1 / 2}}\right)$.
In terms of the dependence on $\hbar^{-1}$, in the worst case scenario where the full implementation has to be used for the diagonal unitary operators, the gate complexity is $\mathcal{O}\left(\frac{1}{\hbar}\right)$. On the other hand, when $J(m)=\mathcal{O}(\operatorname{poly}(m))$, the dependence is only polylog. This is a considerable reduction compared to (20).

This reduction in the computational complexity can be attributed to the fact that in each step of the operator-splitting scheme, the quantum dynamics (1) is solved exactly [10, 11]. Other approximation methods, including traditional Runge-Kutta methods or Crank-Nicolson scheme, do not have this property. For instance, the numerical results in [25] indicate that in the CrankNicolson's scheme, the step size $\Delta t$ has to be much smaller than $\hbar$ in order to have the correct limiting behavior. In contrast, as suggested by the error bound (27), $\Delta t$ in the operator-splitting scheme can be chosen independent of $\hbar[8]$.

Another necessary step to obtain observables is to make measurements upon the completion of the quantum algorithm. Each observable corresponds to a Hermitian operator $A_{j}, 1 \leq j \leq M$, and we aim to estimate $\langle\psi(T)| A_{j}|\psi(T)\rangle$. In order to obtain an estimate within $\varepsilon$ with high probability, a direct sampling approach, based on the Markov inequality, would requires repeating the algorithm $\frac{M}{\varepsilon^{2}}$ times. To estimate the observables more efficiently, we consider the approach by Huggins et al. [26, Theorem 1].

Theorem 6 ([26, Theorem 1]). Let $\left\{A_{j}\right\}$ be a collection of $M$ Hermitian operators on $m$ qubits, with spectral norms $\left\|A_{j}\right\| \leq 1$ for all $j$. There exists a quantum algorithm that, for any $N$-qubit quantum state $|\psi\rangle$ prepared by a quantum circuit $U_{\psi}$, outputs estimates $\left\langle\widetilde{A_{j}}\right\rangle$ such that $\mid\left\langle\widetilde{A_{j}}\right\rangle-$ $\langle\psi| A_{j}|\psi\rangle \mid \leq \epsilon$ for all $j$ with probability at least $2 / 3$, using $\mathcal{O}(\sqrt{M} / \epsilon)$ queries to $U_{\psi}$ and $U_{\psi}^{\dagger}$, along with $\mathcal{O}(\sqrt{M} / \epsilon)$ gates.

Corollary 7. Under the same conditions in Theorem 5, for any $\delta \in(0,1)$, observables from the Schrödinger equation (1) can be obtained with probability at least $1-\delta$ from a quantum algorithm with gate complexity

$$
\begin{equation*}
N_{\text {Gates }}=\mathcal{O}\left(2 J(m) \frac{\sqrt{M} L^{\frac{1}{4}} t^{\frac{3}{2}}}{\varepsilon^{\frac{3}{2}}} \log \frac{1}{\delta}\right) \tag{30}
\end{equation*}
$$

### 2.3 High-dimensional cases

It is straightforward to extend the pseudo-spectral methods to high-dimensional cases with dimension $d$ by using tensor products. More specifically, one can consider $M_{q}$ uniformly spaced grid points
with $1 \leq q \leq d$. A direct implementation requires $M_{1} M_{2} \cdots M_{d}$ grid points, which depends exponentially on the dimension $d$. Fortunately, the corresponding number of qubits $m=\sum_{q=1}^{d} \log _{2} M_{q}$, which grows only linearly.

A similar error bound for the trigonometric interpolation can be found in [27, Theorem 5]. Therefore, the error bounds from previous sections still hold. For simplicity, we can consider a $d$-dimensional cube as the domain and choose $M_{q}=M$. Then we can extend the bound (23) to

$$
\begin{equation*}
\|\left|\psi^{n}\right\rangle-\left|\psi\left(\cdot, t_{n}\right)\right\rangle \| \leq C_{\ell} L^{\frac{d}{2}} n\left(\left(\frac{\Delta x}{\hbar L}\right)^{\ell}+\frac{\Delta t^{p+1}}{\hbar}\right) . \tag{31}
\end{equation*}
$$

Furthermore, we generalize (27) to,

$$
\begin{equation*}
\left\|\langle A\rangle_{\left|\psi^{n}\right\rangle}-\langle A\rangle_{\left|\psi\left(\cdot, t_{n}\right)\right\rangle}\right\| \leq C L^{\frac{d}{2}} n\left(\left(\frac{\Delta x}{\hbar L}\right)^{\ell}+\Delta t^{3}+\Delta t \hbar^{2}\right) \tag{32}
\end{equation*}
$$

In this case, we have

$$
\begin{equation*}
m=\mathcal{O}\left(d \log \frac{L^{\frac{3 d}{4 \ell}} \frac{3}{2 \ell}}{\varepsilon^{\frac{3}{2 \ell} \hbar}}\right) \tag{33}
\end{equation*}
$$

qubits, with gate complexity,

$$
\begin{equation*}
N_{\text {Gates }}=\mathcal{O}\left(2 J(m) \frac{L^{\frac{d}{4}} t^{\frac{3}{2}}}{\varepsilon^{\frac{1}{2}}}\right) \tag{34}
\end{equation*}
$$

In classical algorithms, the computational complexity, scales $n^{d}$ at each time step. The estimate (32) suggests that $n \geq \frac{1}{\hbar \varepsilon^{1 / \ell}}$, yielding a complexity of the order $\left(\frac{1}{\hbar \varepsilon^{1 / \ell}}\right)^{d}$. This exponential scaling is unfavorable when $h \ll 1$ or $\epsilon \ll 1$. On the other hand, in the complexity from the quantum algorithm (34) the exponent of $\epsilon$ does not change with the dimension $d$.

## 3 Numerical results

### 3.1 Numerical tests on several Trotter splitting methods

We first show results from the operator splitting methods on a classical computer. The objective is to demonstrate the solution behavior and the performance of the operator splitting methods in computing the wave functions and observables. In the example, which is similar to the second example in [8], we solve (1) in $[-2,2]$, with the initial condition written in a WKB form: $\left|\psi_{0}\right\rangle=$ $A_{0} \exp \left(S_{0}(x) / \hbar\right)$. We consider the following initial amplitude and phase functions,

$$
A_{0}(x)=\exp \left(-25(x-0.5)^{2}\right), \quad S_{0}(x)=-\frac{1}{5} \ln (\exp (5(x-0.5))+\exp (-5(x-0.5)))
$$

In addition, we choose the harmonic potential $V=\frac{x^{2}}{2}$.
In addition to the wave function, we will monitor the amplitude and the current as observables. They are defined respectively as follows,

$$
\begin{align*}
n(x, t) & =|\psi(x)|^{2}  \tag{35}\\
J(x, t) & =\hbar \operatorname{Im}\left(\bar{\psi} \partial_{x} \psi\right) \tag{36}
\end{align*}
$$

We first show in Fig. 1 the history of the amplitude of the solution (35). Here $\hbar=0.003$. We used fine mesh $\Delta x=2^{-16}$ and small step size $1 / 6400$ to fully resolve $\hbar$ so that the solution can be regarded as the 'exact' solution. The dynamics involves a few interesting stages. First the initial Gaussian profile collapses into a peak, which evolves into a dome shape, and then spreads out.


Figure 1: The time evolution of the amplitude.

Around $t=2$, the amplitude begins to refocus, and it develops a peak around $t=3.32$. The peak then leads to an oscillatory pattern, which subsequently becomes more smooth.

As a comparison, Fig. 2 shows the history of the wave function (the real part), which exhibits much faster oscillations due to the small value of $\hbar$.

To test the error from the operator splitting methods, especially those listed in Table 1, we choose $\Delta x=2^{-9}$ and $\Delta t=0.2$. Notice that $\Delta x$ is less than $\hbar$, but $\Delta t$ is much larger than $\hbar$. Fig. 3 shows the error in the real part of the wave function from these methods. One can see that the one-step and two-step methods produced significant error. The three- and four-step methods, due to the increased order, have reasonable accuracy.

Now we turn to the computed observables. Figs. 4 and 5 show the errors in the amplitude and the current, respectively. We observe that overall, the error is much smaller than the error associated with the wave function. Surprisingly, the three-step non-symmetric method performs slightly better than the four-step symmetric method in computing the amplitude. Upon close inspection, we find that this is due to the harmonic potential used in this test. In this special case, we have $[B, B, A]=\left(\partial_{x} V\right)^{2}|\psi\rangle=x^{2}|\psi\rangle$. As a result, the commutator term $[B, B, B, A]$ in the error is zero. In addition, the terms in $[A, A, A, B]$, according to Proposition 4 , involves $-\partial_{x}^{k} V$ with $k \geq 3$, implying that the error term is also zero.

### 3.2 Numerical experiments on quantum simulators

We also implemented the operator splitting algorithm (9) using the quantum simulator package Qiskit [28, 29].

In order to measure observables, we need to express them as Hermitian operators. Using the


Figure 2: The time evolution of the amplitude.


Figure 3: The error of the real parts of the wave function. Results computed from the one and two-step splitting schemes (Left); The three-step non-symmetric scheme and the Neri's 4th order scheme (right).


Figure 4: The error of the amplitude $n(x, t)$. Results computed from the one and two-step splitting schemes (Left); The three-step non-symmetric scheme and the Neri's 4th order scheme (right).


Figure 5: The error of the current. Results computed from the one and two-step splitting schemes (Left); The three-step non-symmetric scheme and the Neri's 4th order scheme (right).

Fourier transform, we can express the amplitude (35) in the Fourier basis,

$$
\begin{equation*}
|\langle j \mid \psi\rangle|^{2}=\frac{1}{M} \sum_{k=0}^{M-1} \sum_{k^{\prime}=0}^{M-1} e^{i 2 \pi j\left(k-k^{\prime}\right) / M}\left\langle\psi \mid k^{\prime}\right\rangle\langle k \mid \psi\rangle . \tag{37}
\end{equation*}
$$

Therefore, we can define the position operators as,

$$
\begin{equation*}
n\left(x_{j}\right)=\langle\psi| \widehat{n}_{j}|\psi\rangle, \widehat{n}_{j}:=\frac{1}{M} \sum_{k=0}^{M-1} \sum_{k^{\prime}=0}^{M-1} e^{i 2 \pi j\left(k-k^{\prime}\right) / M}\left|k^{\prime}\right\rangle\langle k| . \tag{38}
\end{equation*}
$$

The formula on the right hand side corresponds exactly to the matrix elements of the density operator $\hat{n}_{j}$ in the Fourier basis.

Similarly, we can express the current (36) in the Fourier basis.

$$
\begin{equation*}
J\left(x_{j}\right)=\langle\psi| \widehat{J}_{j}|\psi\rangle, \widehat{J}_{j}:=\frac{\hbar}{2 M i} \sum_{k=0}^{M-1} \sum_{k^{\prime}=0}^{M-1}\left(e^{i 2 \pi j\left(k-k^{\prime}\right) / M} \mu_{k}-e^{-i 2 \pi j\left(k-k^{\prime}\right) / M} \overline{\mu_{k^{\prime}}}\right)\left|k^{\prime}\right\rangle\langle k| \tag{39}
\end{equation*}
$$

Here $\mu_{k}$ is from Eq. (7).
We consider the same test problem as in the previous section using Strang's splitting (3). But we choose $\Delta x=2^{-8}$ by using 10 qubits. This allows us to better visualize the counts using bar plots from the measurement steps. We run the dynamics using 72 steps with step size $\Delta t=0.05$. The result is also compared with the amplitude from the classical simulation with fine mesh and small step size. Fig. 6 shows the amplitude from the measurement. Specifically, after the quantum simulation, we measure the magnitude of the wave function using multiple shots. The measurements yield the number of times each state in the computational basis $(|j\rangle)$ appears. Therefore, we show the bar plot in the Figure. In particular, we run the experiment with 400, 4000, and 40000 shots in the measurement step. Clearly, the number of shots have a strong impact on the computed amplitude. With 40000 shots, the result agrees very well with the solution obtained with the classical algorithms.

### 3.3 Potential Applications

One important application of the Schrödinger equation (1) in the semi-classical regime $\hbar \ll 1$ is the Born-Oppenheimer molecular dynamics. In this case, Eq. (1) can be derived from the Born-Oppenheimer approximation, reducing the problem to the nuclei dynamics governed by a Schrödinger equation similar to (1). In this setting, $\hbar^{2}$ represents the ratio between the electron and nuclei mass. This has been the primary motivation for conducting the numerical analysis and computation of Eq. (1). One application considered in [30,31] is the scattering of a light particle off of a solid surface. We hypothesize a computation that starts with a Gaussian wave packets,

$$
\psi=\exp \left(-\frac{\left\|x-x_{0}\right\|^{2}}{\gamma}-\frac{i k_{0} \cdot x}{\hbar}\right) .
$$

Here we chose $\gamma=0.5 \AA$ as in [30]. Based on this parameter, we introduce a three-dimensional computational domain of the size $[0,10] \AA \times[0,10] \AA \times[0,10] \AA$. In addition, the nuclei motion is often on the time scale of femto seconds. We set $t=1000$ to compute the dynamics on the scale of pico seconds as done in [30]. To estimate the computational resources, we consider moderate values $\ell=p=2$. For the parameter $\hbar$, we choose $\hbar=10^{-1}, 10^{-2}$ and $10^{-3}$, to cover a wide range of possible values. For instance, several molecules were considered in [32] to study the dynamics with and without the Born-Oppenheimer approximation. For these specific example, the correspond values of $\hbar$ range from $0.0135\left(H T^{+}\right.$molecule) to 0.0233 ( $H_{2}^{+}$molecule).


Figure 6: The amplitude computed using the Strang splitting. From top to bottom: 400 shots, 4000 shots and 40000 shots.

Fig. 7 depicts estimates of the number of qubits for various choices of the precision $\varepsilon$. Here we assume that $J(m)=\mathcal{O}(m)$, and used the bound (32) and (33). In this case, the estimates are less sensitive to the precision $\varepsilon$ than the parameter $\hbar$. It is clear from these estimates that such computation can be done with relatively small quantum computers. Since the dependence on the dimension $d$ is linear, one can extend the computation to higher dimensions and use the algorithm to solve the many-body Schrödinger equations.


Figure 7: The estimated number of qubits for the scattering problem for various choices of $\varepsilon$ and $\hbar$.

Next we use the bound (31) to obtain estimates for the number of gates that are needed to compute the wave functions with accuracy $\varepsilon$. The estimates are shown in Fig. 8. Similarly, we use the bound (34) to estimate the gate numbers for computing observables. Fig. 9 demonstrates these estimates. Clearly, computing observables requires resource that is two orders of magnitude less.


Figure 8: The estimated number of gates for the scattering problem to compute the wave function with error within $\varepsilon$.

## 4 Summary and Discussions

This work examined the Trotter splitting algorithms that alternate between the kinetic and potential energy terms in the Hamiltonian operator. In particular, the focus is on the semiclassical


Figure 9: The estimated number of gates for the scattering problem to compute observables with error within $\varepsilon$.
regime of the time-dependent Schroödinger equation, especially the dependence of the complexity on the small parameter $\hbar$. The quantum advantage for this problem, compared to the classical counterpart, comes from the ability to simulate the quantum state, even when $\hbar$ is very small. The number of qubits only scales logarithmically with respect to $\hbar$. Meanwhile, the efficiency of the quantum algorithm hinges critically on the ability to efficiently implement the diagonal unitary operators in the operator splitting schemes.

An alternative time integration method is the Crank-Nicolson method, which can be extended to high order Runge-Kutta Gaussian methods that preserve the norm of the wave function. Unlike the operator splitting methods (3), these methods lead to linear system of equations that is solved at each step. However, in quantum algorithms, these linear systems can be handled by quantum linear solvers, such as the HHL method [33] and the block encoding approach [34]. This approach has been pursued in [35] for linear ODE systems. Although Crank-Nicolson type methods are not robust in the regime $\hbar$ is very small [25], it would be of theoretical interest to find the condition number of the corresponding linear system and the complexity of such methods in such a multiscale setting.

This paper focused on Hamiltonian simulations in the semi-classical setting. In the case when $\hbar=\mathcal{O}(1)$, the results will still apply. We are not aware of problems where $\hbar \gg 1$. But there are problems where $\hbar$ or $m$ is variable [36]. Understanding the performance of quantum algorithms in those regimes would also be an interesting direction.
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