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Abstract
This paper is concerned with the phase estimation algorithm in quantum com-
puting, especially the scenarios where (1) the input vector is not an eigenvec-
tor; (2) the unitary operator is approximated by Trotter or Taylor expansion
methods; (3) random approximations are used for the unitary operator. We
characterize the probability of computing the phase values in terms of the con-
sistency error, including the residual error, Trotter splitting error, or statistical
mean-square error. In the first two cases, we show that in order to obtain the
phase value with error less or equal to 2−n and probability at least 1− ε, the

required number of qubits is t � n+ log
(
2+ δ2

2εΔE2

)
. The parameter δ quan-

tifies the error associated with the inexact eigenvector and/or the unitary oper-
ator, and ΔE characterizes the spectral gap, i.e., the separation from the rest
of the phase values. This analysis generalizes the standard result (Cleve et al
1998 Phys. Rev X 11 011020; Nielsen and Chuang 2002 Quantum Computa-
tion and Quantum Information) by including these effects. More importantly,
it shows that when δ < ΔE, the complexity remains the same. For the third
case, we found a similar estimate, but the number of random steps has to be
sufficiently large.

Keywords: quantum computing, Trotter splitting methods, phase estimation
algorithms

1. Introduction

There has been a recent surge of development in quantum simulation algorithms for scien-
tific computing problems, especially those that pose great challenges for classical computers.
These developments also created demands for precise error estimates. The phase estimation
algorithm [28], which is an important application of the quantum Fourier transform, has been a
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crucial element in many quantum algorithms [21, 40]. Specific examples include Shor’s
algorithm [46], amplitude estimation [11], quantum Metropolis sampling [49], state prepa-
ration [44], the solution of large-scale linear system of equations [25] and some nonlinear
problems [48]. In addition, it also has direct applications in quantum chemistry [3, 5, 6, 9, 32,
43, 50, 52]. The algorithm has been included in various software packages [6, 14, 53, 54].

The phase estimation algorithm is often illustrated for a unitary operator U using its eigen-
vector |ψ〉 as the input. By applying Hadamard gates, together with controlled-U gates, the
algorithm maps the binary bits of the phase variable to the computational basis, which can
then be extracted using the inverse quantum Fourier transform [40].

An insightful complexity analysis has been outlined in [40], which provides a lower bound
for the number of required qubits, t � n+ log

(
2+ 1

2ε

)
, in order to obtain n correct bit values

with success probability at least 1− ε. Later, a slightly improved estimate has been obtained
in [15]. In practice, however, the eigenvector |ψ〉 of U is often unknown. Any approxima-
tion of |ψ〉 inevitably introduces error, which will be subsequently propagated through the
phase estimation method. In [40], this is incorporated into the complexity analysis in terms of
the overlap with an eigenvector. However, such overlap might not be known in advance. Fur-
thermore, of equal importance is quantifying the error in the computed phase value. In most
problems in quantum chemistry, the unitary operatorU corresponding to a HamiltonianH can-
not be implemented exactly. Thus, the approximation of U will also cause numerical error,
and quantifying such error is important in understanding the effectiveness of the phase estima-
tion method. Although the accuracy in the approximation of U has been extensively studied
[2, 18–20, 24], how such error affects the phase estimation algorithm remains an open issue.
In addition, connecting the phase estimation error to the approximation error of U will in turn
help to determine the precision/complexity that is needed in the Hamiltonian simulation algo-
rithms. In the context of randomized algorithms [12, 24, 41], the added stochasticitywill further
complicate the issue.

The main purpose of this paper is to provide some a priori analysis of such error. We will
regard the above mentioned inexact treatment of U and/or |ψ〉 as perturbations of the phase
estimation procedure. For clarity, we separate these possible perturbations and analyze their
effects, but also noting that in practice, these perturbations can occur simultaneously.One inter-
esting observation by Hastings and co-workers [26] is that an approximation of the unitary
operator U often corresponds to the dynamics of a modified Hamiltonian H, with a pertur-
bation that is comparable to the local Trotter error. Therefore, the accuracy of the computed
eigenvalues and phases should be connected to such error. The Trotter error, in terms of the
operator norm, has been used as an upper bound on the perturbation of the eigenvalues of the
unitaries [13, 29, 32], which is useful to assess the overall gate complexity. Our analysis con-
firms this observation. We express the error in terms of the residual error δ. For an inexact
eigenvector, the residual error, unlike the overlap with an exact eigenvalue, is computable. For
approximate unitary operators, this error can be replaced by the local consistency error of a
Trotter splitting scheme, which is proportional to τ p with τ being the step size and p being the
order of accuracy. Our analysis also highlights the importance of the spectral gap ΔE: phase
values that are well separated from others are much easier to compute. By taking into account

the residual error, we prove a new bound: t � n+ log
(
2+ δ2

2εΔE2

)
.

Meanwhile, for a random Trotter scheme, such as the QDRIDFT method [12], and later
extensions [27, 41], the analysis becomes more subtle: the modified Hamiltonian can be
viewed as a Monte Carlo sampling of the Hamiltonian terms [27]. Although statistically,
the random application of U is accurate, one realization of such algorithms can only give a
good approximation with certain probability that depends on the number of random steps.
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Finally, we point out that although we only consider the basic phase estimation algorithm,
we expect that similar analysis can also be applied to improved methods, such as the statis-
tical approach [38, 54], the Cosine tapering window approach [44], and the block encoding
approach [22].

Throughout the paper, we will use the following notations. ‖ · ‖ denotes a vector norm, as
well as the induced matrix norm. For each N ∈ N, [N] = {1, 2, . . . ,N}. For a matrix A, we use
σ(A) to denote the set of eigenvalues. Since the eigenvalues appear as the phases, we let μ(A)
be the set of phases and we restrict μ(A) ⊂ [0, 1). Furthermore, to compare two phase values
ω1 and ω2, we follow the notation in [11, 39] and define

dist(ω1,ω2) :=min
z∈Z

|ω1 − ω2 + z|. (1)

In particular, this distance is always bounded by 1/2.
It will also be useful to measure the distance between a phase value and a subset of μ(A).

Toward this end, we extend the previous definition: for a set S ⊂ [0, 1), and ω ∈ [0, 1);

dist(ω, S) :=min
s∈S

dist(ω, s). (2)

Another useful tool is the Jordan’s inequality,

sin(x) � 2
π
x, ∀ x ∈

[
0,

π

2

]
. (3)

2. The phase estimation method

We consider the basic phase estimation algorithm [21, 40]. This method starts with a quantum
register with t qubits, together with an input quantum state |ψ〉. Let

U = exp (iH), (4)

be the unitary operator associated with the Hamiltonian dynamics, the goal is to extract an
eigenvalue of H. H ∈ Cd×d; d represents the dimension of the quantum system. An ideal
scenario is when |ψ〉 is an eigenvector associated with a phase value E ∈ μ(H),

H|ψ〉 = 2πE|ψ〉, and U|ψ〉 = e2πiE |ψ〉. (5)

E ∈ [0, 1) will be referred to as an eigenphase of the unitary operator U.
The standard approach consists of applying the Hadamard gates, followed by an inverse

quantum Fourier transform. Following the notations in [22], we divide the procedure into the
following steps

|φ0〉 = |0⊗t〉|ψ〉, (6)

|φ1〉 =
1
2t/2

t−1⊗
k=0

(
|0〉+ |1〉

)
|ψ〉, (7)

|φ2〉 =
1
2t/2

t−1⊗
k=0

(
|0〉+ e2πi2

kE |1〉
)
|ψ〉, (8)

|φ3〉 =
1
2t

2t−1∑
k=0

2t−1∑
j=0

e2πik(E− j/2t)| j〉 |ψ〉. (9)
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The result from the second step can also be conveniently written in the computational basis
as,

|φ2〉 =
1
2t/2

2t−1∑
k=0

e2πikE |k〉|ψ〉. (10)

Consequently |φ3〉 follows from an inverse Fourier transform.
An analysis of the complexity has been shown in [21, 40]. The first step is to designate

b ∈ [N] as an approximation of the eigenvalue, in the sense that

0 � ν := E − b/2t � 2−t. (11)

The principal idea in the analysis is to express the state at the last step as,

|φ3〉 =
2t−1∑
j=0

α j | ( j+ b) mod 2t〉|ψ〉. (12)

In particular, we have the coefficients given by [39],

|α j| =
|sin 2tπβ j|
2t|sin πβ j|

, β j = ν − j
2t
. (13)

Let m be the measured outcome. The probability of m being close to b can be bounded by
considering the coefficients,

P
(
|m− b| > 

)
�

∑
−2−t+1< j<−

|α j|2 +
∑

< j�2t−1

|α j|2. (14)

Here  is an integer. It has been shown in [40] that,∑
−2−t+1< j<−

|α j|2 +
∑

< j�2t−1

|α j|2 �
1

2(− 1)
. (15)

Similar analysis, but in the context of amplitude amplification, has been done in [11].
By setting  = 2t−n, the estimated phase will have accuracy within 2−n. In addition,

ε = 1
2(−1) on the right-hand side of equation (15) can be viewed as a bound for the failure

probability. Combining these two equations, one obtains an estimate for the number of qubits
t, given a tolerance ε.

Theorem 2.1 (Nielsen and Chuang [40]). Assume that the initial state is |0⊗t〉|ψ〉 with
|ψ〉 being the eigenvector of H associated with the eigenvalue 2πE . For any n ∈ N and ε > 0,
the phase value E can be obtained with error less or equal to 2−n and with probability at least
1− ε, if one chooses the number of qubits,

t � n+ log

(
2+

1
2ε

)
. (16)

One approach to improve the accuracy is to use amplitude amplification, where one
works with a function f : {0, 1, . . . , 2t − 1}→ {0, 1}. For the current problem, one can define
f ( j) = 1, if j = b and zero otherwise. Then the majority algorithm in [10] can improve the
probability to 1− 1/m by only repeating the algorithmO(log m) times.
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The first problem that comes up is that the input state |ψ〉 is not an eigenvector. To gain
insight, we express U in a spectral decomposition form,

U =

d∑
m=1

e2πiEm |ψm〉〈ψm|. (17)

After applying the controlled-U gate, we find that,

|φ2〉 =
1
2t/2

2t−1∑
k=0

d∑
m=1

e2πikEm〈ψm|ψ〉|k〉|ψm〉, (18)

|φ3〉 =
1
2t

2t−1∑
k=0

2t−1∑
j=0

e−2πik j/2t | j〉
d∑

m=1

e2πikEm〈ψm|ψ〉|ψm〉. (19)

We extend the analysis from the previous section, by writing |φ3〉 as follows,

|φ3〉 =
d∑

m=1

2t−1∑
j=0

α j,m|( j+ b) mod 2n〉|ψm〉, (20)

where we have defined the coefficients,

α j,m =
2t−1∑
k=0

e2πik(Em−(b+ j))/2t)〈ψm|ψ〉. (21)

Therefore, the problem is reduced to estimating the magnitude of α j,m. Observing that this is
also a geometric series, we rewrite them as,

|α j,m| =
|sin 2tπθ j,m|
2n|sin πθ j,m|

|〈ψm|ψ〉|, θ j,m := Em − b− j
2t
. (22)

Intuitively, when there is significant overlap between |ψ〉 and |ψm〉 for some m, then the phase
estimation method will obtain Em with high probability [40]. Unfortunately, such overlap is
not accessible unless one diagonalizes the matrix H, which is generally not practical. For a
Hermitian matrix, a standard approach to examine whether a vector is close to being an
eigenvector is to evaluate the residual error [45].

Lemma 1 ([45]). Let H ∈ Cd×d be a Hermitian operator. Let a ∈ R, and |ψ〉 ∈ Cd with
norm 1. Suppose that,

‖H|ψ〉 − a|ψ〉‖ < δ,

for some δ > 0. Then there exists an eigenvalue E ∈ σ(H) with eigenvector |χ〉, such that
|E− a| < δ. In addition, let

ΔE = min
λ∈σ(H)
λ�=E

‖a− λ‖. (23)

Then the overlap between the approximate and the exact eigenvectors satisfies the following
bound,
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|〈ψ|χ〉|2 � 1− δ2

ΔE2
. (24)

It is worthwhile to point out thatΔE in equation (23) characterizes the separation of E from
the rest of the eigenvalues. In classical algorithms [45], a small separation will typically cause
large error in solving the eigenvalue problem, especially when eigenvectors are desired. The
role of the spectral gap is also observed in the recent work on quantum algorithms for ground
state preparations [31, 32].

The lower bound in equation (24) also implies, in terms of the spectral decomposition (17),
that

∑
1�m′�d
m′ �=m

|〈ψm′ |ψ〉|2 � δ2

ΔE2
. (25)

Theorem 2.2. Under the condition that ‖H|ψ〉 − a|ψ〉‖ < δ for some a ∈ [0, 2π), and
some sufficiently small δ. The quantum algorithm (6)–(9) returns an estimation within success
probability 1− ε by using the number of qubits given by,

t � n+ log

(
2+

δ2

2εΔE2

)
. (26)

This estimate generalizes the one obtain in theorem 2.1 by incorporating the residual error
and the eigenphase separation.

Proof. Following lemma 1, let Em ∈ μ(H) such that |2πEm − a| < δ. This index m is held
fixed hereafter. Starting with equation (22), we choose b so that δm := |2−tb− Em|, and
δm � 2−t. We first observe that

|α j,m′ |2 � 1
4(2nδm′ − j)2

|〈ψm′ |ψ〉|2

=⇒
∑
m′ �=m

|α j,m′ |2 � 1
4(2nδm − j)2

δ2

ΔE2
,

=⇒ P
(
|m′ − b| > 

)
� δ2

2ΔE2(− 1)
.

In the second step, we have used the inequality (25). The rest follows from the proof of
theorem 2.1. �

Remark 2.1. One interesting scenario is when several phase values are clustered around Em
into a very small interval. In this case ΔE is very small and the estimate given above is rather
pessimistic. On the other hand, since we are only computing the phase values, rather than the
eigenvectors, we can extend this analysis by including the multiple phase values: when the
cluster size is less than 2−n, all the values in the cluster are good approximations. From this
perspective, as indicated in figure 1,ΔE should be regarded as the distance between the small
cluster and the rest of the phase values.

Remark 2.2. The residual error can be computed in advance, and it calculation can be done
fairly efficiently when the Hamiltonian matrix is sparse. On the other hand, the calculation
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Figure 1. An illustration of the phase separation:ΔE represents the separation of a small
cluster of phase values around E from the rest of the phase values.

of the spectral gap is not as straightforward. One possible approach to probe the eigenvalue
distribution is by computing the density of states [30, 45].

3. Inexact unitary operators

Another important, but common, scenario is when the unitary operator can not be implemented
exactly. For instance, the total Hamiltonian can be written as the sum of L local Hamiltonians,

H =

L∑
=1

h, (27)

and one can assume that the unitary operator for each Hamiltonian term h can be imple-
mented exactly [33]. Such algorithms are known as Hamiltonian simulations, and they have
been a rapidly growing area of interest [1, 2, 4, 7, 8, 12, 17, 20, 34–36, 41, 42, 47,
51]. Among the many methods that have been developed to approximate the unitary oper-
ator U = exp(iH), perhaps the simplest method is the Trotter splitting. One first regards
the computation of U as a time integration, and divides the time interval into r segments,
with step size

0 < τ := 1/r � 1. (28)

For each time integration, the unitary operator is approximated by,

exp (iτH) ≈
∏
j

exp
(
iτc jh j

)
, (29)

where the product is composed of terms exp
(
iτc jh j

)
with each j ∈ [L] and each c j being a real

coefficient. One such example is the second-order symmetric splitting,

exp (iτH) ≈ exp
(
i
τ

2
h1
)
. . . exp

(
i
τ

2
hL−1

)
exp(iτhL)

× exp
(
i
τ

2
hL−1

)
. . . exp

(
i
τ

2
h1
)
+O

(
τ 3
)
. (30)

We denote the approximation in (29), applied repeatedly for r steps, simply by V:

V =

(∏
j

exp
(
iτc jh j

))r

. (31)
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Since we are using an approximate unitary operator, we postulate the following standard
local order condition [23],∥∥∥U1/r|ψ〉 − V1/r|ψ〉

∥∥∥ � Cτ p+1, (32)

for some p ∈ N and for any normalizedwave function |ψ〉 ∈ Cd . The constantC is independent
of the step size τ . By using the fact that both U and V are unitary, one can extend (32) to,∥∥∥Uk/r|ψ〉 − Vk/r|ψ〉

∥∥∥ � Ckτ p+1, ∀ k ∈ N. (33)

In particular,

‖U|ψ〉 − V|ψ〉‖ � Cτ p.

Let us express V in a spectral decomposition form as well,

V =
d∑

m=1

e2πiEm |χm〉〈χm|. (34)

This draws a comparison of the spectral decomposition for the exact unitary (17) and the
approximate one (34). We first show that the error bound (32) also implies a bound for the
eigenphase approximation.

Lemma 2. Assume that the local error (32) is sufficiently small. Let |ψ〉 be an eigenvector
of H with eigenvalue 2πE . Then we have the eigenvalue bound,

min
1�m�d

dist(E ,Em) �
1
2
Cτ p. (35)

Furthermore, the overlap follows the lower bound,

|〈χm|ψ〉|2 � 1−
(
Cτ p

2ΔE

)2

. (36)

Here m is the integer where the minimum in equation (35) is achieved.ΔE is defined as,

ΔE = min
m′ �=m

dist(Em′ , E). (37)

Proof. We begin with the vectors,

V†U|ψ〉 − |ψ〉 =
d∑

m=1

(
e−2πi(Em−E) − 1

)
|χm〉〈χm|ψ〉,

=⇒ ‖U|ψ〉 − V|ψ〉‖2 =
d∑

m=1

|〈χm|ψ〉|2|sin2 π(Em − E)|

� min
1�m�d

|sin2 π(Em − E)| � 4 min
1�m�d

dist(Em, E)2.

The last step follows from the orthogonality of the eigenvectors |χm〉 and the Jordan’s
inequality (3). The error bound (35) can now be obtained by using the approximation error
bound (32).

8
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Let us fix the index m where the minimum is achieved. The second part of the theorem can
be checked by observing that,

(Cτ p)2 � ‖U|ψ〉 − V|ψ〉‖2

=
∥∥V†U|ψ〉 − |ψ〉

∥∥2
�

∑
m′ �=m

|〈χm′ |ψ〉|2|sin2 π(Em′ − E)|

�
∑
m′ �=m

4|〈χm′ |ψ〉|2ΔE2,

=⇒ |〈χm|ψ〉|2 = 1−
∑
m′ �=m

|〈χm′ |ψ〉|2 � 1−
(
Cτ p

2ΔE

)2

.

�
In light of the similar lower bounds (24) and (36), we conclude that:

Theorem 3.1. Suppose that an approximate Hamiltonian method V is implemented in the
phase estimation algorithm. Under the condition that (32) is small enough, the quantum
algorithm returns an estimation with error less or equal to 2−n and with success probability
at least 1− ε, using at most t qubits

t > n+ log

(
2+

(
Cτ p+1

)2
2ΔE2 ε

)
. (38)

Here ΔE is defined in (37).

Remark 3.1. If we simply combine (24) and (36), we would get a τ p term in the estimate
(38), rather than τ p+1. The slightly improved estimate is obtained by observing that the Trotter
error (33) did not play a direct role in the analysis. Instead, the error is represented by the
overlap of the vectors (36). In the case when the approximation V is composed of repeated
one-step approximation, i.e.,

V = (V1/r)r, (39)

where V1/r corresponds to an approximation of exp(iτH), such as the one in (30), the analysis
can start with the one-step error, V1/r − U1/r = O

(
τ p+1

)
. Therefore, in the estimate (38), one

can improve p to p+ 1.

By setting δ = Cτ p, this estimate coincides with that in theorem 2.2.
By neglecting the constants in the logarithmic function, and the fact that τ = 1/r, we can

further estimate t as follows,

t ≈ n+ log
1

ΔE2r2pε
.

This can be used as a guideline to choose the step number r,

r � e
n−t
2p

ΔE
1
p ε

1
2p
. (40)

9
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4. Random unitary approximations

Another interesting framework in Hamiltonian simulations is to approximate the unitary opera-
tor by a random sampling.An implementation of this algorithm, known as the QDRIFTmethod
[12, 41], can be described as follows. First we construct a discrete probability for sampling
individual Hamiltonian terms,

p =
‖h‖
λ

,  = 1, 2, . . . , L. λ :=
L∑

=1

‖h‖. (41)

Then, for each step of the approximation, one picks a Hamiltonian term h with probability
p, and let Wj = exp(iτh/p). Notice that the index  is random. The result of repeating this
approximation r times is a product form, given by,

U ≈ Vr, Vr = WrWr−1 . . .W1. (42)

By using a Taylor expansion, Campbell [12] showed that on average, this approximation is
consistent, in the sense that the one step error is at mostO(τ 2) [23]. The most appealing aspect
of this type ofmethods is that at each step, only oneHamiltonian term needs to be implemented.
On the other hand, it is also possible to draw several Hamiltonian terms at each step, or treat
some dominant terms always in a deterministic manner. These generalizations can improve the
statistical accuracy by reducing the variance [27].

To abstract out the specific details of the samplingmethods, we simply consider a formalism
where {Wγ}γ�0 are random, matrix-valued variables. In addition, they are independent and
identically distributed unitary matrices.

To ensure that such Vr is consistent with U on average, we make the first assumption that,
for some integer q > 1, the one-step error is bounded by,

∥∥∥(W − U1/r)|ψ〉
∥∥∥ � Cλ2τ q, W :=E[W]. (43)

The constant C is independent of τ . The order condition ensures the statistical consistency
of the random approximation. For instance, the analysis of [16] revealed an error bound of
O
(
λ2τ 2

)
with λ from (41). In particular,λ2 represents the variance of the importance sampling

of the Hamiltonian terms [27]. In this case, we can set q = 2. Due to independence,

V = E[Vr] = E[W]r. (44)

Thus, a simple extension of this error bound is, for each k ∈ N,

∥∥∥(V 2k − U2k)|ψ〉
∥∥∥ � Cr2kλ2τ q. (45)

However, this error grows rather quickly, andwewill rely on a concentration inequality instead,
as shown below.

We now apply (42) to the phase estimation method, and in particular, for each qubit in the
first quantum register, we replace U2k by Qk which is defined as,

10
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Qk =

r2k∏
j=1

Wj. (46)

The basic idea is to separate the matrix Vr into its mean Vr (44). Following (34), one can
express Vr in a spectral decomposition form with eigenvectors |χm〉 associated with phase
values Em. In light of the mean error bound (43), the eigenvectors of Vr, according to lemma
2, have overlap with those of U. After applying the controlled-U gates, we find that,

|φ2〉 = |φ̂2〉+ |φ̃2〉, (47)

|φ̂2〉 =
1
2t/2

2t−1∑
k=0

d∑
m=1

e2πikEm〈ψm|ψ〉|k〉, (48)

where we have denoted the two terms on the right-hand side by |φ̂2〉 and |φ̃2〉, respectively.
In particular, |φ̂2〉 is the quantum state when the U is replaced by V in the PEA. Similar
to the Trotter approximation, this is a deterministic approximation. In light of lemma 2 and
equation (43), we still have the estimate for the overlap (when Em is the closest to the exact
phase value),

|〈χm|ψ〉|2 � 1−
(
Cλ2τ q

2ΔE

)2

. (49)

This part is the same as the analysis in theorem 3.1.
On the other hand, |φ̃2〉 can be regarded as a fluctuation. Due to the independence of

the random matrices, |φ̃2〉 has zero mean. More importantly, the product of the random uni-
tary matrices has a tendency to concentrate around the mean. Toward this end, we define
f = 2Re〈φ̂2|φ̃2〉. Since |φ̂2〉 is deterministic, one has E[ f ] = 0. Therefore a concentration
inequality would provide the probability of f being close to zero. Furthermore, the fact
that both |φ̂2〉 and |φ2〉 are unit vectors implies that 〈φ̃2| =〉 − f , and this can be used
to estimate the success probability of obtaining |φ̂2〉 in (47). To proceed in this direction,
we rewrite (47) as,

|φ2〉 = η|φ̂2〉+ |φ̂⊥
2 〉, η = 〈φ̂2|φ2〉, (50)

where |φ̂⊥
2 〉 is regarded as a ‘garbage’ state. In order to apply the analysis in theorem 3.1 to

|φ̂2〉 and obtain a similar result, we enforce the event |η|2 > 1− ε, with large probability. To
fulfill this condition, we notice from (47) and (50) that

|η| = |1+ 〈φ̂2|φ̃2〉| � 1− |〈φ̂2|φ̃2〉| � 1−
√
〈φ̃2|φ̃2〉 = 1− | f |1/2.

In light of this, we will analyze the probability that,

| f | < ε2/4, (51)

which implies that |η|2 > 1− ε.
Overall, f can be regarded as a function of the random matrices W1,W2, . . . ,Wr2t−1 . We

first notice that, in the jth application of the random algorithm Wj, if a different Hamiltonian
is selected, then the error is at most [27],

11
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∥∥Wj −W ′
j

∥∥ � 2λτ , ∀ 1 � j � r2t−1,

where we have used W′ for the unitary operator that corresponds to a different sample of
the Hamiltonian terms. Due to the unitary property, this implies that for each 0 � k < t, the
controlled-U operator has a perturbation with the same bound,∥∥Wr2k . . .Wj+1WjWj−1 . . .W1 −Wr2k . . .Wj+1W

′
jW j−1 . . .W1

∥∥ � 2λτ. (52)

If we further denote the resulting function value (by substituting one Wj in the kth step of the
controlled-U gate) by f ′, then we have the following rough bound by using triangle inequality
and τ = 1/r,

| f − f ′| � 2λτ ⇒
r2t−1∑
j=1

| f − f ′j|2 � 2t+1rλ2τ 2 = 2t+1λ2/r.

This observation can be used to invoke the McDiarmid inequality [37], showing that, for
any ν > 0,

P
(
| f | > ν

)
< exp

(
− rν2

2t+1λ2

)
. (53)

To maintain an overall success probability of 1− ε, we set

ε � 2 exp

(
− rν2

2t+1λ2

)
,

which yields a lower bound for r,

r � 2t+1λ2 log 2
ε

ν2
. (54)

Such type of lower bounds have also been obtained in [17, 27] as a gate complexity estimate.
The term 2t can be viewed as the time duration of the Hamiltonian simulation.

To apply the inequality (53) to (51), we set ν = ε2/4, which changes the bound (54) to,

r � 2t+5λ2 log 2
ε

ε4
. (55)

Thus increasing t also has an effect on the number of steps r. The scaling ε−4 seems to be more
restrictive than the scaling from the deterministic method (40). On the other hand, the random
algorithm only involves one Hamiltonian term at each time step.

Collecting these results, we have the estimate on t.

Theorem 4.1. The quantum algorithm using random unitaries returns an estimation with
error less or equal to 2−n and with success probability at least 1− ε using t qubits with t in
the following range:

log
rε4

λ2 log 2
ε

− 5 � t � n+ log

(
2+

C2

2ΔE2r2qε

)
. (56)

A finite range for t can always be found by increasing r, since the upper bound is an
increasing function of r, and the lower bound decreases with r.

12



J. Phys. A: Math. Theor. 55 (2022) 325303 X Li

Acknowledgments

The author’s research on quantum algorithms is supported by the National Science Foundation
Grants DMS-2111221.

Data availability statement

No new data were created or analysed in this study.

ORCID iDs

Xiantao Li https://orcid.org/0000-0002-9760-7292

References

[1] Dong A, Fang D and Lin L 2021 Time-dependent Hamiltonian simulation of highly oscillatory
dynamics (arXiv:2111.03103)

[2] An D, Fang D and Lin L 2021 Time-dependent unbounded Hamiltonian simulation with vector
norm scaling Quantum 5 459

[3] Babbush R, Gidney C, Berry D W, Wiebe N, McClean J, Paler A, Fowler A and Neven H
2018 Encoding electronic spectra in quantum circuits with linear t complexity Phys. Rev. X 8
041015

[4] Babbush R, McClean J, Wecker D, Aspuru-Guzik A and Wiebe N 2015 Chemical basis of
Trotter–Suzuki errors in quantum chemistry simulation Phys. Rev. A 91 022311

[5] Bauman N P et al 2020 Toward quantum computing for high-energy excited states in molecular
systems: quantum phase estimations of core-level states J. Chem. Theory Comput. 17 201–10

[6] Berni A A, Gehring T, Nielsen B M, Händchen V, Paris M G A and Andersen U L 2015 Ab ini-
tio quantum-enhanced optical phase estimation using real-time feedback control Nat. Photon. 9
577–81

[7] BerryDW,Childs AMandKothari R 2015Hamiltonian simulationwith nearly optimal dependence
on all parameters 2015 IEEE 56th Annual Symp. Foundations of Computer Science (Piscataway,
NJ: IEEE) pp 792–809

[8] Berry DW, Childs AM, Su Y,Wang X andWiebe N 2020 Time-dependent Hamiltonian simulation
with l1-norm scaling Quantum 4 254

[9] Bian T, Murphy D, Xia R, Ammar D and Kais S 2019 Quantum computing methods for electronic
states of the water molecule Mol. Phys. 117 2069–82

[10] Brassard G, Dupuis F, Gambs S and Tapp A 2011 An optimal quantum algorithm to approximate
the mean and its application for approximating the median of a set of points over an arbitrary
distance (arXiv:1106.4267)

[11] Brassard G, Høyer P, Mosca M and Tapp A 2002 Quantum amplitude amplification and estimation
Contemp. Math. 305 53–74

[12] Campbell E 2019 Random compiler for fast Hamiltonian simulation Phys. Rev. Lett. 123 070503
[13] Campbell E T 2021 Early fault-tolerant simulations of the Hubbard model Quantum Sci. Technol. 7

015007
[14] Casares P A M, Campos R and Martin-Delgado M A 2021 T-fermion: a non-Clifford gate cost

assessment library of quantum phase estimation algorithms for quantum chemistry (arXiv:2110.
05899)

[15] Chappell J M, Lohe M A, Von Smekal L, Iqbal A and Abbott D 2011 A precise error bound for
quantum phase estimation PLoS One 6 e19663

[16] Chen C-F, Huang H-Y, Kueng R and Tropp J A 2020 Quantum simulation via randomized product
formulas: low gate complexity with accuracy guarantees (arXiv:2008.11751)

[17] Chen Y-H, Kalev A and Hen I 2021 Quantum algorithm for time-dependent Hamiltonian simulation
by permutation expansion PRX Quantum 2 030342

13



J. Phys. A: Math. Theor. 55 (2022) 325303 X Li

[18] Childs A M, Ostrander A and Su Y 2019 Faster quantum simulation by randomization Quantum 3
182

[19] Childs AM and Yuan S 2019 Nearly optimal lattice simulation by product formulas Phys. Rev. Lett.
123 050503

[20] Childs AM, Yuan S, Tran MC, Nathan W and Zhu S 2021 Theory of Trotter error with commutator
scaling Phys. Rev. X 11 011020

[21] Cleve R, Ekert A, Macchiavello C and Mosca M 1998 Quantum algorithms revisited Proc. R. Soc.
A 454 339–54

[22] Daskin A and Kais S 2018 Direct application of the phase estimation algorithm to find the
eigenvalues of the Hamiltonians Chem. Phys. 514 87–94

[23] Deuflhard P and Bornemann F 2002 Scientific Computing with Ordinary Differential Equations vol
42 (Berlin: Springer)

[24] Faehrmann P K, Steudtner M, Kueng R, Kieferova M and Eisert J 2021 Randomizing multi-product
formulas for improved Hamiltonian simulation (arXiv:2101.07808)

[25] Harrow A W, Hassidim A and Lloyd S 2009 Quantum algorithm for linear systems of equations
Phys. Rev. Lett. 103 150502

[26] Hastings M B, Wecker D, Bauer B and Troyer M 2014 Improving quantum algorithms for quantum
chemistry (arXiv:1403.1539)

[27] Jin S and Li X 2021 A partially random trotter algorithm for quantum Hamiltonian simulations
(arXiv:2109.07987)

[28] Kitaev A Y 1995 Quantum measurements and the abelian stabilizer problem (arXiv:quant-ph/
9511026)

[29] Kivlichan I D et al 2020 Improved fault-tolerant quantum simulation of condensed-phase correlated
electrons via trotterization Quantum 4 296

[30] Lin L, Saad Y and Yang C 2016 Approximating spectral densities of large matrices SIAM Rev. 58
34–65

[31] Lin L and Tong Y 2020 Near-optimal ground state preparation Quantum 4 372
[32] Lin L and Tong Y 2022 Heisenberg-limited ground-state energy estimation for early fault-tolerant

quantum computers PRX Quantum 3 010318
[33] Lloyd S 1996 Universal quantum simulators Science 273 1073–8
[34] LowGH and Chuang I L 2017 Optimal Hamiltonian simulation by quantum signal processing Phys.

Rev. Lett. 118 010501
[35] Low G H and Chuang I L 2019 Hamiltonian simulation by qubitization Quantum 3 163
[36] Low G H and Wiebe N 2018 Hamiltonian simulation in the interaction picture (arXiv:1805.00675)
[37] McDiarmid C 1989 On the method of bounded differences Surv. Combinator. 141 148–88
[38] Moore A J, Wang Y, Hu Z, Kais S and Weiner A M 2021 Statistical approach to quantum phase

estimation (arXiv:2104.10285)
[39] Mosca M 1999 Quantum computer algorithms PhD Thesis University of Oxford
[40] Nielsen M A and Chuang I 2002 Quantum Computation and Quantum Information (Cambridge:

Cambridge University Press)
[41] Ouyang Y,White DR and Campbell E T 2020 Compilation by stochastic Hamiltonian sparsification

Quantum 4 235
[42] Poulin D, Hastings M B, Wecker D, Wiebe N, Doherty A C and Troyer M 2014 The trot-

ter step size required for accurate quantum simulation of quantum chemistry (arXiv:1406.
4920 [quant-ph])

[43] Poulin D, Kitaev A, Damian S S, Hastings M B and Troyer M 2018 Quantum algorithm for spectral
measurement with a lower gate count Phys. Rev. Lett. 121 010501

[44] Rendon G, Izubuchi T and Kikuchi Y 2021 Effects of cosine tapering window on quantum phase
estimation (arXiv:2110.09590)

[45] Saad Y 2011 Numerical Methods for Large Eigenvalue Problems: Revised Edition (Philadelphia,
PA: SIAM)

[46] Shor P W 1999 Polynomial-time algorithms for prime factorization and discrete logarithms on a
quantum computer SIAM Rev. 41 303–32

[47] Yuan S, Berry DW, Wiebe N, Rubin N and Babbush R 2021 Fault-tolerant quantum simulations of
chemistry in first quantization PRX Quantum 2 040332

[48] Tansuwannont T, Limkumnerd S, Suwanna S and Kalasuwan P 2019 Quantum phase estimation
algorithm for finding polynomial roots Open Phys. 17 839–49

14



J. Phys. A: Math. Theor. 55 (2022) 325303 X Li

[49] Temme K, Osborne T J, Vollbrecht K G, Poulin D and Verstraete F 2011 Quantum metropolis
sampling Nature 471 87–90

[50] Wan K, Berta M and Campbell E T 2021 A randomized quantum algorithm for statistical phase
estimation (arXiv:2110.12071)

[51] Watkins J, Wiebe N, Roggero A and Lee D 2022 Time-dependent Hamiltonian simulation using
discrete clock constructions (arXiv:2203.11353)

[52] Whitfield J D, Biamonte J and Aspuru-Guzik A 2011 Simulation of electronic structure Hamiltoni-
ans using quantum computers Mol. Phys. 109 735–50

[53] Wille R, Van Meter R and Naveh Y 2019 IBM’s Qiskit tool chain: working with and developing
for real quantum computers 2019 Design, Automation & Test in Europe Conf. & Exhibition
(DATE) (Piscataway, NJ: IEEE) pp 1234–40

[54] Xiao T, Huang J, Fan J and Zeng G 2019 Continuous-variable quantum phase estimation based on
machine learning Sci. Rep. 9 1–13

15


	Some error analysis for the quantum phase estimation algorithms
	1.  Introduction
	2.  The phase estimation method
	3.  Inexact unitary operators
	4.  Random unitary approximations
	Acknowledgments
	Data availability statement
	ORCID iDs
	References


