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ARTICLE INFO ABSTRACT

Keywords: Commercial adaptive cruise control (ACC) systems are bi-level: an upper-level planner decides
Commercial ACC the target trajectory and the low-level system executes it. Existing literature on ACCs mostly
String stability focus on the planner algorithms or the actuator delay, while the transition process between

Low-level controller
Comma.ai
On-road experiments

them, e.g. the low-level control design and its impact are often ignored. This paper tries to fill
this gap by digging into the codebase of a recent open-source self-driving system, Openpilot
(OP), Comma.ai, from which we extract and formulate the algorithms at both the upper and
lower levels. For linear ACCs, the paper extends the transfer function analysis from planners
only to full control loops and investigates the impact of slow/fast low-level control on the
overall string stability (SS). For MPC ACGCs, it studies their planning characteristics based its
optimization objectives and approximates the low-level impact using an ODE approach.

We find that low-level control has a significant impact on the overall SS of ACCs: (i)
slow low-level control undermines SS under small frequencies and improves SS given large
frequencies for linear systems, (ii) MPC features a varying gain throughout an oscillation, where
the fast low-level control typically results in a ‘fast-slow’ changing process of the MPC gain,
which benefits the SS, whereas the slow low-level control leads to a ‘slow-fast’ varying gain
which undermines the SS, (iii) slow low-level control are common as they arise from comfort-
oriented control gains, from a "weak" actuator performance or both, and (iv) the SS is very
sensitive to the integral gain under slow low-level control for both PI and PIF controllers.
Overall, the study recommends fast low-level control for ensuring vehicular SS to reduce traffic
congestion, considering that large congestion waves usually feature both small frequencies
and large amplitudes, although slow controllers could perform even better provided a short
and small leader perturbation. The findings of this paper are verified both numerically and
experimentally. For the first time in the literature we implement custom ACC algorithms on
market cars, and achieve SS on open roads with a random leader by only tuning the low-level
controllers. The source code is shared at https://github.com/HaoZhouGT/openpilot to support
on-road experiments of arbitrary car-following models, which may be of interest to other studies.

1. Introduction

With the development of vehicle automation, adaptive cruise control (ACC) systems are now widely available on commercial
vehicles around the world. From the perspective of traffic flow efficiency, ACC systems are expected to achieve string stability (SS)
to ensure that small perturbations do not amplify upstream within a platoon of vehicles (Shaw and Hedrick, 2007; Feng et al.,
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2019), i.e., speed fluctuations should be dampened rather than amplified by the followers (Naus et al., 2010; Zhou and Peng, 2005;
Zhou et al., 2020). In recent years, the SS of factory ACC systems has drawn increasing attention from the traffic flow community.
Unfortunately, the factory ACC products can only be treated as “black boxes” due to the proprietary technology. As a result, related
studies in the literature are mostly data-driven; i.e., researchers often collect the driving behavior data of factory ACC vehicles and
then directly examine the SS features (e.g., Makridis et al. (2021), Li et al. (2021)) or indirectly study the features by calibrating a
model (e.g., Gunter et al. (2019, 2020), Shi and Li (2021)) . For example, Gunter et al. (2020) found that most market ACC systems
are string unstable. Li et al. (2021) show that factory ACCs can amplify or dampen an oscillation (and overshoot or undershoot
after the oscillation), depending on the ACC headway setting, speed level, and leader trajectory. Shi and Li (2021) illustrate similar
findings in that a large headway setting produces better SS while a small one usually induces perturbations to grow. Li (2020)
indicates that this property of factory ACC suggests a trade-off between SS, mobility and safety. These empirical findings of “black
box” factory ACC systems shed light on some of their key features, but lack insights from the perspectives of ACC controller design
and execution.

Although the data-driven studies have shed new light on understanding the factory ACC systems, there are some limitations.
Notably, in recent commercial car models, ACC functionality is often provided by radar manufacturers, e.g. Bosch, Continental, who
sell the units to automakers. Those ACC units usually integrate a built-in ACC algorithm with the radar module. More specifically,
an upper-level planner receives the updated information from the radar and plans for the optimal trajectory, and then a low-level
controller executes the trajectory by sending low-level commands (gas/brake or acceleration) to the car control interface. Given this
design feature of ACC, the data-driven approach is not ideal in uncovering ACC behaviors. First, they use similar GPS devices with a
sampling rate of only 0.1 s, which is larger than the typical updating interval for both radar (0.05 s) and the low-level control system
(0.01 s) in modern cars. This means that some vehicle maneuver information is potentially lost. Second, the data-drive approach only
captures the holistic outcomes of ACC behaviors and cannot decouple the role of the upper-level planner and low-level controller
as well as their interactions. Notably, the prevailing approach of modeling ACCs per (Gunter et al., 2019; Li, 2020; Shi and Li,
2021) essentially only calibrates the upper-level planner models against trajectory data while assuming the low-level controllers
can achieve perfect performance as desired, which is questionable in real-world driving scenarios. In fact, Li (2020), Shi and Li
(2021) calibrated the factory ACC using a parsimonious linear car following (CF) model and found that the model falls short in
explaining some empirical ACC features. This highlights the needs of going deeper into the mechanic level of ACC controller design
and execution.

Fortunately, a recently open-sourced factory ACC system, Openpilot (Comma.ai, 2021), here provides one way to uncover the
details of the black box. Openpilot is developed by an after-market self-driving company, Comma.ai, who aims to be to Tesla what
Android is to Apple, but with self-driving technology. Besides the open-source ACC software, Comma.ai also develops an after-factory
ACC development kit, Comma Two, which can connect the stock ACC unit and override its control on many regular commercial
cars. Note that Openpilot is considered to be factory level because it only overwrites the built-in algorithms in the ACC unit, as
it still uses the stock sensor and communicates with existing car control interface. The benefits of such open-source ACC software
and after-market hardware are unprecedented. Openpilot enables researchers to obtain full access to all the controller parameters,
variables and algorithms of the ACC system. It also opens a new gate for analysis, design and test of our own factory ACC algorithms,
which is aligned with the objective of this study.

Prior to the open-source factory ACC algorithms, the SS of ACC systems has already been extensively studied in the control area,
e.g. Yanakiev and Kanellakopoulos (1995), Liang and Peng (1999, 2000). The theoretical SS condition for linear CF models have
been examined for years since (Wilson and Ward, 2011), and one can notice that it is not difficult to meet the SS condition after
tuning the model parameters. For example, Gunter et al. (2019) obtained a wide region of string-stable parameters for the optimal
speed velocity speed model and verified the SS through simulation. Wilson and Ward (2011) has derived the string stability region
for parameters of some CF models. Yet, two interesting questions arise: can we directly apply those tuned models to a car and
achieve string-stable performance? Why are string-stable commercial ACCs so rare in real life?

Unfortunately, the current short answer to the first question is “no”, and the second question can be explained by the lack of
considerations for low-level controllers. Specifically, this study points out that the gap between SS theory and practice lies in the
impact of low-level controller, which has been consistently neglected so far. For the field experiments in literature, researchers
used either original equipment manufacturer (OEM) controller or in-house designed controllers. The OEM controller (Eilbert et al.,
2020) directly tracks the acceleration/speed command, or torque/brake pressure generated from the upper-level planner but
these algorithms are also ’black-boxes’. The in-house designed controllers use specific feedback control law to track the planning
trajectories. For instances, Naus et al. (2010), Ploeg et al. (2011) used a ‘MOVE’ gateway to interact with the vehicle motor to
achieve acceleration setpoints. Lu and Shladover (2018) applied the feedback linearization control technique to calculate the desired
torque/brake pressure command of truck actuators for realizing desired accelerations. Shladover (2009) utilized the loop-shaping
techniques to devise a ’speed servo’ to track the planned speed. Although the in-house designed controllers demonstrate desired
performance in the experiments, they are only applied to specific field-test scenarios, it remains unclear if they can be generalized
to real-world driving. Additionally, most in-house designed controllers are not open-sourced either.

Correspondingly, the paper will focus on the impact of the factory low-level controller, this study first presents the open-source
factory ACC algorithms, based on which we further investigate the impact of low-level controllers on SS. The findings are validated
through both numerical simulations and real-car tests on a regular commercial car model, a 2019 Honda Civic.

The contribution of this paper is threefold: (i) on the algorithm side, for the first time it formulates the planner models and
low-level control algorithms from the codes of an open-source commercial ACC system, Openpilot. Towards this it finds that the
commercial planner models (e.g. linear and model predictive controller (MPC)) are significantly different from the traditional models
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Fig. 1. Pipeline for the longitudinal control in Openpilot ACC.

in the literature. The paper also details the full control thread of the low-level system, including the algorithms to post-process
upper-level planning targets, the controllers to track low-level setpoints, as well as the common actuator model used by commercial
ACC products. (ii) the theory side, the paper extends the transfer function (TF) analysis for linear ACCs from planners only to bi-level
loops including low-level control. That allows us to investigate the impact of slow/fast low-level control analytically. For MPCs, the
paper identifies their characteristics in responses to oscillations and approximate the impact of slow/fast control with simplified
models. (iii) For the experimental method, the paper contributes to a new data collection method to collect detailed ACC data from
regular car models and make adaptions of Comma.ai’s original code base to allow easy testing of any CF models on the road. Such
data collection methods provide promising opportunities to explain/understand the behaviors of other black-box ACC systems. The
new road experiment approach allows traffic flow researchers to test their models on the road, which can be of interest to many
other studies.

The remainder of the paper is organized as follows: Section 2 introduces the open-source commercial ACC algorithms for both
the planner and the low-level control; Section 3 and Section 4 investigates the impact mechanisms of low-level control on the SS of
linear and MPC ACCs respectively; Section 5 presents the numerical and on-road experiments and showcase the results; Section 6
discusses the improvements for low-level control design for the better SS; and Section 7 concludes the paper.

2. ACC algorithms in Openpilot
2.1. Full control pipeline of factory ACCs

Before diving into the detailed algorithms for the upper-level planner and the low-level controller, it is important to first
understand the full control pipeline of the ACC system, as shown in Fig. 1.

As mentioned earlier, a typical on-board radar runs at 20 hz. It provides the lead vehicle information (e.g. the lead vehicle speed
Ujeqq @nd the spacing s,,,) for the planner, with or without the sensor fusion from cameras. The planner listens to the sensors and
responds to the speed and spacing changes by adjusting the target speed, vy g, OF the target acceleration, ag,g for the ego vehicle.
The planner model is usually a linear controller or an MPC more recently.

The low-level controller operates to achieve the planner targets by producing the low-level commands (gas/brake), which are
usually at the rate of 100 hz for recent car models. Due to the higher frequency, the low-level controller forms an inner loop of 5
steps in each planning period (0.05 s). As Fig. 1 shows, the low-level control loop consists of four major steps: (i) first, the low-level
control algorithm, ‘LongControl’, calculates the low-level setpoint, vpiq or ayq or both, at each of the five control steps using the
most-recent upper-level planner target Uiarger OT Ggarger; (ii) then a proportional-integral (PI) or proportional-integral-feedforward
(PIF) controller tracks the low-level setpoints and outputs the a,,,,,, demand; (iii) the a,,,,,; demand is then fed to a 'compute_gb’
function which maps it to the final actuator command, i.e. a gas or brake percent gb for the car; and (iv) finally the gas/brake
percentage is applied and moves the vehicle. The true acceleration aeg,, speed vego, POSition x4, of the vehicle are send back to the
loop for the next step.

Here a PI or PIF controller outputs the a.,,,,, demand, which is further processed by a compute_gb function to generate the final
gb commands. Note that the control can also be understood as the desired acceleration, thus the compute_gb function is essentially a
mapping from the desired acceleration to the necessary gas/brake. Reversely, we refer this mapping from the applied gas/brake gh
to the true acceleration a,,, as the gh2accel function, which is essentially a model of the engine and brake system.

2.2. Upper-level planner algorithms

For upper-level planners, linear and non-linear models like MPC are common. A linear ACC controller was first used in the earlier
versions of OP, and later replaced by a MPC planner. According to the source code in OP, we now formulate the detailed equations
for both planners.
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2.2.1. The OP linear planner

The OP linear planner adopts a constant time headway policy (CTH), but different from the literature, the desired spacing is
calculated using the leader, not the ego vehicle speed. Given a desired time headway z, and the jam spacing &, the desired spacing
Sqes from the front bumper of the ego vehicle to the rear bumper of the lead vehicle is calculated as:

Sdes(t) = 0+ T+ Vjeaq(?) (€8}

Based on the desired spacing, the planner then outputs a target speed vgyre; to reduce the spacing error As = 5,0, — 540, between
the true spacing seg, and the desired spacing sqes by the gain k.

Utarget(t) =k (Sego(t) = Sges) + Vlead (D) = k - As(t) + Vjeaq (1) (2)

Note that the parameter k physically means how fast the planner tries to adjusts the spacing variability. In OP k is speed-
dependent, piecewise linear and decreases with speed values, which is different from the constant assumptions commonly used in
existing studies (Gunter et al., 2019; Zhou and Ahn, 2019; Li, 2020; Shi and Li, 2021).

It is also worth noting that here the OP linear ACC model uses the lead vehicle speed v ,q to calculate the desired spacing and
plan for the target speed, which is different from the tradition CTH in the literature that adjusts the desired spacing based on the ego
speed veg,- While the true motivations are unclear yet, we notice that such design enables the planner to run independently from
the low-level responses such as veg, OF deg,. Similar design is also found in MPC-type planner, which will be introduced shortly. We
conjecture that using v}e,q in the planner can also reduce the hardware communication between the ACC unit and the vehicle CAN
(Controller Area Network) bus since no low-level variables need to be retrieved from the CAN bus. The v}, is directly measured
from the radar in the ACC unit, which helps the ACC module to be self-contained. From the perspective of SS, the difference between
USing vjeaq and vy, is not trivial. We show that the factory linear ACC can be easily string stable in the next section.

2.2.2. MPC planner

MPC planners have become ubiquitous in the literature since they allow the optimization of more general objective functions
while considering more refined vehicle dynamics models (Corona and De Schutter, 2008; Naus et al., 2008; Li et al., 2010; Gong
et al., 2016; Zheng et al., 2017). This extra computational burden comes at the cost of requiring a professional solver (e.g. Diehl,
2014) to run in real time. The formulation of the optimization objective and the reference trajectory are two key components for
an MPC problem, as shown next.

In Openpilot the objective function C(7) for the longitudinal MPC at the planning time 7 is defined as a weighted sum of four
sub-costs, with respect to the time to collision, spacing, acceleration and jerk values:

2 2 2 2
C(i) = 2 Wye C”c(tk) + wdistcd,'st(tk) + waccelcaccel (Ik) + wjerkcjerk(tk) (3)
i<t; <f+Typc
where 7, denotes the time of each discrete planning step in each planning horizon Typc; see dotted points in Fig. 2. In OP, the
10-second planning horizon is discretized into 20 intervals, where the first 5 intervals have a step length of 0.2 s, and the remaining
15 intervals are share a step length of 0.6 s. The tunable weights applied here are w,,, = 5, wy;; = 0.1, Weeer = 10, W)y = 20.
Omitting the subscript of ¢,, the four sub-costs are defined below:

Sdes(t) = Sego(?)
Crrelt) = exp{ ——— g -1 @

(\/mnto‘l)/os

Sdes(t) - Sego(t)

Caist(D) = —0.0SUego(t) 03 5)
Caccel(t) = aego(t)(o-luego(t) +1) (6)
Crork®) = Jogo (0. 10ggo(1) + 1) @

where j,,, is the jerk of ego vehicle (i.e., derivative of acceleration). The desired spacing s, for the MPC controller is defined as:

2 2
Uego(t) - Ulead(l)

2B ®

Sdes(t) = Uego(l) T~ (Vjead(®) — Uego(t)) T+

where B is the maximum deceleration rate.

The reference trajectory is the estimated lead vehicle trajectory in the prediction horizon Type (10.0 s). Let dr, denote the
varying step length (s) between two consecutive stops in the planning horizon Typc, the future lead trajectory is estimated using
the dynamics model in 5 (a—d), which assumes a decaying acceleration of the lead vehicle with time parameter A (1.5 s). Starting
from 7 =0 to 1 = Typc, the lead vehicle states in the planning horizon are predicted and updated as follows:

1ead(t) = G1eaq() exp(—h - 12 /2) (9a)
Xead(!) = Xjead () + Vieaq(t) - d1), (9b)
Ulead (") = Viead (1) + @1ead (1) - d1, (9¢)

ti=t+dt, 9d)
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Fig. 2. Example of MPC’s prediction and optimization: x,;,, is the predicted position of the leader x,,,, minus the desired spacing s,,,. The leader acceleration
@y4q¢ is from model (9d). The solution of a,, v,,, and x,,, are subject to the MPC optimization problem (10).

By solving the MPC problem (10) at each time step 7, we can obtain the ape (f + dt,), i.e. the target acceleration of the MPC at
the first step of the optimization solution:
min  C(f)

Atarget

s.t. Discrete point-mass dynamics for vehicle longitudinal movements 10)
Predicted dynamics for the lead vehicle in (9)

Utarget = 0

2.3. Low-level control system

2.3.1. Algorithms in longitudinal control to update low-level setpoints

The pipeline in Fig. 1 shows that the first step in the low-level control loop is to process the planner targets and calculate
the corresponding low-level setpoints. Note that the low-level setpoints are the true references for the car to track, therefore it is
important to understand how the algorithms update them using the planning targets.

If the planner gives a target speed vyyre, the low-level controller usually uses a speed setpoint v, and a PI controller to track it.
Let 7 denote the planning time when the sensor and planner get updated every 0.05 s, and ¢ is the low-level control time with step
size dt = 0.01 s. The algorithm to compute vp;q for the PI controller is shown in Algorithm 1 with initial condition vp;ig(0) = veg,(0).

Algorithm 1 Low-level controller algorithm for vy with a linear planner

Input: most recent Viargers Gpaxs dmins @ constant overshoot allowance oa = 2.0.
Output: v,

Initialisation: vyig(0) = Vg, (0)

Low-level iteration to update vpiq

12 if vpig > Uego +0a aNd Utarger < Upiq then
2 Upig < MaX(Vgargets Vego + 04)
3: else if vyq < Vego — 0a and Vygrger > Upiq then
4 Upig < MIn(Vgrgers Vego — 04)
s5: end if
6: if Utarget > Upid + @pay - df then
7: Upid « Upid + Ay dt
8: else if Uyyrger < Upig + @iy - dt then
9: Upid « Upid + ayin - dt
10: else
11t Upid < Vtarget
12: end if

—
w

: update veg, < Uggo from CAN bus

In short, the above algorithm 1 shows the current vp,4(r) updates itself by moving towards the given planner target vi,ge((?) at
a maximum rate but bounded by constraints that include acceleration limits.

If the upper-planner outputs the upper-level desired acceleration ag, g, the low-level control loop usually outputs the acceleration
setpoint ap;q along with vp;y. The acceleration setpoint is designed for the feedforward term in a PIF controller. It is worth noting
that OP introduces two more variables vy, (1) and age,y (7) in lieu of v,,,4,, and a,,,,,, as the references to calculate low-level setpoints
g and v,4. The vy and ag,, are updated using the following rule:

Astart < Agtare + d1/d1 »(@target — Gstart) (11)
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Ustart < Ustart + 4#(@target + Astart)/2 12)

where df denotes the time step for the planner to update (0.05 s). We conjecture those surrogate variables vy, and ag,, are
used to avoid potentially large compounding errors when directly incorporating v;,.4e OF @44~ In Algorithm 2, we show the
algorithm for computing the low-level setpoints ay;q and v, using the @y rgers Ustare aNd dgpare- Initially, we reset vgiar(0) = Uego(0)
and ag,(0) = ego(0)-

Algorithm 2 Low-level controller algorithm for ap;g, vpiq with an MPC planner

Input: most recent ayge, dstarts Ustart
Output: ayq and vpg
Low-level loop for vpiq(t), apiq(t) for t € (7,7 +0.01...7 + di}:
1 dt=t—1
2 apig(t) = Agpare + dt(atarget = Asary)/d1,
3t Upia(1) = Usgare + d1(apig () + Astart)/2

2.3.2. Low-level controller
Now we introduce how the PI/PIF controllers track those low-level setpoints. Define the true speed at each control time ¢ as
Vegos the speed error as e(t) = Upid(®) = Vego (1), the formulation of PI/PIF control input is expressed as:

'
eonirol () = kp ce(t)+k; - / e(r)dr + kf . apid(t) (13)
0

where kpy, k; and k I correspond to the control gain for the proportional (P), integral (I) and feedforward (F) terms. Note that the
default control gains are speed-dependent in Openpilot, where k, = k,(v) and k; = k;(v); see Fig. 19. Similar to the parameter k in
(2), P and I gains are also piecewise linear and smaller at higher speeds. The k, equals to 1 in theory of the feed-forward control.
The first two terms in (13) construct a PI controller, and a feedforward term is added to form a PIF controller if the acceleration
setpoint is available. In the PI controller, the control gains are also varying under risky scenarios for safety reasons, where k, and
k; are increased by 20% for every 1 m/s> of the required braking deceleration smaller than —1 m/s.

2.3.3. Actuator model and gas/brake estimator
For the a.,,,, demand, one has to calculate the gas/brake percentage gb for the actuator to execute it. To do so, we need a good
understanding of the actuator performance, i.e. the acceleration produced by a gb value, or the gh2accel function.

Qego = gb2accel(gh, v,g,) 14

The gb2accel function represents vehicle actuator model, which is highly nonlinear and dependent on current vehicle speed,
acceleration, road grade, wind, vehicle loads, and the control performance of engine/motor, transmission, and brake etc. The detailed
model of powertrain dynamics can be found in Rajamani et al. (2000), Li et al. (2016). Note that the torque supply of engine/motor,
and the braking pressure are controlled under the factory settings of automakers, which are typically difficult to be accessed. The
gb2accel function for a specific car model can be roughly fitted from its driving data. One can test several gb values under different
speed levels and record the produced true accelerations. Then a linear function or neural networks can be used to fit the model.
We will later show on many recent car models, the gb2accel is approximately a simple scaling function of the gb only, for example,
ego = 38b, and accordingly the compute_gb function should share the same scale factor in the denominator, e.g. gb = ego/3-

Based on the actuator model gh2accel, we can estimate the required gb given a desired acceleration using its inverse function,
i.e. the estimator function compute_gb, which calculates the desired gas/brake for the a,,,,,; demand from (13):

gb = compute_gb(aconror» Vego) (15)

where gb € [-1, 1] because the brake is negative. Recalling that a,,,;,., is the desired acceleration, to obtain the corresponding gb,
the compute_gb must be in accordance with the gh2accel function. We consider the gas/brake estimator compute_gb is perfect if the
estimated gb always generates the same amount of the true acceleration a,,, as the acceleration control demands:

dego = B Aconirol (16)

which holds obviously when gb2accel and compute_gb are both simple scaling functions with the reciprocal parameters, e.g 3 and 1/3.
Since the true dynamics or the simplified scale factor in gh2accel is usually unknown to us, the gas/brake estimator compute_gb can
be designed to have smaller or larger scale factors which causes the true acceleration overshoot or undershoot the q,,,,,,, demand.
To further study their impacts, we define the actuator system is “strong” if |acgo| > @ omrorl> OF “Weak” if |aegol < laconsrol-

Now we have formulated the upper-level planners and the low-level control systems used in OP. To summarize, OP has introduced
two types of planners: a linear speed planner that outputs the target speed v,,,,,,, and a non-linear MPC planner that gives the target
acceleration a,,,,,,- The respective low-level system first processes v;,,ge/ OF G144, @nd transforms it to feasible and continuous low-
level setpoints v,;, or a,;,. Then a speed (PI) or acceleration (PIF) low-level controller is used to track v, or a,, or both. The
low-level controller calculates the control command, based on which the gas/brake estimator compute_gb calculates the corresponding
gas/brake percentages gb. Finally the actuator plant, i.e. gb2accel, executes the gb and generates the true accelerations a,,, to move
the vehicle.
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Fig. 3. Comparing SS of OP and general linear planners and the impact of gains and frequencies.

We conjecture the similar low-level controller should widely exist in market ACC systems: (i) the frequency gap between the
planning (sensor) and execution (actuator) needs the car to have a separate tracking reference for the low level; (ii) the planner
outputs are usually prone to fluctuations due to sensor measurement error or imperfect execution, thus they cannot be directly fed
to actuator; (iii) a controller is certainly necessary to help track the setpoints and PI/PIF are typically go-to options if they are not
MPCs.

3. Impact mechanism of slow/fast low-level control on SS of linear ACCs

Traditionally, the SS of bi-level ACCs is only captured using planner’s model. While the imperfect low-level control inevitably
changes the whole dynamics, we conjecture the slow/fast low-level control could cause an effect similar to increased/decreased the
planner gains. To investigate the impact of low-level control on the overall SS of ACCs, it would be worthwhile to study the SS of
planners first, and see how it could be changed by a small variation of the planner gain. In the above section, we have introduced
the OP linear speed planner, which is new to the literature. In this section, we will first study its SS properties and then investigate
whether the low-level control can be fully captured by the planner model only. To see this, we will extend the SS analysis from the
mere planner to bi-level loops including the low-level control. Notice that OP linear planner is a unique planner that outputs the
target speed and pairs with a PI low-level controller, without loss of generality we also investigate the popular linear ACC planner
widely adopted in the literature, which outputs target accelerations and is followed by a PIF low-level controller.

3.1. SS characteristics of pure linear planners

As stated earlier, the OP linear planner is different from the traditional linear CF models in the literature, which features a
unique CTH policy that depends on the leader speed v,,,,4, not the ego speed v,,,. Further, it is a speed planner that directly outputs
a desired target speed, not the acceleration, for the low-level system to track. Therefore, such planner does not fall into the range
of traditional linear CF models, whose SS is worth more investigation.

We first convert the time-domain linear speed planner in (2) into frequency domain:

Vtarget (J@) = k[X1eaq (J®0) — Xego (@) — TVeag (J@)] + Vead (@) a7

where w is the angular frequency, j is the complex number indicator. As here we focus merely on the planner, we assume
Vego = Vtarget- 1he€n substituting in (1), and applying the position as the integrator of corresponding speed: Xjeaq(j®) = Vieaq(j@)/j,
and Xego(j®) = Uego(j®)/j@® = Utarger(j@)/joo, we can rearrange (17) into the speed to speed transfer function T°P using the SS
analysis approach in Wilson and Ward (2011), Montanino and Punzo (2021):

OoP _ Utarget(jw) _Jjd—kn)w+k

= = - (18)
Vlead (J®) jo+k
The squared 2-norm of the transfer function I'°F equals to:
L2
Vtarget(J©) 1 — kt)ol® + k?
”1_,01;”2 _ || Prarget : _ [( T)w]” + <1 19)
Vlead @) 2 ®? + k?

If |1 —kr| <1, ie. 0 <kr <2, we have I'OP < 1, where the planner is string stable, and @ — 0 gives the maximum I'°P = 1. When
kz > 2, the planner is string unstable and I'°° increases with the angular frequency w, where @ — 0 gives the minimum transfer
ratio.

The impact of gain k and the frequency w on the SS is shown in Fig. 3(a). Noticeably, the increasing/decreasing interval
depends on the angular frequency w, which means the oscillation wavelength determines the impact of a decreased/increased gain.
Interestingly, the convex pattern of the OP linear’s TF suggests that if the oscillation frequency w is known in advance, we can
derive the optimal gain k* for the ACC follower to best dampen the wave:

dIT%P|2(k)  2tw(k? + (=1 + k1)a?) .1 2
= = k= (= V24 + 202 2
T W rap 0= 2( T + V(4 + 2w?)) (20)
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which suggests that predicting the leader oscillation wavelength can help the follower dynamically adjust the response rate in order
to reduce speed perturbations. This feature might be similar to what human drivers are capable of.

The general linear acceleration planners have been widely used in ACC literature (Wilson and Ward, 2011; Gunter et al.,
2019), which has control gains k, and k, with respect to both spacing and speed errors, and such linear controllers output desired
accelerations instead of speeds. The linear ACC planner is typically formulated as follows:

rarger() = Ky (Sego(t) = (T + Uggo (1) + 6)) + kyy(Vgeqq (B) = Uego (1)) (21)
The squared 2-norm of its TF has already been derived in previous studies as:
k2 + k2
@?(k, + k)2 + (k, — @?)?

rPP)1? = (22)

Opposite to the linear speed planner in OP, the TF of the general linear acceleration planner shows a concave pattern; see
Fig. 3(b). Also the increase in the spacing gain k, and the speed gain k, around their default values can lead to opposite impacts on
the SS. The impact of spacing gain changes on TF is more sensitive to the oscillation frequency w, since the common value k, = 0.15
could fall into either the increasing or the decreasing interval when w is small. It suggests increasing k, improves SS under small
frequency such as @ = 0.1 or @ = 0.3, but undermines SS when w = 0.5 or @ = 1.0. By contrast, the TF is less sensitive to the
changes in speed gain k,, whose common value is around 0.25 and seems to always improve the SS unless the frequency is large,
e.g. w=10.

Interestingly, the TF of linear planners all show the convergence trend with gains. Mathematically, we have:

lim,_ |ITOP|? = 1 + 7%&” (23)
) 1

lim o I77P 1% = Tr a2 (24)
limg o ITPPY12 =1 (25)

although regular values for those gains are around 0.2, (23) and (24) could partially explain why the impact of gain k and k, are
more related to oscillation frequency w and time headway . Eq. (25) suggests controlling the speed difference is an easy solution
to the marginal SS but it does not guarantee the safe spacing.

The above SS analysis of linear planners suggest that the OP linear speed planner has unique features against general acceleration
planners in following aspects: (i) the string stable condition holds for almost all feasible values of the only control gain k, (ii) there
exists an optimal k for best SS provided the oscillation frequency w, and (iii) increasing the gain k deteriorates the SS under small
 and improves SS under large w, which has an opposite pattern with general linear ACC planners. The common feature of both
the OP and general linear ACC is that they both show the variation in spacing gains, i.e. k and k,, can significantly affect the SS
and such impact is closely related to the angular frequency w, or equivalently the wavelength, of a leader oscillation.

The above analysis adopts the traditional TF method in the literature to study how linear ACC’s SS is affected. Suppose the
slow/fast low-level control decreases/increases the upper-level planner gains as an overall effect, the above analysis could offer
some insights of the low-level impact mechanism. However, such assumption needs more justification and also fails to capture the
full interaction between two levels, which motivates us to study the SS of full bi-level loops of ACC systems.

3.2. SS theory for full ACC control loops

The above analysis of SS for planners casts some light into the impact mechanism of slow/fast low-level control by assuming
they behave as decreased/increased planner gains. however, the true impact of low-level control could be more complex considering
the ACC system is a closed feedback control loop, where the execution of low-level controller delivers signal back to the upper-
level planner, while the upper-level planner also sends signal to the low-level controller. The interaction between these two levels
makes the overall dynamic difficult to track, and errors become compounding due to the feedback mechanism. Additionally, the
intermediate modifications from the factory longitudinal control algorithm, and the imperfect execution of vehicle actuator in the
real world also contributes to the difficulty of analysis the string stability of an ACC system. In this section, with some proper
simplifications, we try to derive the SS of the bi-level control loop in linear ACC systems, and then investigate how slow/fast
low-level control affects their overall SS.

Fig. 4(a) illustrates a simplified control loop of an ACC system consisting of the OP linear planner (2) and the PI low-level
controller (labeled as OP-PI ACC system). The « capture the effect of the longitudinal control algorithm transforming upper level
planner targets to low-level setpoints, a = v,y /U0 fOr speed planner or a = a,;,/a,4.4., for the acceleration planner. The f is
another factor representing the imperfect control execution of the vehicle actuator possibly due to some real-world disturbances
such as grades, i.e. ff = a,,,/a.0u,, meanwhile § can also be understood as a multiplier to scale the default controller gains, which
makes controller faster when g > 1. Following the similar style, Fig. 4(b) shows a simplified control loop of an ACC system consists
of the general linear acceleration planner (21), i.e. (PD) upper-level planner, and the PIF low-level controller (labeled as PD-PIF
ACC system).
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(a) Feedback control loop of the OP-PI ACC system
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(b) Feedback control loop of the PD-PIF ACC system

Fig. 4. Feedback control loops of linear ACC systems.

Then, following the feedback control loop in Fig. 4(a), we derive the TF of the full OP-PI ACC system following the procedures
of TF derivation in Astrom and Murray (2008). Following the feedback loop from left to right, we can write the expression of the
position of ego vehicle X;(s) in the Laplace domain as:

k; 1
L®=M@+fWMWHm—&w—MAMHKJm—WM; (26)
Then, with s as the differential operator and 1/s as the integral operator, we can substitute V;(s) = sX;(s), and V;_;(s) = sX,_;(s)
into (26) to perform some arithmetic simplification. Correspondingly, we can obtain the TF as:
X,(s)  aPl(k, — kk,7)s? + (kk, + k; — kk;7)s + kk;]

JOP-PL oy — 27
® X, () 53 + Pl s + Plakk, + k;)s + apkk; @7)

Substituting in s = jw, the corresponding squared L2-norm of (27) is:

a?B2(k? + kiaﬂ)(aﬂ + k(k — 20%7 + ka*7?))

TOP—PI : 2 _ 28)
W00l = ik, ~ o 1 (e, + akkyyo — o)
Similarly, following the feedback control loop in Fig. 4(b), we derive the TF as of the PD-PIF bi-level ACC loop:
PPy aPlhokps® + Gk + kok,)s? + (kgk, + kokp)s + k. k] 29

5% + [Krp153 + Kyp 25?2 + aKyp3s + ak,k;]
where K1 = k, + akyk ;7 + ak,kp, Krpo = k; + akyk, + ak kv +ak k,, Kpg = kok, + k.k;7 + k,k;. The corresponding squared
2-norm of (29) is expressed as:
lapk k; — (apk ks + apk, k)0 ? + [(afk k, + afk ko — afk,k ;0]

(30)
[afKyp 30 — fKyp 10312 + [afk, k; — fKrp 207 + ]

PD-PIF, ; 2
IIr Uoll, =

Now we have derived the TFs for full ACC loops with both upper-level planners and low-level control system. Interestingly, we
find the TF of those pure planners mentioned earlier are just special evaluations of the TFs of the full ACC loops we derived here.
To show this, from (28), we first assume the integral gain k; =0 and « = 1, and let k; = k,$ which reduces the full loop TF to:

(kk))*@” + * (K, - kk/,7)? R+ 0’ — ko)

17 P o, k; = 0,a = D)% = (31)

k;za)4 + (kk;}a) — w3)? @ + (k- 0;_/2)2
»
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Taking the limit of k;, gives us:

_ o [(1 — kt)w]? + k2
Jim 17O o,k = 0,0 = D = A
12

(32)
which is the exact the TF of the OP linear planner we derived earlier in (19). It also suggests that only fast enough PI low-level
control can achieve the desired SS.

Similarly, for general linear ACCs, we assume « = 1 and k; = 0, which gives us:

LPPEG Z o2 = PR 0" + pPhG K w® _ K2 + w?k? (33)
ﬂ2k§.(kv + k)00 + (—fk phy? + %2 G2k, + k)2 + (k, — %)z
LPPREG )2 = B0 + pRICK 0t _ k2 + 0’k (34)
2 (=Phyk@ + B, + (=Bhy(ky + kD)0 + 0 2k 4k r— ﬁw_ljp)z +(k, — ?)?
Let k’f = pk, and k; = pk,, we have:
kiiinw |“—~PD-PIF(kf =0,k = 0)“5 = l—vPD-PIF(kp — 0,k =0, k,f = w?k* + k2 (35)

@ (ky + ky1)? + (ky — 022

which also indicates the TF of the general linear ACC planner in (22) is just a special evaluation of the bi-level ACC system given
the perfect low-level control.

3.3. Impact of low-level control on SS of linear ACCs

As mentioned earlier, # can be understood as the scale for the low-level controller gains. Before studying the impact of low-level
control gains, we are interested in if a scaled low-level controller gain has the same or similar effect with the scaled planner gains
with the same factor §.

To check this, apply the scale factor § to the planner gain k, i.e. X' = fk, and plug in the original P gain k,, then Eq. (31)
becomes:

Kk, Yo + a*(k, — k'k,7)*

4 3)2
kyw +(k’kpa)—a) )

(36)

Unfortunately, this does not equal to (31), suggesting that a scaled low-level controller gain k, has different impacts on the SS
compared to a scaled planner gain k with the same p.

To check if the scaled planner gains &, k! have the same effect with the scaled low-level controller gains k’ and k’. for the
general linear ACCs, apply the replacing rules k’f = pkg, k;} = pk,, k. = pk, and k| = Pk, into (33) and (34). After substitutions we
have:

Kot + k2o K2 o + Ik 20
. - (37)
K2k + k208 + (=K ey + 02 LK, + K720 + (kK0 + ot
K2120? + k2 k2ot 2k 20 + ke 2ot
(k! ko + kL) + (=Kl (k, + k D)0? + 02 (=K, K + ph,@))? + (—k,(k], + K, T)0? + )2
K 2a? + KK o
px pv (38)

T (kL + k@32 + (—k (K + k! )a? + w0*)?

where (37) suggests that when only F gain exists, the scale factor f on k, has the exactly same effect of scaled planner gains k, and
k, with the same f. The (38) suggests that the scaled P gain fk, has an approximately equal impact with the scaled planner gains
Pk, and pk,, provided the I gain and F gain is zero.Contrary to OP linear ACC, the general linear ACC with PIF low-level controllers
seem to better support the assumption that slow low-level control just means smaller planner gains.

The above analysis also sheds insights of how the low-level control gains, the actuator performance or both can affect the overall
SS of the ACC. Using (32), (33), and (34), we are able to derive the increasing/decreasing interval of TFs with respect to fk, and
Pk ;. Correspondingly, the decreasing interval for the TF (32) of the OP linear ACC is [w/k, +c0) with respect to fk,. For general
linear ACCs, the decreasing interval of (33) with respect to fk/, is [@?/k,,+co), and for Bk,, the decreasing interval of (34) is
[@?/(k, +k,T),+c0). Starting from the default values § = 1, kp=1 and k,=0.7,a small deviation from them can result from control
design or external disturbances. Their impact on SS can be determined using those increasing/decreasing intervals derived above.
In general, fast low-level control, i.e. larger f, k, and k ;, will benefit the SS under small frequencies and has the opposite effect at
large frequencies if they fall into the increasing intervals of the TF.

The above analysis based on (37) and (38) both require a zero I gain along with a zero P or F gain for maximum simplification. In
practice, the impact mechanisms could be more complex when P, I, and F interact with each other. Now we release the assumption
of k; and study the details changes of the TF caused by different combinations of controller gains and actuator performance under

10
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Fig. 5. Impact of low-level control on SS of the OP linear ACC: I'> > 3 is truncated from the figures.

varying oscillations. Based on original TFs (28) and (30) for full bi-level ACCs, Figs. 5 and 6 depicts how the SS, i.e. |I'|?, is affected
by low-level control and oscillation frequencies.

For the OP linear ACC, Fig. 5(a) shows that, increasing g (default value 1.0) and k, (default value 0.7) both improves the SS at
small frequencies and undermines it at large frequencies, which is consistent with our theory of its decreasing interval. However,
such impact pattern only holds when the integral gain k; = 0, and it is substantially altered after a slight increase in k;. Fig. 5(b)
shows that k; can lead the TF to rise quickly under large frequencies such as @ = 0.5 or @ = 1.0 provided the actuator is weak,
i.e. § < 1. By contrast Fig. 5(b) shows the OP linear ACC is always string stable for arbitrary k, or § values under those same
oscillations without integral gains, where the SS even gets better with a smaller f. Fig. 5(c) suggests the integral gain also makes
the TF to explode when coupled with a small P gain k,. In the same figure we see a large k; (around 0.7) even makes large-frequency
(w = 1.0) oscillations become unstable, unless a very strong k » (close to 1.0) is paired to stabilize the TF. In comparison with Fig. 5(a)
where k; = 0, Fig. 5(d) re-depicts the impact of actuator performance and the P gain given the default I gain value k; = 0.1. We
noticed that, for k, the increasing interval [0, k3l becomes narrower with k* getting smaller under all frequencies. Similarly, the
increasing interval of g, i.e. [0, f*] gets closer to zero, which makes the TF no longer monotonically decreases with g, i.e. a stronger
actuator cannot always ensure better SS. Fig. 5(e) verifies that our estimated decreasing interval for fk, is [w?/k, +00), where k = 0.5
and = 0.5 lead to k* = w?/k = 0.5, and it becomes smaller when # is large. Fig. 5(f) confirms our finding about the decreasing
interval is independent of headway <.

For general linear ACCs, Figs. 6(a) and 6(b) shows that a stronger actuator () and a larger P/F gain (k,/k ) improve the SS at
small frequencies and undermine it at large frequencies, which aligns with the increasing/decreasing analysis from (33) and (34),
as well as the earlier analysis on planner gain k, in Fig. 3(b). Fig. 6(c) and Fig. 6(d) shows the similar impact pattern still holds
given the default P and I gains (k; = 0.1 and k, = 0.7). Interestingly, impact of the integral gain k; becomes less sensitive to small
k, and f values compared to the PI controller in the OP linear ACC. Noticeably, Fig. 6(d) shows the default integral gain k; = 0.1
does not explode the TF even if coupled with small k, or g, which is in contrast with Fig. 5(d). Fig. 6(e) displays that even super
large I gains, e.g. k; = 1.0, do not explode the TF given a weak actuator, showing more stability than the PI low-level controller in
Fig. 5(b). Fig. 6(g) further manifests the robustness of the PIF controller against errors, where k, and k; seem not affect the SS at all
given k, = 1 and f = 1. The last row of Fig. 6 further shows that the impact of the I gain is only significant given weak actuators
(see Fig. 6(g)), smaller P gains (see Fig. 6(h)) and slow feedforward control (see Fig. 6(i)).

From the above analysis, we draw the following remarks:

R-1 Slow/fast low-level control has a similar but not equivalent effect on SS compared to small/large upper-level planner
gains. We found that the slow/fast low-level controller in linear ACC systems, i.e. smaller/larger k, and k, gains, or f,
behave similarly but not equivalently to the decreased/increased planner gains with the same scale factor. Mathematically,
only Eq. (37) proves that the discount factor g applied to low-level controller gains is equivalent to # multiplied by upper-level
planner gains provided no P or I gain is used. The (36) and (38) both suggest that such equivalence does not apply to k,
even if k; is zero. Such finding suggests that the ACC design should not only focus on tuning the planner gains, instead the
low-level control should be considered as well to guarantee the overall SS.
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Fig. 6. Impact of slow/fast control loop on SS of general linear ACCs: the captions of subfigures mark the key parameters not shown in the plots.

R-2

R-3

R-4

Integral gain substantially deteriorates ACC’s SS under slow low-level control. The above results suggest that the integral
gain can significantly move the increasing/decreasing interval of the TF with respect to k, and f§, which may even cause
opposite impact of slow/fast low-level control when it has no integral control, e.g. a stronger actuator can unexpectedly
undermine the SS under small frequencies. We also find the integral gain can easily explode the TF if k; and k, are not well
paired, or the actuator severely undershoots, making the whole ACC less robust in terms of SS. Such issues can happen when
I gains are still close to default values, and they are more devastating when I gain gets larger. It suggests that extra precaution
is needed to balance the low-level gains and guarantee the actuator performance if the integral control is used.

The PIF controller is more robust against the impact of slow low-level control than PI controllers. The PI speed
controller is shown to be too sensitive to small P gains and actuator undershootings, where the integral gain further
deteriorates the SS. By contrast, the PIF controller combines both the feedback and feedforward controller to execute
desired accelerations/speeds, which provides extra robustness in case one under-performs. Mathematically, one can verify
that the following partial derivatives o||I*PP(k, = 1,8 = 1)I3/0k, = 0, o|IF*PPF(k, = 1,8 = DI3/9k; = 0 and
oIl Timy o TPPPIE(R = 1)]12/0k , = 0, which helps explains why descent control of either F or PI makes the whole controller
more robust to the potential failure of the other.

Low-level impact is more sensitive to oscillation wavelengths than headways. Despite that the headway z plays a
significant role in planner’s SS, it barely affects the impact of slow/fast low-level control, as r has none or little impact
on the bounds of the decreasing intervals derived from (31), (33), (34), which are »?/k, w?*/k, and @’ /(k, + k7).

The above analysis for linear ACCs is conducted in the frequency domain. We provide more intuition in the time domain in

Appendix A. Also notice that for linear ACC systems, the impact of slow/fast low-level controllers does not vary with the amplitude

of the signals, indicating a scale-invariant property. We will shortly show, this is not true for non-linear MPC ACCs in Openpilot, as

well as the empirical tests in the literature (Li et al., 2021).
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4. Impact mechanism of low-level control on SS of MPC ACCs

In the previous section we have shown the impact of low-level control on the SS of linear ACCs based on the TFs of the bi-level
feedback loops. Unfortunately, similar analytical methods using TFs cannot be directly used for nonlinear control systems such as
MPC ACCs. To circumvent this, we start by investigating the characteristics of the MPC planners experimentally, then analyze the
impact of slow/fast low-level control by approximation.

4.1. Characteristics of MPC planners: non-linearity and scenario-dependent gains

Different from most CF models, MPC planners handle the CF task by first predicting the leader movement, and then solving the
trajectory of the follower from an optimization problem that balances safety, efficiency and driving comfort. Although no explicit
control gains are involved in MPC planners, to understand its characteristics we can approximate the MPC gain as the ratio between
accelerations and spacing errors, i.e. @,/ (5,40 = S4cs)» Similarly to the gain k in linear controllers such as (2).

We argue that the MPC gain is scenario-specific due to the prediction capability as well as the safety design according to the
open-source MPC model in OP (10). To illustrate, in the look-ahead planning horizon of the MPC, the predicted leader trajectory
always impacts the current follower decisions since it is the reference line for estimations of spacing and relative speeds. A simple
lead prediction model, e.g. the (9d), often bases its prediction on the current leader acceleration g,,,,. In the case where the follower
needs to brake for a safer spacing, an accelerating leader helps to enlarge the space hence saves the follower’s efforts from braking
too hard, while the decelerating leader would force the follower to brake harder than the case without prediction. On the other
hand, it is common that the safety cost increases nonlinearly with spacing errors. For example, the exponential safety term in (4)
becomes more dominant in MPC’s total cost when spacing errors are large, which likely results in hard brakes to reduce the safety
cost and possibly sacrifices other cost terms with respect to comfort or accelerations. Note that in non-emergency cases the MPC
is designed to be comfort-oriented, which always promotes small jerks and small accelerations thanks to the cost functions in (6)
and (7). In a nutshell, these design features suggest MPC gains are scale-dependent and scenario-specific, which are supposed to be
small given small spacing errors, larger leader accelerations and could increase quickly in risky scenarios when the leader brakes
hard and the spacing error is large.

As an example of the varying MPC gain, the OP MPC planner without a low-level controller is tested against a typical deceleration
oscillation and the results are displayed in Fig. 7(a). The MPC gain in the deceleration phase is initially small and increases with
spacing errors and the leader deceleration for safety reason, later it drops again to comfortably follow the leader when the leader
starts to accelerate away. We further show the relationship between the MPC gain in Fig. 7(a) with the spacing error in Fig. 7(b)
and the leader acceleration in Fig. 7(c), which support our conjectures above.

In this example, the MPC gain increases first and decreases later when the lead vehicle starts to accelerate again while at the
same time the spacing error is not very large. We refer to this as the ‘fast-slow’ pattern for the varying gain, which benefits traffic
congestion since it effectively responds to the leader deceleration at first such that it does not need to brake hard later to cause
speed overshootings and undermine the SS. Oppositely, the MPC gain can be ‘slow-fast’, which reacts to deceleration oscillations
slowly at first, accumulates spacing errors, and later has to respond fast to large cumulative spacing errors with larger control gains.
The impact of the ‘slow-fast’ varying gain may have a different impact on SS, which needs further investigation.

4.2. Impact of slow/fast low-level control on the SS of MPC ACCs

The above analysis on MPC’s planning characteristics suggests that MPC can have different varying gain patterns, i.e. ‘fast-slow’
or ‘slow-fast’ under large oscillations, now we study their impacts on the overall SS.

Fig. 13(a) shows a typical CF scenario in a congestion shockwave, where the ACC follower often overshoots the leader speed v,
and amplifies the congestion wave. At the time T, the follower reaches the new leader speed v;, and the spacing error is e;.

From the beginning to time T, the spacing error accumulates, which is approximately equal to the area between the shifted
leader speed (with time ) and the true speed of the following MPC. At T, the planning goal of the MPC is approximately moving
its future trajectory towards the desired trajectory safely and comfortably. Considering that the leader has zero acceleration after
T,,, the desired trajectory of the following MPC can be approximated as the shifted leader, or “Newell trajectory” (Newell, 2002),
as shown in Fig. 8(b), where the initial position of the MPC equals the spacing error e,. Apparently, the MPC with slow low-level
control will delay the time 7,; and consequently result in a larger spacing error e,.

In the overshooting process after time 7,,, we approximate the MPC dynamics using the general linear CF model in (21) for
mathematical tractability. Using T,, and the desired position at T, as the origin point for the axis of the ODE problem; see Fig. 8(b);
we have:

Xogo(t) = Ky (D)(X1oaq (1) = Xogo (1) = Sy (1)) + ky(D)(Xjoqq () — X g0 (1)) (39)
R k(U - 1= X (D) + k(D) = g (1)) (40)

where the initial conditions are x,,,(0) = e, and %,,,(0) = v;.
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Fig. 8. Responses of MPCs in a congestion shockwave and the approximation of the speed overshooting.

For simplicity, we assume k, = 0' in the overshooting process. By solving the ODE, we can derive the trajectory and the speed
of the MPC follower:

Xogo() =10 + € cos(tﬁ)

(41)

1 We have verified numerically that k, # 0 does not change the conclusion that larger ¢, and larger k, causes a larger speed overshooting. For mathematical
tractability, k, =0 allows us to have a simple and analytical solution of the overshoot speed.
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(a) Installing Comma Dev-kit on Honda Civic (b) Interface of the active-running Openpilot (c) Connecting to the CAN-bus

Fig. 9. On-road experiment set-up Comma Dev-kit.

Vogot) = 1) — \/ies sin(tVk) (42)

The ODE solution suggests that, the larger spacing error e, accumulated prior to the overshooting process, and the larger gain k in
the overshooting process will both contribute to a larger speed overshooting, which undermines the SS and amplifies the congestion
wave. According to this theory, the impact of low-level control becomes how it changes the cumulative spacing error and the control
gain in the overshooting process.

As mentioned earlier, the varying MPC gain can have two opposite patterns, i.e. ‘slow-fast’ or ‘fast-slow’ depending on how it
changes before and after 7,, in Eq. (40). More specifically, the ‘slow-fast’ pattern will have a smaller gain before 7, accumulating
larger spacing error e,, and forces itself to have a larger gain k after T,,. According to our ODE approximation above, the ‘slow-fast’
varying gain will consequently overshoot the speed more than the ‘fast-slow’ case. Next we will investigate experimentally how
slow/fast low-level control can affect the MPC to switch between ‘slow-fast’ and ‘fast-slow’ pattern.

5. Simulation and experiment results

So far we have found that the slow/fast low-level control can affect the SS of linear and MPC ACCs. For linear ACCs, whether it
improves or undermines the overall SS largely depends on the control gains, as well as the frequency of the oscillation. For MPCs,
we still need more experimental results of the varying control gains to identify the impact of slow/fast low-level control. This section
we will study the impact of slow/fast low-level control by numerical simulations, and then validate the findings experimentally on
real cars.

5.1. Numerical and experimental methods

The experimental method is to run a custom Openpilot on a regular commercial vehicle, which builds upon the stock sensors
and actuator interfaces of the car. Our numerical method uses the same code base from OP for real cars, but emulates the actuator
(gas/brake) with a model and uses the simulation distances in lieu of the radar measurements.

For on-road testing of custom ACCs on a daily car model, the hardware preparation is rather simple. We only need to connect the
Comma.ai’s after-market device Comma Two, to the interface of the ACC unit of the car, which will be overwriting the stock ACC
algorithms and running our custom Openpilot instead. The driving logs from Comma Two include all the ACC-related variables,
e.g. the v, and ke(r), as well as the CAN bus messages of the car, such as v,,, and a,,,. The method does not require any
modifications of a regular commercial car and the full access of the ACC system allows us to dive into the details of the control
algorithm and analyze its impact. We show the setup of the Comma dev-kit in Fig. 9. A more detailed installation tutorial can be
found here (Comma.ai, 2020).

To run the same ACC code numerically on computers, we have to create a virtual radar and gas/brake system. For the sensor,
we replace the radar estimates v,,,, and s,,, using the free-of-error speed and spacing from simulations. For the virtual actuator
model, i.e. the gh2accel function, recall that (14) can be approximated as a simple scaling function. To further simulate the impact
of a strong or weak actuator, one can simply manipulate the scale factor in compute_gb to change the equality in (16). For the other
car-specific parameters such as the acceleration bound, or the control gains, we can pick the default values from any car model
available in the Openpilot’s pool. Here in this paper we use all default values from a Honda Civic in accordance with the field
experiments. Since we focus on the longitudinal control, a tangent road is assumed where the steering angle is always zero and no
lateral control is needed. We also omit other impact factors such as the grade, and the external speed disturbances. The numerical
method can run efficiently without a professional car kinematics software, it is also hazard-free which allows us to test arbitrary
control gains and conduct the platoon experiments with little cost.

5.2. Simulation results
Now we simulate the impact of slow/fast low-level control on the overall SS of linear and MPC ACCs.
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Fig. 11. Impact of slow/fast low-level control on SS of general linear ACCs.

5.2.1. Impact of slow/fast low-level control on SS of linear ACCs

We first use numerical simulations to verify the impact of slow/fast low-level control on the OP linear ACC system. We tested
the same source code from OP with only emulated radar and actuator. The slow/fast low-level control is simulated by adjusting g,
e.g. f = 1.2 or p = 0.8 before the default gains. Fig. 10 compares the impact of fast/slow low-level control with a P-only and PI
controller. The results in Fig. 10(a) show that the slow low-level P controller improves the SS while adding integral gain reverses such
impact, causing the slow low-level control undermine the SS, which is consistent with our earlier analysis and remarks on the integral
effect. We also show plot the measured gain, defined as the true acceleration responses over the spacing error, i.e. dyg,/(Seg0 = Sges)-
Noticeably, despite the OP ACC uses a linear planner, it outputs significantly varying gains during the whole process, which seems to
increase with spacing errors. We conjecture the variance may result from not only the lead speed change, but also the collision-proof
design in the low-level control gains we introduced in Section 2, where the low-level PI gains are scaled up when large decelerations
are required for the safe braking. In Fig. 10(b), the measured gain in the slow linear ACC becomes negative after the true speed v

pid
crosses the tracking speed v,,,, suggesting integral overshooting exits and deteriorates SS, which is consistent with our analytical
findings in Section 3.

In addition to the OP linear ACC system, we also tested the general linear ACC system consisting of the general linear CF model
and a PIF low-level controller. As suggested by the theory in Section 3, the impact of slow/fast low-level control on a general linear
ACC system largely depends on the oscillation frequency w, where the slow tracking undermines the SS at small frequencies; see
Fig. 11(a); and improves the overall SS at large frequencies; see Fig. 11(b). Notice that they have the same amplitude, the only
difference is that the leader accelerates slowly in Fig. 11(a), which is more realistic considering the acceleration limits of vehicles.
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5.2.2. Impact of slow low-level control on SS of MPC ACCs

First, we verify our approximation of the MPC under small-scale oscillations in Fig. 12(a), where the results show that slow
low-level control helps improve the SS of the MPC ACC. Apparently the slow low-level control causes smaller MPC gain compared
to fast low-level control. Their impact on the overall SS can be explained using the theory for general linear ACC systems in Fig. 3(b)
where smaller gain &, in (0.04,0.08) improves SS under » ~ 0.4.

Then we study MPC’s responses at large oscillations. As stated earlier, our focus here is to experimentally investigate how the
slow/fast low-level control decides the ‘slow-fast’ or ‘fast-slow’ patterns of the varying MPC gain. Fig. 13(a) shows that the slow
low-level control contributes to the ‘slow-fast” MPC gain, which is a result of larger spacing errors as shown in the same graph.
Oppositely, the fast low-level control; see the orange line; shows a ‘fast-slow’ varying gain process. At 7,, or the step 5850 here;
see the left dashed line; the spacing error e, is larger for the slow low-level control. After 7,,, the MPC gain is also larger for the one
with slow low-level control. According to our earlier explanation of the ODE solution, the slow low-level control causes the MPC to
have larger overshootings, which is consistent with the observation here. We also notice that our ODE method in (42) over-estimates
the speed overshootings. To see this, the MPC with the slow low-level controller, es\/; ~ 34/0.25 ~ 1.5 m/s, where the true speed
drops from 15 m/s to around 14.6 m/s in Fig. 13(c). This is probably due to our simplification of the speed gain k, = 0. In practice,
the speed gain would also play a role and help close the gap with smaller speed overshootings. We also verified numerically k, # 0
does not change the relationship between speed overshooting and k, /e, here.

Although the ODE estimation originates from the shockwave case and is not a direct solution for the cyclic speed oscillation in
Fig. 12(b), we notice the impact mechanism for both cases seems to be similar, where the slow low-level control also results in a
‘slow-fast’ varying gain as shown in Fig. 12(b), which leads to more speed overshootings as estimated by the ODE approach.

5.3. Experimental results

Now we conduct on-road experiments using a daily car model, 2019 Honda Civic, to validate the impact of slow/fast control
on the overall SS of the ACC. Thanks to our unique experiment method to run a custom ACC on a real car, we are able to collect
detailed data of the actuator and evaluate its performance including the actuator model gb2accel, actuator delays, as well as the
grade impact.

5.3.1. Real-car validation of the impact of fast/slow low-level control on SS

To verify the impact of the fast/slow tracking performance, we now test and compare two low-level controllers sharing the
same planner (MPC) but with the different control gains and actuator performances. Following the experimental method introduced
earlier, two custom MPC+PIF branches are used to overwrite the stock ACC in a 2019 Honda Civic. Specifically, the fast low-level
controller uses the control gains 1.0k2, O.33k?, 1.2k° and the compute_gb is defined as gb = 1/3 - control to make the actuator strong.
By contrast, the slow controller adopts 0.5 f;’, 0.33k?, 1.0£% and the compute_gb is set to gh = 1/5 - control such that the actuator is
weak. All the scales are applied to the default control gains used in OP.

Fig. 14 displayed the results from the two real drives using the fast/slow low-level controller. The ego vehicle was following
a human-driven lead vehicle in the natural driving where the lead changes its speed occasionally on a curvy road. It is apparent
that the fast low-level controller is able to dampen the lead speed changes while the slow low-level controller amplifies them. The
results verified our finding that a fast low-level controller improves the SS and vice versa.
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Fig. 14. Impact of a fast/slow low-level controller on SS in real drives.

We further show more control details in the fast low-level controller and help explain why it improves the SS. Fig. 15(a) displays
the detailed P, I, F terms in the control input during the 1-minute drive. As we pointed out earlier, the F and P term are expected
to be consistent which makes the controller faster, rather than canceling out each other. Also a faster controller helps prevent the
overshoot caused by the integral accumulation because the speed tracking error is always small and never dominates the control.
Fig. 15(b) displays that vy, is close to egq-

To validate the impact of the integral term, we conducted a real drive and compared the detailed control values from all three
sources (P, I and F). Fig. 16(a) showcases a string unstable example where the follower overshoots the lead vehicle around step
3300, meanwhile Fig. 16(b) clearly shows that the overshoot is much due to a large and dominating integral value since both P and
F terms are close to zero or even negative. Taken together, the two figures suggest the integral term accumulates when the follower
accelerates to catch the leader, similar to what we have explained in Fig. A.22. Then an immediate overshoot takes places where
the opposite relationship between the I term and P/F terms.

The similar empirical observations of the overshoots have also been reported in our recent experiments on the commercial ACC
systems (Li et al., 2021). Among the three tested car models in the experiments, two show significant overshoots while the other
behave much better in preventing them. This indicates the integral overshooting could be common in commercial ACCs, but a
fast low-level controller could help alleviate such effect and probably has been applied in some cars models. Since the observed
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overshoots can result from both the planner and the low-level controller; see Fig. A.22; further analysis is currently conducted to
enhance the empirical evidence.

5.3.2. Evidence of actuator performance: errors, delay and grade impact

Previously we assume the compute_gb and the gb2accel as simple scaling functions. Now we show the empirical data collected
from a 2020 Toyota Corolla and a 2019 Honda Civic in Fig. 17. We can see a simple scaling function is a good fit to the relationship
between gas/brake and true acceleration, though the errors tend to grow when the acceleration changes the direction, possibly due
to shift in gas and brake.

The scaling functions maybe a bit surprising or even counter-intuitive because theoretically the speed should also affect the
dynamics as indicated by (14). The simple scaling functions are devised through the special design of the car control interface on
recent car models, which can accept the scaled accelerations, or gbh equivalently, as the input and execute the true accelerations
perfectly at all speed levels. For cars equipped with this control interface, we can view the gb as a scaled acceleration, rather than the
true gas/brake percentages. Such scaling factor is predetermined by the car manufactures. According to the discussions in Openpilot
community (Smiskol, 2021), at least the latest car models from General Motor and Toyota are found to share this feature.

The earlier analysis has stated the actuator performance, i.e. the factor g, has significant impact on SS if it deviates from 1. Fig. 18
showcases a few examples of the to provide evidence that the weak or strong performance of the actuator can be common in the
real world. Those figures show measurement from a Rav 4, including the actuator response errors, delay, and the potential impact
from the grade. The data presented here conform that the upgrade leads to insufficient acceleration, while the downgrade could
cause the true decelerations fall short, suggesting that g < 1, or the slow low-level control discussed in this paper may commonly
exist in practice. In addition, we manually measure the delay and to our surprise, the actuator delay can be up to 0.7 s, which is
larger than the common values (0.2-0.5 s) usually adopted in simulation studies. Notice that those delay measurements are directly
from commercial ACC products, not in-house experiment vehicles in the literature.
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6. Guidance on tuning low-level controllers

The Ziegler-Nichols method (Ziegler and Nichols, 1942) is commonly used to obtain control gains for a PID controller. Its
procedure is to first set the integral and derivative gain to zero and gradually increase the P gain until the system exhibits oscillatory
behavior. Then, a look-up table provides the estimated values of control gains.

In this study, since our control gains k,(v) are speed-dependent, we propose the following two-step method as an extension of
the Ziegler-Nichols method which only considers constant control gains. The first step is to obtain an initial feasible k,(v) that tracks
the speed reference and drives the car. The second step is to fine tune k,(v) to achieve a fast low-level controller for better SS.

To derive the initial P gains of the low-level controller, we conjecture that they should be proportional to the maximum
acceleration the engine is able to output, namely a*(v). Rakha et al. (2001) show that a straight line provides a good fit for this
function. Note that a straight line fit also matches empirical data of the desired acceleration of human driven vehicles (Laval et al.,
2014; Xu and Laval, 2020). Since a*(v) is the upper bound for the acceleration, it should satisfy:

a*(v) 2 Max a,,,(v) (43)
To understand why our conjecture should be robust, we combine (16) and (A.1) to obtain:
k() - e(t) & a,q,(0(2)) (44)
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Further, from Algorithm 1 we note that the maximum speed error in the low-level controller is max e(f) = 2 m/s. Thus, the maximum
acceleration generated by the low-level controller is max; a,,,(v) ~ 2k,(v) at speed v, which indicates that the P gain k,(v) is a multiple
of the maximum acceleration.

The maximum acceleration in control design should be approximately equal to the true acceleration bound corresponding to the
engine, which gives:

ky(0) < a*(0)/2 (45)

The default acceleration upper bound used in Openpilot shown in Fig. 19(a) is piecewise linear and larger than the linear
accelerations of human drivers. If we assume a*(v) = 1.0(1 — v/40) + 0.5 for a regular car model, then using (45) we can derive
the initial P gains k,(v) = 0.5(1 — v/40) + 0.25. We test the performance of such initial P gains which are feasible for driving but
string unstable, using simulation (see Fig. 19(b)). The results validate our approach to derive the initial P gains.

For a PI controller, we still need the initial value for the I gains. A simple and common method is to determine how long it will
take for an integral action to match a proportional action. For example, if the ideal time is 10 steps in the control loop, then it leads
to 2|0k, (v)e % k,(v)e, i.e. k;(v) = k,()/10.

Next, we tune the control gains to enable fast tracking performance. To this end, we suggest keeping the shape of k,(v) and only
tuning a scaling factor before it, i.e. s k,(v) where s should be gradually increased from 1. For tuning the controller faster, a large
body of instructions, handbooks and tools (O’dwyer, 2009; Collins, 2021) can be found online. More advanced tuning methods can
also be found in the literature (Wang and Shao, 2000; O’Dwyer, 2006; Kanojiya and Meshram, 2012). The general procedure is
to gradually increase the gains while circumventing instability. The most straightforward method is trial-and-error. To verify the
new control gains, the SS performance can be evaluated by running the platoon experiments using simulation, as it is efficient and
hazard-free. In the simulation experiments, the control gains are increased until the desired SS is achieved. Then, field experiments
are recommended for further testing because some other aspects such as driving comfort, impact of grades, or sudden disturbances,
also need to be accounted for in the real world. The SS can be evaluated from the field experiments as shown in Fig. 14.

The above procedures are designed for a PI controller, based on which the initial control gains for a PIF low-level controller
are easier to determine and one can apply the same method for tuning it fast. To ensure that the gas/brake is strong enough, real
driving data needs to be collected for the specific car model (see Fig. 17) and fit to the actuator model in (14), based on which the
compute_gb function can be designed to ensure that the actuator is strong.

According to the trade-off analysis between SS and safety in Li (2020), the marginal SS where I = 1 appears to be the optimal
design for ACCs in order to balance safety and efficiency. While the above trial-and-error method still holds, the TFs of the full ACC
loops actually provide us a more efficient way to determine the desired control gains for both low-level controllers and upper-level
planners.
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Fig. 21. Optimal parameter combination for the marginal SS of general linear ACC systems: k, = 0.15, k, = 0.25, k, = 0.1, k; =0.05, 7 = 1.5.

Now we show the parameter combinations for the marginal SS, i.e. || FII% =1, based on (28) and (30). We are especially interested
in how the planner gain k or k, can be adjusted to compensate for the slow/fast low-level control captured by the parameter g.
Practically it means if the low-level actuator overshoots or undershoots due to some disturbances such as grades, or the low-level
controller gains are scaled, how should we adjust the upper planners to maintain the marginal SS. Figs. 20(a) and 20(b) shows the
parameter combinations of (k, ) in the OP linear ACC, similarly curves for general linear ACCs are shown in Figs. 21(a) and 21(b).
Recall that in Section 3 we reveal that g has a similar effect when applied to the low-level control gains as it is multiplied by the
planner gain, which partially explains the linear pattern of the log-log plot in Figs. 21(a) and 21(b). Interestingly, the slope s in
each Figs. 20(a), 21(a) and 21(b) has the physical meaning that if g increases by ratio 2, the upper-planner gain needs to increase
by 2°.

The TF of the full loop also casts more insights into balancing low-level control gains. Earlier we found that the integral gain k;
can reverse the impact of slow/fast low-level control on SS. To see how to tune k; and pair it with k,, we show the parameter
combinations for both the OP linear ACC and the general linear ACC; see Figs. 20(c), 20(d), 21(c) and 21(d). Similarly, the
feedforward gain k ; in the PIF low-level controller can be designed to compensate for the actuator performance by simply maintain
their product k’f = Pk according to our earlier analysis in (34).

7. Concluding comments

This study investigates the impact of low-level control on SS, which has previously been ignored in the literature. To summarize,
we articulate that the impact of low-level control is significant, which depends on oscillation frequencies for linear ACCs, and is
also sensitive to oscillation amplitudes for MPC ACCs. In addition, we point out that for linear ACCs, the slow low-level control
undermines SS under perturbations with small frequencies, while it improves SS under perturbations with large frequencies. While
the same impacts remain valid for MPC ACCs under small-scale oscillations, we further find that slow/fast low-level control can
make MPC gain have opposite evolving pattern under large-scale oscillations. The fast low-level control results in a ‘fast-slow’ pattern
of the varying MPC gain, which effectively prevent speed overshootings, whereas the slow low-level control often contributes to
the ‘slow-fast’ varying MPC gain, which undermines the SS by forcing the MPC to overshoot at the end of the oscillation. Through
empirical data we show that slow low-level control is common, which can result from comfortable control gains, environmental
disturbances (e.g. grade), and the limited actuator performance. Overall, the study recommends fast low-level control for ensuring
vehicular SS to reduce traffic congestion, considering that large congestion waves usually feature both small frequencies and large
amplitudes, although slow controllers could perform even better provided a short and small leader perturbation.

The results are based on open-source factory ACC algorithms in Openpilot, Comma.ai. While stock ACC algorithms on commercial
car models may vary and still remain proprietary, we conjecture that they follow a bi-level control framework similar to the one
introduced in this study, as they share the same stock ACC hardwares (e.g., the radar modules and actuator interfaces from the
limited number of manufacturers). As more evidence, we note that the factory ACC algorithms presented here are able to explain
some recent empirical findings from market ACC vehicles, such as the varying SS at different speed levels/ headway settings, the
observed overshooting/undershooting at the end of an oscillation, and the puzzling gap between many string stable planner designs
and string unstable platoons in the real world. The theoretical and experimental methods proposed in this study provide promising
new venues to explain more empirical ACC features or approximate the “black-box” ACC products on the market.

Moreover, the study points out that the integral gain, although proved to be useful to reduce steady errors, can substantially
deteriorate SS when the low-level control is slow. Notice that although the theoretical analysis in Section 3 does not incorporate anti-
windup design for mathematical tractability, all the simulations and road experiments in this paper are using the same codebase in
Openpilot, which of course includes the anti-windup design but still reveals the similar impact of integral control on SS. Considering
it might be too difficult for PI or PIF low-level controllers to circumvent the integral issue, alternatively we advocate the MPC
low-level controllers because: (i) it is also able to combat steady tracking errors but not causing integral overshootings, (ii) an MPC
low-level controller can also be leveraged to address the poor actuator performance caused by disturbances such as the grade and air-
drag. One can incorporate the grade and air-drag information into the planning horizon of MPC and dynamically increase/decrease
the low-level controller gains to compensate for it. Similar methods also apply for other dynamic factors such as the load, rolling
resistance, fuel consumption or actuator delays, which can also affect the actuator performance; see Appendix B.

This study also suggests that primarily there are two major types of ACC planners, linear and MPC controllers, both of which
originate from the control domain. In this context, it is surprising to note that the large body of the well-established CF models
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in the traffic flow domain has neither been applied nor tested. Specifically, the pipeline in Fig. 1 suggests that any model should
work if it can generate reasonable target speed or acceleration. This motivates the exploration of the promise of CF models through
future research efforts and their feasibility for commercial ACC products. To encourage more experimental testing of ACC algorithms
and CF models on real cars, the authors have shared a custom fork of Openpilot at https://github.com/HaoZhouGT/openpilot. This
repository includes the implementation of the linear ACC+PI and MPC+PIF frameworks presented in this paper. The low-level
controllers are fine-tuned for a 2019 Honda Civic and can be tested in the field by interested readers. We have added a parser to
process the raw log files from Comma Two and help retrieve the ACC variables and the CAN bus signals. It is worth noting that the
experimental method not only applies to the study of the low-level controllers, any ACC algorithm design (e.g., a new planner CF
model) can be tested in the same way. To facilitate such efforts, the authors have implemented the well-known Intelligent Driver
Model (IDM) in the same github repository to replace the role of a linear ACC or MPC. Future research efforts can also explore
replacing the IDM model with other CF models in our shared repository and testing their performance in the field.

Remarkably, the experiment method in this paper has an unique advantage to obtain detailed ACC control data, including the
inputs and outputs of the actuator, which allows us to measure the empirical actuator delay and the impact of the environment
such as the grade. Notice that although the actuator delay has been studied for more than 20 years, to the best of our knowledge
there do not exist empirical measurements of those delay values in the literature. This is probably due to the limitation of current
experiment methods which cannot send commands or record the input signal timing of the actuator. Leveraging the Comma Dev-kit,
we are able to obtain the commanded accelerations and the actual vehicle accelerations, which allow us to measure the actuator
delay data for the first time in the literature. In addition, from the GNSS (Global navigation satellite system) data we extract the
vertical speed of the vehicle, which further helps estimate the grade. The paper did not include delay in our linear analysis, but
incorporated a constant delay of 0.5 s in all simulations and the real-car experiments. We also verified the delay does not alter the
findings regarding the impact of slow/fast low-level control on the overall SS of ACCs.
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Appendix A. Intuition of low-level impact in the time domain

A.1. Impact of integral overshootings

The integral term commonly exists in controllers to combat steady errors, however it can cause integral overshootings given large
tracking errors of slow controllers. Those overshootings can further deteriorate the SS of ACCs. For completeness we briefly analyze
its unique impact here. The role of the integral term in (13) is to accelerate the object towards the setpoint. However, since the
integral term responds to accumulated errors from the past, it can cause the present value to overshoot the setpoint value (Willis,
1999). For example, the shaded area in Fig. A.22 is followed by a speed overshoot. Note that the integral overshoot happens after
the veg, catches up with vpq. In the real world the observed overshooting (Li et al., 2021) may come from two different sources,
planner or low-level controller; see Fig. A.22 for the speed overshooting at the end of an oscillation. We argue the overshooting of
Upiq compared to the lead speed is mainly due to the planner in response to the extra spacing caused by the slow low-level controller.
The additional overshooting of veg, compared to vp;q mainly results from the integral accumulation.

Now we investigate the impact of the integral error, namely 7, on SS. To this end, for tractability we will derive an upper bound
for the accumulated integral error by assuming a P-only controller:

control = k,(Upiq — Vego) (A1)
Recall that a “perfect” pair of compute_gb and gb2accel functions means a,,, = control. Then, (A.1) can be written in discrete-time

as follows:
Vego(t + 1) = Uego (1) + kp(Upig(t + 1) — Uggo()dt for t=1,2,3,..., (A.2)

Combining (A.2) with the initial condition Upid(0) = Uego(0), we obtain Vego(n) at the time step n:
Dego(m) = (1 + k,d1)(1 = kpdt)"0ego(0) + k,dt I (1 — k,d)"0,4()) for i=12...n-1 (A.3)
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Fig. A.22. Integral accumulation in a PI controller during an oscillation: the lead vehicle changes its speed from 25 m/s to 30 m/s and then reverts to 25 m/s.
Starting at time 7, the follower speed vy, moves towards the setpoint v;q and reaches it for the first time at T} + AT,, where vgg, (T + 4T,) = vy(T, + 4T,) and
Vego() < Upia(t) for Ty <t < T, + AT, < T, + AT in the acceleration case.

Now we can quantify the tracking error e(n) = Upia () — Uego(n) at time step n:

e(n) = (1 = k,dt)vpiq(n) = (1 + k,d1)(1 = k,d1)" Dego(0) = k,dt X (1 = k,d1)" vyi4 (i) A9

Typical values for k, and dr are 1 and 0.01 s, respectively. Thus (1 — k,dn)" tends towards zero for large n, making the second
term (1 + k,d1)(1 — k,d1)"vego(0) — 0. In addition, as k,dt < 1, the third term (k,,dt)Z’_”z’ll(l - kpdt)"‘ivpid(i) is negligible comparable
to (1 - k,dt)vy;q(n). Therefore, the first term is the dominating one, which suggests the following approximation for I:

T+AT, T+AT,
T=3"en) m (1 - kydn) =, 0 v,i0(n) (A.5)

It can be seen the integral error 7 decreases with k, within its sensible range. This indicates that a slow controller may cause
large integral error and undermines the SS.

A.2. SS analysis of the low-level impact in time domain

For an ACC system consisting with an acceleration planner and the PIF low-level controller, we track the speed change of v,
to study SS since it is the surrogate variable for veg,. Setting ag, = 0 in (12) the ay,, sequence can be simplified using only a,rget,
which leads to:

|irdi]-1
dt A 7di | =1-n
astart(ﬁ = Z ﬂ(l - dl/dtp) Lizat)-1 atarget(ndf) (A.6)
n=0 P

where [f/ de is a floor function to calculate index for planning step of 7 starting from zero. Substitute (A.6) into (12), the changes
Of Ugare can be described using agyrge; from the planner:

\izdi| N
A dt dt | |7/di|-1-
2/dt - Avgpay = AZ atarget(ﬂ + Z ;(1 - ;)lt/dtj ! "atarget(ndﬂ (A.7)
T <I<T|+AT n=0 P P

Correspondingly, the SS index I, given a MPC planner can be derived as:

_ |AUstart| - |Avlead|

I..=
* |Aulead|
5 Lisai] 45 7 |#/di]-1-n
di di(l —di/dt,)
=—-1+4+ Z |atarget(i)| 2|AU | di |AU | |atarget(ndi>| (A.8)
Ty <I<T) +AT lead n=0 p14Ulead

where a smaller I, means better SS.

The impact of slow low-level control can be understood as follows in the time domain: A slow low-level controller makes the true
spacing s.,, deviate more from the desired spacing sqe;, which consequently induces larger accelerations |aggec(nd?)| and longer
time AT to rectify seg, and veg, to desired values, thus increases the I to the detriment of SS.

Appendix B. Impacts of real-world disturbances on actuator performance

During ACC operations, the real-world disturbances (i.e., varying road grade, vehicle loads, rolling resistance, air-drag, etc.) can
exert great impact on the tracking performance of the low-level controller, if it is not counteracted by the vehicle powertrain control
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Fig. B.23. Increased load, rolling resistance and air-drag contribute to slow low-level control.

(engine/motor and transmission control algorithms designed by the automakers). The paper has already shown the grade impact
using empirical data from a Civic and Rav4. For other disturbances which are difficult to capture, here we apply the simplified
nonlinear vehicle longitudinal dynamics in Wu et al. (2016) to describe the their impacts on vehicle motions:

x=0v (B.1)
T 2
Lt -c,®-F
po R4 TS (B.2)
m
== (B.3)
T,

where 7 is the transmission efficiency, R is the wheel radius, T is the engine/brake torque output, C, is the air drag coefficient, m is

the vehicle mass, F, = mg(sin(0) + fcos(9)) indicates the impacts of rolling resistance and gravity, g = 9.81 is the gravity coefficient,
f is the friction coefficient, ¢ is the road grade angle. u is the torque command send to the engine/brake, 7, is the engine/brake
delay factor. Then, to manifest the impacts of disturbances during the real-world operations, the general linear CF model in (21) is
used as the upper-level planner. We then apply the feedback linearization technique in Khalil (2008) to devise the low-level actuator
control (i.e., determine the desired engine torque of the vehicle to track the planned trajectory). Correspondingly, we transform the
vehicle dynamics into the following strict feedback form:

él =§ (B.4)
bL=4 (B.5)
. u— R(mgy + C,53 + Fp)/n

¢ = ﬁ[ 3 - M A YO N (B.6)

a

where { = [x,v,d] is the transmission efficiency, u = R(m{; + Casz + Fp)/n + 2C,8057, + mz, is the desired driving torque,
1= kpe,+k;e,+kge, is the PID control input which aims to achieve desired tracking performance, k,, k,, and k, are the proportional
gain, integral gain, and derivative gain, respectively. e,, e,, and e, are the spacing error, speed tracking error, and acceleration
tracking error, respectively. The simulation results in Fig. B.23 show that, similar to the impacts of road grade and weak actuator, the
increased vehicle loads, rolling resistance and air-drag can all contribute to slow tracking of desired speeds in regular CF scenarios.
Thereby, factoring real-world disturbances in the low-level controller deign is significant for realizing string stability of an ACC
system.
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