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ABSTRACT

Follow-up observations of high-magnification gravitational microlensing events can fully exploit their intrinsic sensitivity to

detect extrasolar planets, especially those with small mass ratios. To make followup observations more uniform and efficient,

we develop a system, HighMagFinder, to automatically alert possible ongoing high-magnification events based on the real-time

data from the Korea Microlensing Telescope Network (KMTNet). We started a new phase of follow-up observations with the

help of HighMagFinder in 2021. Here we report the discovery of two planets in high-magnification microlensing events, KMT-

2021-BLG-0171 and KMT-2021-BLG-1689, which were identified by the HighMagFinder. We find that both events suffer the

“central-resonant” caustic degeneracy. The planet-host mass-ratio is @ ∼ 4.7×10−5 or @ ∼ 2.2×10−5 for KMT-2021-BLG-0171,

and @ ∼ 2.5 × 10−4 or @ ∼ 1.8 × 10−4 for KMT-2021-BLG-1689. Together with two other events, four cases that suffer such

degeneracy have been discovered in the 2021 season alone, indicating that the degenerate solutions may have been missed in

some previous studies. We also propose a quantitative factor to weight the probability of each solution from the phase space. The

resonant interpretations for the two events are disfavored under this consideration. This factor can be included in future statistical

studies to weight degenerate solutions.

Key words: gravitational lensing: micro – planets and satellites: detection

1 INTRODUCTION

With more than 1201 detected planets, gravitational microlensing has

proven to be a powerful method for probing extrasolar planets (Mao

& Paczynski 1991; Gould & Loeb 1992). Unlike other methods,

microlensing can discover wide-orbit and small planets around all

types of stellar objects.

The typical rate of microlensing events toward the Galactic bulge

is ∼ 10−5 − 10−6 per monitored star per year (e.g., Sumi et al.

2013; Mróz et al. 2019). Therefore, detecting microlensing events,

and consequently planetary events, requires wide-area surveys that

monitor a large number of stars.

The light curves of most microlensing events are symmetric and

bell-shaped (Paczyński 1986). The typical Einstein timescales CE of

such light curves are ∼ 20 days. Planetary signals are usually small

perturbations on the light curves. The half duration of the planetary

perturbation (Gould & Loeb 1992) is approximately

C? ∼ CE
√
@ ∼ 1.5(@/10−5)1/2 hr, (1)

where @ is the planet to host mass ratio. Assuming that at least 10

points are needed to claim a detection, the observational cadence

should be & 3 hr−1 to detect @ ∼ 10−5 planets (e.g., an Earth-mass

planet around a 0.3 "⊙ host). These microlensing planets are critical

for building a statistical sample to extend the mass range to Earth-

mass planets.

For many years, many microlensing planets were discovered by a

combination of wide-area low-cadence surveys to find microlensing

events and intensive follow-up observations to capture the planetary

perturbations (Gould & Loeb 1992). Another strategy of finding

microlensing planets, pioneered by the OGLE and MOA projects,

is conducting wide-area, high-cadence surveys toward the Galactic

bulge. The Korea Microlensing Telescope Network (KMTNet, Kim

et al. 2016) aims at this strategy. KMTNet continuously monitors

a broad area at relatively high-cadence toward the Galactic bulge

from three 1.6 m telescopes equipped with 4 deg2 FOV cameras

at the Cerro Tololo Inter-American Observatory (CTIO) in Chile

(KMTC), the South African Astronomical Observatory (SAAO) in

South Africa (KMTS), and the Siding Spring Observatory (SSO) in

Australia (KMTA). Since 2016, KMTNet has monitored a total of (3,

★ E-mail: yang-hj19@mails.tsinghua.edu.cn
1 https://exoplanetarchive.ipac.caltech.edu, as of 2022 Jan. 23.

7, 11, 2) fields at cadences of Γ ∼ (4, 1, 0.4, 0.2) hr−1 (See Figure

12 of Kim et al. 2018). In the majority of the fields, the cadence

is too low to reliably detect most @ ∼ 10−5 planets, thus follow-up

observations are needed.

The cadence of the KMTNet prime fields, Γ > 4 hr−1, can poten-

tially detect @ ∼ 10−5 planets alone, e.g., OGLE-2019-BLG-1053

(Zang et al. 2021).

However, usually the ideal cadence cannot be achieved in reality

because of (i) time gaps between observatories, and (ii) bad weather

conditions at one or more sites. These issues cause planetary signals

to be missed or the confidence of planetary detections to be lowered.

To resolve these issues and fully extract the potential of microlensing

events, followup observations are still needed for the KMTNet high

cadence survey fields. Therefore, we perform a followup program for

all KMTNet survey fields. We focus on high-magnification events

that are intrinsically more sensitive to planets (Griest & Safizadeh

1998).

Meanwhile, with the growing number of discovered microlensing

events each year by the KMTNet (∼ 3000), > 200 events at any given

time must be tracked to determine whether they require followup

observations, because high-magnification events vary quickly and the

magnifications of ongoing events are difficult to predict. In addition,

it is difficult to create a uniform statistical sample from a sample of

high-magnification events selected by eye2.

Therefore, we developed HighMagFinder, a system to automat-

ically monitor all ongoing events based on the KMTNet real-time

data. Every three hours, it alerts possible high-magnification events

to the observers. The system helped us to discover six new planets

in 2021 with much less (< 10%) manpower compared to previous

followup efforts.

In this paper, we begin by describing the HighMagFinder algo-

rithm in Section 2. Then, we report the detection of planets in two

high-magnification microlensing events, KMT-2021-BLG-0171 and

KMT-2021-BLG-1689. Both of these events were identified by the

HighMagFinder. In Section 3, we introduce the observations of these

events including both survey and followup data. We then report the

light curve modelling of the two events in Section 4, the properties

of the microlens sources in Section 5, and the physical parameters

of the planetary systems in Section 6. Finally, we discuss the role of

2 Although not impossible, see Gould et al. (2010).

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
ra

s
/a

d
v
a
n
c
e
-a

rtic
le

/d
o
i/1

0
.1

0
9
3
/m

n
ra

s
/s

ta
c
2
0
2
3
/6

6
4
8
0
9
3
 b

y
 H

a
rv

a
rd

 L
ib

ra
ry

 u
s
e
r o

n
 0

3
 A

u
g
u
s
t 2

0
2
2



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T

KB210171 & KB211689 3

followup observations in 7.1 and the newly discovered degeneracy

for high-magnification events in 7.2. We estimate the phase-space

factor for the degenerate solutions in 7.3.

2 HIGHMAGFINDER

In 2019, once KMTNet started alerting events from all fields, it be-

came more difficult to identify potential high-magnification events

by eye from the huge number of ongoing events. We develop High-

MagFinder to automatically fit and classify all events based on the

KMTNet real-time pipeline data3.

The HighMagFinder is scheduled to run at the same cadence as

KMTNet updates real-time data (every 3 hours) and reports all the

possible high magnification events. Here we describe the algorithm

of the HighMagFinder.

Limited by the telescope resources for follow-up, we focus on

events with maximum (intrinsic) magnification �max > 50, which

corresponds to the microlens impact parameter D0 < 0.02. The al-

gorithms below are designed and optimized to find such events with

the fewest false negatives. The thresholds are mostly selected by

experience and can be altered if the criteria for interesting targets

change.

For each event, we first remove data points with large FWHM and

sky background to create a cleaner light curve and lower the false

positive rate. The threshold is taken to be FWHM < 3.6, 2.6, 2.8

arcsec for KMTA, KMTC, and KMTS, respectively. The sky back-

ground upper limit for all sites is set to be 3000. However, all data

points within ±5 days around the peak are protected. Based on ex-

perience with the KMTNet data, we then rescale the errorbars of

all data points by a factor of 2.0, 1.5, 1.6 for KMTA, KMTC, and

KMTS, respectively.

Secondly, a series of point-source point-lens (PSPL, Paczyński

1986) microlensing models are used to fit the cleaned light curve. The

model consists of three parameters, (C0, D0, CE), where C0 is the time

when the source is closest to the center of lens mass, D0 is the impact

parameter in the unit of Einstein radius \E, and CE is the Einstein

radius crossing time or microlensing timescale. We start with fitting

the light curve with all PSPL parameters set free, and the result is

the best-fit model with j2
best

. Then we perform three additional fits,

where D0 is fixed to 0.01, 0.025, and 0.05, respectively. The chi-

square’s of these fits are j2
D0=0.01

, j2
D0=0.025

, and j2
D0=0.05

. We also

fit the light curve with a flat line, and the resulting chi-square is j2
flat

.

By comparing the goodness of these fits, we can estimate the

possibility of an event to become high-magnification and decide

whether or not to alert it. Events that satisfy the following conditions

are alerted as possible high magnification events.

−5 day < Cnow − C0,best < 3 day; (2)

j2
D0=0.05

− j2
D0=0.025

> 0.3; (3)

D0,best < 0.025 or j2
D0=0.025

− j2
best

< 7; (4)

C0,u0=0.01 − C0,best < 10 day; (5)

j2
flat

− j2
best

> 1000. (6)

Eq. 2 selects events that are in a close time window because events

that peak in the far future are uncertain. Eqs. 3 and 4 select events

that could reach a high magnification. The fixed D0 values, as well as

the thresholds, can be adjusted as the observational strategy varies,

3 https://kmtnet.kasi.re.kr/~ulens/

e.g., if the observers focus on higher or lower magnification events.

Eqs. 5 and 6 prevent false positives caused by low signal-to-noise

ratio light curves. In principle, these criteria should be different for

fields with different cadences. But using the values optimized for the

the lowest cadence fields, Γ = 0.2 hr−1, are also satisfactory for any

higher cadence fields.

Finally, for possible high magnification events, we generate a report

page. The report contains a table which lists all the fitting parameters

and a figure for each event. Events that have been alerted will be

continuously updated on the report page until they no longer satisfy

the thresholds (e.g., new data disfavor the high-magnification model

or the events has passed the peak the more than 3 days). On average,

the alert list consists of about 10 events at any time, including new

alerts and updates of old alerts. See Figure 1 as an example of the

report figures. On the figure, the left panel shows the full light curve

and the right panel shows a zoom-in plot near the peak. All the

key parameters are labelled on the figure. After each run, observers

will receive the report and manually check it. For the true positives,

observers will then decide on the follow-up strategy based on the

fitting results.

The formal operation of HighMagFinder started on 2021-06-08.

During its operation in the 2021 season, the HighMagFinder alerted

352 events (on average ∼3 new alerts every day), and about 1/3 of

them turned out to be real �max > 50 high-magnification events. The

majority of false positives are caused by the uncertainty of the mag-

nification before the peak. Fig. 2 shows the cumulative distributions

of all alerted events and the true positives. Both of the distributions

are uniform for D0 < 0.014 or �max > 70, which implies the se-

lection criteria do not create bias for these events. For comparison,

Gould et al. (2010) were only able to achieve such homogeneity for

�max > 200 using by-eye methods. Thus, a homogeneous statistical

sample of followup events can be selected by HighMagFinder. In

addition, the false negative rate of HighMagFinder is < 2%.

By following up, six new planets have been discovered in five

events identified by this system, they are KMT-2021-BLG-0171Lb

(this work), KMT-2021-BLG-0247Lb (in prep.), KMT-2021-BLG-

1547Lb (in prep.), KMT-2021-BLG-1689Lb (this work), and an

event with two planets KMT-2021-BLG-0185Lb,c (Han et al. 2022,

in prep.).

3 OBSERVATION

3.1 Preamble

Here we report two planets in events that were identified as high-

magnification by the HighMagFinder. Although the HighMagFinder

did not start official operations until June 2021, KMT-2021-BLG-

0171 was identified by HighMagFinder on 2021-04-19 in its trial

run. KMT-2021-BLG-1689 was alerted by HighMagFinder during

its regular operations on 2021-07-12, UT 12:30 (JD′ ∼ 9408.0).

Below we give a detailed observation history of these events.

3.2 Surveys

Both events are located in the Galactic bulge. The coordinates are

listed in Table 1.

The increase of the source brightness in both events was first

found by the AlertFinder algorithm (Kim et al. 2018) of the KMTNet

survey. KMT-2021-BLG-0171 was alerted on 2021-03-29, UT 04:51

(HJD′ ≡ HJD−2450000 ∼ 9302.7) and KMT-2021-BLG-1689 was

alerted on 2021-07-12, UT 04:31 (HJD′ ∼ 9407.7).
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Table 1. Event Names and Locations

Event (U, X)J2000 (;, 1) Field KMTNet cadence

KMT-2021-BLG-0171 (17:56:58.18,−30:05:34.58) (0.267◦, −2.714◦) KMT01, KMT42 4 hr−1

KMT-2021-BLG-1689 (17:58:18.62,−30:08:43.12) (0.366◦, −2.991◦) KMT01, KMT42, MOA-GB8 4 hr−1

4 LIGHT-CURVE ANALYSIS

4.1 Preamble

Figures 3 and 4 show the observed data together with the best fit

models for KMT-2021-BLG-0171 and KMT-2021-BLG-1689, re-

spectively. The light curves for both of these two events deviate from

the PSPL light curve by a bump near the peak. The bump of KMT-

2021-BLG-0171 is captured by KMTA and LCOA observations, and

the bump of KMT-2021-BLG-1689 is captured by AO and MOA

observations. These sorts of anomalies can be produced by either

caustic crossing or cusp approaching in a binary-lens (2L1S) event

(Mao & Paczynski 1991; Gould 1992), or the second source in a

binary-source (1L2S) event (Gaudi 1998). Therefore, we perform

both 2L1S and 1L2S analyses for these two events.

A standard 2L1S model requires seven parameters to describe the

magnification �(C). The first three are the same as PSPL (C0, D0,

CE), where the D0 is measured relative to the angular Einstein radius

\E of the total lens mass. The next three (@, B, U) define the binary

geometry: the binary mass ratio, the projected separation between the

binary components normalized to the Einstein radius, and the angle

between the source trajectory and the binary axis in the lens plane.

The last parameter is the source radius normalized by the Einstein

radius, d = \∗/\E, where \∗ is the angular radius of the source star. In

addition, for each data set 8, two flux parameters ( 5S,8 , 5B,8) represent

the flux of the source star and the blend flux. The observed flux, 58 (C),
is calculated from

58 (C) = 5S,8�(C) + 5B,8 . (7)

For each event, we generally start with locating the local j2 minima

by searching over a grid of parameters (log B, log @, log d, U). The

grid consists of 61 equally spaced values in −1.5 6 log B 6 1.5,

56 equally spaced values in −5.5 6 log @ 6 0, 9 equally spaced

values in −4.0 6 log d 6 −1.6, and 20 equally spaced values in

0◦ 6 U < 360◦. For each set of initial parameters, we fix log @, log B

and log d, and allow C0, D0, CE, U to vary. The grids of U are only

the initial values. In the fitting process, U can vary in the 0 − 360◦

range. In each grid, we find the minimum j2 by Markov Chain

Monte Carlo (MCMC) using the emcee ensemble sampler (Foreman-

Mackey et al. 2013). After finding one or more local minima on the

(log B, log @, log d) space, each local is further refined by allowing

all seven parameters to vary in an MCMC.

For the standard 1L2S model, the light curve is the superposition

of two 1L1S curves. There are at least eight parameters (Hwang

et al. 2013): (C0,1, D0,1, d1) and (C0,2, D0,2, d2) describe the impact

time, impact parameter and the size of two sources, respectively.

The Einstein radius crossing time CE is the same for the two sources.

Finally, the flux ratio of two sources is @ 5 = 5S,1/ 5S,2. The flux

ratio of two sources might differ in different bands, so if the event is

observed in multiple bands, a separate @ 5 should be used for each

band.

For both 1L2S and 2L1S models, we further examine the microlens

parallax effect which is caused by the orbital motion of Earth (Gould

1992, 2000, 2004). The microlens-parallax is

0E =
crel

\E

-rel

`rel
, (8)

where (crel, -rel) are the lens-source relative parallax and proper

motion.

In addition, if the finite-source effect appears in the light curve,

i.e., the source crosses the caustic curves, the limb-darkening effect

should be included. We use the linear limb-darkening law,

(_ (`) = (_ (1) [1 − D_ (1 − `)] , (9)

where (_ (1) is the surface brightness at the center of the source, `

is the cosine of the angle between the normal to the stellar surface

and the line of sight, and D_ is the limb-darkening coefficient at

wavelength _. For each event, the limb-darkening coefficients are

inferred from the effective temperature)eff (Claret & Bloemen 2011),

which is estimated in Section 5.

The detailed light curve analyses for the two events are presented

separately below.

4.2 KMT-2021-BLG-0171

4.2.1 Binary-lens (2L1S) modelling

We conduct an initial grid search for 2L1S solutions as described in

Section 4.1. The upper panel in Figure 5 shows the j2 distribution

in the projected (log B, log @) plane from the initial grid search,

which indicates the distinct minima are within −0.4 6 log B 6 0.4,

−5.0 6 log @ 6 −3.2 and −3.1 6 log d 6 −2.5. We therefore

perform a denser grid search with this smaller parameter space which

is shown in the lower-left panel in Figure 5. The second grid search

reveals two distinct local minima, A and B. However, there are still

unresolved features near log B ∼ 0, so we further conduct a refined

grid search in −0.03 6 log B 6 0.03 and −5.0 6 log @ 6 −4.0.

The result of the third grid search is shown in the lower-right panel,

where two new local minima, C and D, are resolved.

We then investigate the best-fit model with all the standard 2L1S

parameters set free using MCMC. Because in Models C and D the

source star crossed the caustic, we include limb-darkening effect of

the source. From Section 5, we infer the effective surface temperature

of the source is ∼ 5200 K and consequently the limb-darkening

coefficients are (D� , DA , D' , D+ ) = (0.5451, 0.6624, 0.6368, 0.7200)
(Claret & Bloemen 2011). For the unfiltered data, we approximately

take Dunfilt ∼ (D� + D')/2.

The best-fit parameters are listed in Table 2. The modelling indi-

cates that A is the best solution, however, B, C and D are disfavored

by only Δj2
= 0.2, 3.7, and 5.7. The model light curves together

with the data are shown in Fig. 3. The caustic structures are shown

in Figure 6. The (A, B) solutions are central cusp approaches, and

the (C, D) solutions are resonant caustic crossings. We will further

discuss the degeneracy between (A, B) and (C, D) in Section 7.2.

We further investigate the parallax effect. We notice that the paral-

lax signal from KMTC42 baseline data is not consistent with all the

other sites (fields), thus we exclude the data outside C0 ± 50 days of

KMTC42. We fitted D0 > 0 and D0 < 0 scenarios for each solution

to consider the ecliptic degeneracy (Skowron et al. 2011). In general,

with two more parameters, the parallax fits only improve the j2 by

∼ 8 for all solutions. However, we find that the east component of

the parallax vector cE,E is well constrained for all solutions, while
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the constraint on the north component cE,N is considerably weaker.

See Figure 7. This is simply because the Earth’s motion is roughly in

the East direction. More precisely, the minor axis of the likelihood

contour is aligned with the projected position of the Sun at C0 (e.g.,

Gould et al. 1994; Smith et al. 2003). The best-fit parameters of each

parallax model are shown in Table 3.

4.2.2 Binary-source (1L2S) modelling

We search for 1L2S solutions using MCMC, and the best fit model is

disfavored by Δj2 ∼ 11 compared to the 2L1S A model (see Table

4). Most of the Δj2 comes from the LCOA data at HJD′ ∼ 9326.23.

Such a small Δj2 means the 1L2S model also describes the observed

light curve reasonably well. However, this solution does not seem to

be self-consistent. If we assume the two sources have similar )eff

(given that @ 5 ,� ≈ @ 5 ,A ), then the brightness of the source should

be proportional to the square of the radius, 5B ∝ d2. From Table 4

we know d1 < 4.6× 10−3 and d2 ∼ 1.5× 10−3, therefore, we expect

@ 5 =
5B,2

5B,1
∼
(

d2

d1

) 2

>

(

1.5 × 10−3

4.6 × 10−3

) 2

∼ 0.1, (10)

which is much larger than the modeled flux ratio @ 5 ,� = 0.0065 ±
0.0009.

To explore this conflict more quantitatively, we investigate the

color effects. Gaudi (1998) proposed that the binary-source inter-

pretation can be tested by the color difference of two sources with

different luminosity. Thus, we employ an extra pySIS reduction for

the KMTNet+−band images. We then refine the solution by MCMC

with the new data included. The best-fit parameters are shown in

Table 4. The @ 5 ,+ is clearly measured because +−band data cover

the anomaly region with three data points. This allow us to measure

the color difference between two sources,

(+ − �)B,2 − (+ − �)B,1 = −2.5 log

(

@ 5 ,+

@ 5 ,�

)

, (11)

and the �−magnitude difference,

�B,2 − �B,1 = −2.5 log @ 5 ,� . (12)

The second source is marked in the color-magnitude diagram (CMD,

left panel of Figure 8).

We immediately see that the two modelled sources have nearly

the same color, which is what we would expect for an effect due to

lensing of a single source. That is, if the anomaly were due to a binary

source, one might expect that the sources would be different colors,

especially given the large magnitude difference between them. By

contrast, if the anomaly is due to a magnification effect, such as a

binary lens, the source color should be constant throughout the event

(apart from very small difference due to limb-darkening). Hence, the

fact that the two sources have roughly the same color tends to support

the 2L1S interpretation over the 1L2S interpretation.

This analysis also allows us to quantify the conflict between the

source flux ratio and the source radius ratio. From the color differ-

ence, we infer the source angular radius ratio by Adams et al. (2018),

log

(

d2

d1

)

= 0.378
[

(+ − �)B,2 − (+ − �)B,1
]

− 0.2
[

�B,2 − �B,1
]

,

(13)

with a typical uncertainty of ∼10%. We calculate the inferred d2/d1

for each MCMC chain, and compare it with the directly modeled

d2/d1 in Fig. 11. The figure shows there are no solutions for which

the inferred d2/d1 matches the value of d2/d1 from the fit. Therefore,

we rule out the 1L2S interpretation of this event.

4.3 KMT-2021-BLG-1689

4.3.1 Binary-lens (2L1S) modelling

As for the first event, we first locate the local j2 minima by an initial

grid search. The upper panel in Figure 9 shows the j2 distribution

in the projected (log B, log @) plane from the initial grid search. The

result shows two distinct local minima E and F. Except for E and F, the

majority of the (unresolved) local minima are located within−0.25 6

log B 6 0.25, −4.5 6 log @ 6 −2.5, and −3.1 6 log d 6 −2.8. We

therefore perform two denser grid searches which are shown in the

two lower panels in Figure 5. We adopt Δ log @ = 0.05 for both new

grid searches, using Δ log B = 0.01 and Δ log B = 0.002, respectively.

For the d values, the width of the anomaly bump is approximately

the upper-limit of the source diameter, thus the light curve indicates

that

d 6
ΔCanom

2CE
∼ 0.0016, log d . 2.8, (14)

where ΔCanom is the width of the anomaly signal. This is consistent

with the result of the initial grid search. Thus we only adopt two

values of log d = −2.8,−3.1. The refined grid searches reveal six

more distinct local minima in total, A, A′, B, B′, C and D. However,

A (B) and A′ (B′) become the same solution if we allow d to be a

free parameter. In total, we resolved six local minima labeled from

A to F in Figure 9.

We then investigate the best-fit model with all the standard 2L1S

parameters set free using MCMC. We infer the effective surface

temperature of the source to be ∼ 4600 K from Section 5, and

consequently the limb-darkening coefficients to be (D� , D' , D+ ) =

(0.5957, 0.7015, 0.7865). For the Wratten #12 band and MOA-'43

band data, we approximately take D ∼ (D� + D')/2.

The best-fit parameters with their uncertainties are listed in Table

5. The modeling indicates that B is the best solution, and (A, C, D,

E, F) are disfavored by Δj2
= (0.1, 3.4, 2.5, 83.4, 83.3). The model

light curves together with the data are shown in Fig. 4. We rule out the

binary star interpretations (Solutions E and F) because they failed

to describe the light curve with relatively large Δj2. We note the

similarity in the degeneracy between solution pairs (A, B) and (C, D)

with that in Section 4.2.1. This will be further discussed in Section

7.2. The caustic structure of each solution is shown in Figure 10.

We further investigate the microlens parallax effect. The parallax

fitting improves the solution by Δj2 ∼ 17 for A and B, Δj2 ∼ 19 for

C and D, Δj2 ∼ 22 for D0 < 0 of E and F, and Δj2 ∼ 32 for D0 > 0

of E and F. All the solutions give a 2f lower-limit on the parallax

of at least cE > 1.3. However, for a relatively short CE ∼ 23 d event,

the detection of microlens parallax is not common. After a further

investigation, we finally ruled out the microlens parallax detection for

two reasons. First, the parallax signals are only from the two KMTC

datasets, and the signal trends versus time do not match up with the

other sites. Second, and more importantly, the baseline data dominate

the parallax signal, whereas the peak data provides no signal. These

two factors suggest that the parallax signal is caused by unknown

systematic errors, and we therefore rule out the parallax detections.

4.3.2 Binary-source (1L2S) modelling

We also search for 1L2S solutions for KMT-2021-BLG-1689 using

MCMC. The parameters of the best fit model is shown in Table 6.
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Although Figure 4 indicates that the 1L2S model describes the light

curve reasonably well, it is disfavored by the following reasons.

(1). Despite 1L2S model having three additional parameters, the

j2 is 25.9 larger than the best 2L1S model.

(2). We follow a similar procedure as Han et al. (2022) used for

KMT-2021-BLG-0240 (see their Section 3.4). From Section 5 we

measure the angular radius of the first source, \∗,1 ∼ 0.54 `as. Thus

the projected physical separation of the two sources is

As,⊥ ≡ As sin 8 = �S

\∗,1
d1

ΔD, (15)

ΔD =

√

(

C0,1 − C0,2

CE

) 2

+ (D0,1 − D0,2)2 = 0.00805 ± 0.00053. (16)

Where �S is the distance to the sources from Earth, and 8 is the angle

between the line-of-sight and the orbital plane. Assuming the mass

of two sources are "s,1 = 0.5"⊙ and "s,2 = 0.1"⊙ and the source

distance �S = 8.3 kpc, we estimate the orbital period % of the two

sources by sampling over the angle 8. We find % = 1.1+5.8
−0.7

days .

0.1CE. Moreover, the position change in the unit of \E of the primary

source during %/2 is 2("s,1/"s,2)ΔD ∼ 0.080 ≫ D0. With this

relatively short period and large positional change, the light curve

would show violent changes by the orbital motion of the two sources

as the microlens “xallarap” effect. However, no such signals were

observed on the light curve. (See, for example, Figure 3 of Han &

Gould (1997) for an illustration of the xallarap effect in a light curve.)

We therefore rule out the 1L2S interpretation.

5 SOURCE PROPERTIES

The purpose of this section is to measure the color of the source star.

The color, on the one hand, allows us to estimate the )eff and the

limb-darkening coefficients in Section 4, and on the other hand, can

be used to measure the angular radius of the source star, \∗. With the

source radius, we can measure

\E =
\∗
d
, `rel =

\E

CE
, (17)

which are directly related to the physical parameters of the lens.

For the first step, we place the source on CMD using the KMTNet

data. Then we measure the offset of the source relative to the centroid

of the red clump giants (Yoo et al. 2004),

Δ[(+ − �), �] = [(+ − �), �]s − [(+ − �), �]RC. (18)

By comparing the instrumental [(+ − �), �]RC with the intrinsic

centroid of the red giant clump [(+ − �), �]RC,0 from Bensby et al.

(2013) and Nataf et al. (2013),

we can find the intrinsic, de-reddened color and magnitude of the

source

[(+ − �), �]s,0 = [(+ − �), �]RC,0 + Δ[(+ − �), �] . (19)

Based on the de-reddened color and magnitude, we estimate the

source angular radius \∗ from Adams et al. (2018). We also estimate

the effective temperature )eff of the source (Houdashelt et al. 2000)

to determine the limb-darkening coefficients used in Section 4.

For both events, we construct CMDs from stars within a 2′ × 2′

square centered on the source position using KMTC01 data. The

CMDs are shown in Figure 8. The source color is determined from the

regression of the +-band and �-band source fluxes during the event.

The de-reddened source color together with the derived parameters

are listed in Table 7.

6 LENS PROPERTIES

Our objective in this section is to estimate the physical parameters of

the lens. If both \E and cE are measured in the light curve, the lens

mass can be directly derived by

"L =
\E

^cE
, ^ =

4�

22AU
≃ 8.144 mas/"⊙ , (20)

where� is the gravitational constant and 2 is the speed of light. How-

ever, for KMT-2021-BLG-0171 we only measure one-dimensional

cE, and for KMT-2021-BLG-1689 we do not measure the parallax.

Therefore, we estimate the lens physical parameters from a

Bayesian analysis using the Galactic model as priors. We adopt the

Galactic “Model C” described in Yang et al. (2021). We generate a

large number of simulated microlensing events based on the Galactic

model, that is, generating source and lens distance from the line-

of-sight stellar density profiles, generating lens mass from the mass

function, and generating source and lens motions from the stellar

velocity distribution. The prior is based on the assumption that the

probability of a star to host a planet is independent of its mass and

Galactic environment. For each simulated event, 8, we weight it by

F8 = Γ8 × L8 (CE)L8 (\E)L8 (0E), (21)

where Γ8 ∝ \E,8`rel,8 is the event rate. L(CE), L(\E), and L(0E)
are the likelihood function measured from the MCMC chains of

a specific solution in Section 4. For all the remaining solutions in

both events, the likelihood function of CE and \E are approximately

Gaussian, i.e.,

L(CE) =
1

√
2cfCE

exp

[

−1

2

(

CE − `CE

fCE

) 2
]

, (22)

L(\E) =
1

√
2cf\E

exp

[

−1

2

(

\E − `\E

f\E

) 2
]

, (23)

where (`CE , `\E
) and (fCE ,f\E

) are the median value and the standard

deviation of (CE, \E) estimated from the MCMC chain together with

the source radius in Section 5.

6.1 KMT-2021-BLG-0171

We generate 2×109 simulated events according to the Galactic model

and weight them by Eq. 21, where the CE, \E and 0E constraints are

derived from the fits. Because the two components of 0E are not

independent, the full covariances are used. The angle of the minor

axis of the error ellipse (north through east) is k ∼ 95◦ for all

solutions. However, many of the simulated events have small �L

and large "L, which is in conflict with the observed blend flux.

We measure the baseline blend light in the CFHT images to be

�1 = 19.33 ± 0.07 (Zang et al. 2018). The lens flux should not be

brighter than the blend light, thus we set an 3f upper limit of the

blend flux to be �b,limit = 19.33 − 3 × 0.07 = 19.12. We reject

simulated events when the lens hosts are brighter than �b,limit. For

main sequence lens stars, the �-band absolute magnitude "� is a

function of mass (Wang et al. 2018),

"� = 4.4 − 8.5 log
"

"⊙
. (24)

The rejection threshold is

"� + 5 log
�L

10 pc
> �b,limit − �� (�L), (25)
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8 Yang et al.

Where �� (�L) is the �-band extinction for a lens star in given

distance �L,

�� (�L) =
∫ �L

0
0� × =3 (�) d�, (26)

where =3 (�) is the dust number density at given distance �, and

0� is a constant which describes the extinction caused by per kpc−3

dust. We adopt the exponential Galactic dust distribution as follows

=3 (�) ∝ 4
− |I (�) |

I3
− ' (�)

'3 , where (27)

I(�) = I⊙ + � sin 1 ≈ I⊙ + �1, (28)

'(�) =
√

('⊙ − � cos 1 cos ;)2 + (� cos 1 sin ;)2

≈ |'⊙ − � | .
(29)

Here (', I) are the axis of Galactic cylindrical coordinates, and

('⊙ , I⊙) = (8.3, 0.023) kpc is the location of the Sun (Gillessen

et al. 2009; Maíz-Apellániz 2001). We adopt the dust scale lengths

from Li et al. (2018), where ('3 , I3) = (3.2, 0.1). We determine the

extinction constant 0� = 4.13 by applying �� (�S) = �RC − �RC,0

measured in Section 5 and assuming �S = 8.3 kpc. The result is

not sensitive to the �S value for bulge sources because most of the

extinction occurs near the Galactic plane.

We weight the remaining events by Eq. 21. The final results of the

physical parameters are shown in Table 8. We combine the results

from all solutions by weighting each solution by 4−Δj
2/2. The com-

bined distribution of the host and the planet parameters are shown in

Figure 12. The blended light limit is plotted with the magenta dashed

line.

The results indicate that the lens star is likely to be a ∼ 0.8"⊙
K-type star. For the A & B solutions, the planet has a mass ∼ 12"⊕
and is orbiting at a projected separation of ∼ 2.9 AU or ∼ 4.5 AU,

respectively. For the somewhat disfavored C & D solutions, the planet

has a mass ∼ 6"⊕ and is orbiting at a projected separation of ∼ 3.7

AU. The planetary system is more likely to be located in the Galactic

disk at �L ∼ 4.4 − 5 kpc from our solar system. In addition, from

Figure 12, we note that the host has ∼ 12% chance of being a white

dwarf (based on the assumption that white dwarfs have the same

probability as main-sequence stars to host such a planet). If the host

is a main-sequence star, the Bayesian results predict a brightness

� = 19.9+0.9
−0.6

and a 3f limit � < 22.9.

We also checked the astrometric alignment between the source and

the baseline object from KMTC images and CFHT images (Zang

et al. 2018). The astrometric offset between the source and the base-

line object is

Δ\ (#, �) = (8 ± 6, 3 ± 5)mas. (30)

Therefore, the baseline object is consistent with the position of the

event at the ∼ 1f level. Thus, the lens could account for most or all

of the blend light.

The alignment can be immediately checked (e.g., 2022 season)

by the Hubble Space Telescope (HST) or by ground-based large

telescopes equipped with adaptive optics instruments (e.g., Keck,

Subaru). However, if further observation finds the blend light is from

other, unrelated, stars, i.e., the lens is much fainter than expected, the

white dwarf lens interpretation would be preferred.

6.2 KMT-2021-BLG-1689

We generate 5×107 simulated events according to the Galactic model

and weight them by Eq. 21. The likelihood function L8 (0E,8) is set

to be a constant because we do not measure the parallax for this

event. In addition, because the blended light does not provide extra

limits for this event, we keep all the simulated events. The results

of the physical parameters from the Bayesian analysis are listed in

Table 9. We also combine all the solutions by their j2, the combined

distribution is shown in the upper panels of Figure 13. Solution C and

D become negligible after the weighting because they are disfavored

by both j2 and the Galactic model. We separately display the result

distribution for Solution C and D in the bottom panels of Figure 13.

Solution (A,B) and (C,D) predict greatly different \E and thus greatly

different `rel, which can be tested by future high-resolution imaging

follow-up observations.

If Solution A or B is correct, the results imply that the lens is likely

to be a ∼ 0.6"⊙ M dwarf located in the Galactic bulge (∼ 7.2 kpc),

and the planet, with mass ∼ 46"⊕ is orbiting it at a distance of 2− 3

AU. For Solutions C and D, the lens is likely to be a ∼ 0.7"⊙ star

in the Galactic disk (∼ 5.0 kpc), and a ∼ 39"⊕ planet is orbiting it

at a distance of ∼ 3.3 AU. In both interpretations, the planet mass,

∼ 30 − 40"⊕ , is located in the runaway accretion “desert” (Ida &

Lin 2004).

Moreover, the white dwarf interpretation (∼ 8% probability)

can be tested by future high resolution imaging followup. The

Bayesian results predict a brightness of a main-sequence host to

be � = (22.6+2.0
−1.7

, 20.8+1.7
−1.2

) for (A/B, C/D), respectively.

7 DISCUSSION

7.1 Role of the HighMagFinder and followup

We have shown that HighMagFinder is effective at identifying and

alerting high-magnification microlensing events in time for followup

observations. Initial trials of the HighMagFinder algorithm show that

KMT-2021-BLG-0171 would have been alerted at least as soon as

it was identified by eye as a high-magnification event. Later, KMT-

2021-BLG-1689 was alerted during regular operation of the High-

MagFinder as a high-magnification event, leading to crucial followup

observations characterizing the planetary perturbation in this event.

To further quantify the role of followup observations, we repeat

the analysis using only survey data (from KMTNet and MOA) and

compare to the results when followup data are included.

For KMT-2021-BLG-1689, we find that with survey data only,

the planetary signal cannot be well characterized. The goodness of

the 1L2S solution is comparable to the 2L1S solution (Δj2 ∼ 6.8).

Moreover, there is no other evidence that strongly disfavors the 1L2S

interpretation (The uncertainty of the xarallap interpretation becomes

larger). All the 2L1S solutions in Section 4.3 can still fit the light

curve, and the parameters are consistent at 2f with those in Section

4.3. However, the solutions are more degenerate. For instance, the

binary star E and F solutions are only disfavored by Δj2 ∼ 22.

To summarize, the Auckland Observatory followup data of KMT-

2021-BLG-1689 helped us to resolve the degeneracies between 2L1S

and 1L2S solutions and between 2L1S planetary and stellar binary

interpretations. Thus the followup data are essential for the discovery

of this planet.

For KMT-2021-BLG-0171, the planet can still be well charac-

terized without followup data. The 1L2S and 2L1S models can de-

scribe the light curve almost equally well (Δj2 ∼ 0), but the 1L2S

interpretation can still be ruled out by following the approach in

Section 4.2.1. However, the uncertainty of the 2L1S parameters are

larger. For example, we measure the mass ratio in Solution �− to be

@ = (5.45 ± 1.88) × 10−5, i.e., with an uncertainty that is about a

factor of two larger than the one shown in Table 3.
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In addition to the planet that was actually detected in this event,

we show that the followup data generally make the light curve more

sensitive to even smaller planets. The planetary sensitivity of a mi-

crolensing event is defined as the probability to detect the planetary

signals if the lens hosts a given (log B, log @) planet. We follow the

methods described in Suzuki et al. (2016) to calculate the sensitivity

for KMT-2021-BLG-0171 with and without the followup data. We

set the detection threshold to be Δj2
threshold

= 200, and sample over

(−0.3 6 log B 6 0.3, − 6.0 6 log @ 6 −3.0, 0◦ 6 U < 360◦)
with (31, 31, 360) values. The results are shown in Figure 14. A

binned (over log @) sensitivity is shown in Table 10. The follow-up

data enlarges the sensitivity significantly. The sensitivity as a func-

tion of log @ is extended by about 0.4 dex toward smaller @, which is

essential for searching smaller planets.

7.2 Degeneracies

The well-understood degeneracies of 2L1S microlensing light curves

are mostly “intrinsic” degeneracies. The intrinsic degeneracies are

caused by the symmetry of the lens equation and can result in in-

trinsically similar magnification maps and light curves. “Intrinsic”

means the similarity is almost independent of the data sampling.

For high-magnification microlensing events, the anomalies are

mainly caused by central or resonant caustics. Thus, the degener-

acy in central caustic morphologies can cause the degeneracy in the

light curves. The well-know “close-wide” degeneracy, which approx-

imately takes B ↔ B−1 (Griest & Safizadeh 1998; Dominik 1999; An

2005), is derived in this way. For the two events reported in this

paper, the degeneracy between Solutions A and B are well described

by the “close-wide” degeneracy.

When the planetary caustic creates the anomaly on the light curves,

another degeneracy called “inner-outer” degeneracy emerges (Gaudi

& Gould 1997). When the planetary caustic is small, the source

passing by different sides of the caustic can create similar light curves.

Recently, it was realized that the “close-wide” and “inner-outer”

degeneracies can be unified as a more general degeneracy and can be

extended to the resonant region (Zhang et al. 2022; Ryu et al. 2022).

The degeneracy is related to the trajectory by Danom,

Danom =

√

D2
0
+
(

Canom − C0

CE

) 2

=

�

�

�

D0

sinU

�

�

� (31)

where Canom is the time of the anomaly signal or the time when the

source crosses the line connecting the two lenses. We have Danom ∼
0.0067 for both events. For two degenerate solutions with similar @

but different separations B1 and B2, Ryu et al. (2022) suggest that

B
†
± ≡

√

D2
anom + 4 ± Danom

2
=
√
B1B2. (32)

For anomalous bumps, we take the “+” sign. For the central caustic

cases, B
†
+ ≃ 1 and the formula becomes the “close-wide” degeneracy,

B1B2 ∼ 1. We find B
†
+ ∼ 1.0033 for both events. For KMT-2021-BLG-

(0171,1689), we find
√
B�B� = (1.0009, 1.0027) and

√
B� B� =

(1.0032, 1.0033), which are consistent with Eq.32.

Slightly differently, Zhang et al. (2022) suggests that approxi-

mately,

Danom ≡ Gnull =
1

2
(B1 − 1

B1
+ B2 − 1

B2
). (33)

Similarly, when Danom ∼ 0 ≪ 1, we have 1/B1 ≫ B1 and B2 ≫
1/B2 for the “close” and “wide” solutions, respectively, the equation

becomes the “close-wide” degeneracy, 1/B1−B2 ∼ 0 or B1B2 ∼ 1. We

find Gnull,AB = (0.0018, 0.0055) and Gnull,CD = (0.0064, 0.0066) for

KMT-2021-BLG-(0171,1689). Overall, both Eq.32 and Eq.33 can

reproduce the “intrinsic” degeneracy between Solutions A(C) and

B(D).

In addition to the “intrinsic” degeneracy, some other degenera-

cies are accidentally caused by the data sampling. The degeneracy

between (A,B) and (C,D) for KMT-2021-BLG-1689 belongs to this

type of degeneracy. The solutions (A,B) and (C,D) predict different

source radii, d, and mass ratios, @: the anomaly is explained by a

large source crossing the central caustic or a smaller source crossing

a resonant/near-resonant caustic. As a result, the light curve of the

anomaly signal could have either a single-peak or double-peak fea-

ture (see Figure 4). Similar to Yee et al. (2021), better sampling or

more accurate data could help to resolve this degeneracy. In addition,

as shown in Tables 5 and 7, the two sets of solutions predict greatly

different d and consequently different \E, which can be distinguished

by future high-resolution follow-up observations. A similar d−@ de-

generacy is also found in MOA-2011-BLG-262 (Bennett et al. 2014),

KMT-2021-BLG-1391 and KMT-2021-BLG-1253 (Ryu et al. 2022).

However, for KMT-2021-BLG-0171, it is hard to tell whether the

degeneracy between (A,B) and (C,D) is “intrinsic” or “accidental”.

It would seem that the mechanism for this degeneracy is the same as

the above d− @ degeneracy, but in this case, the degenerate solutions

predict almost identical d, and the light curves of the anomaly in all

solutions are single-peaked. This means the solutions can be distin-

guished by neither better sampling nor future follow-up observations.

In general, both events suffer from the degeneracy between cen-

tral caustic and resonant caustic geometries. Other than the events

mentioned above, we searched the literature and found a few cases

that suffer from similar “central-resonant” degeneracy. For example,

the light curve of OGLE-2011-BLG-0251 (Kains et al. 2013) has

a similar bump near the peak. Both the central and resonant local

minima were reported in their paper, but the resonant solution was

then excluded. Another example is MOA-2007-BLG-192 (Bennett

et al. 2008), the light curve anomaly shows a dip rather than a bump,

but there is a similar “central-resonant” degeneracy (see their Fig.3,

geometries “a” and “d”).

Despite the fact that the (A,B)-(C,D) degeneracy in the two events

appears to be somehow different and is not well-understood, we

can draw some general inferences from their similarites. First, com-

bined with KMT-2021-BLG-1391 and KMT-2021-BLG-1253 (Ryu

et al. 2022) mentioned above, we find four events suffer this “centra-

resonant” degeneracy in 2021. This indicates that similar degenerate

solutions might have been missed in previous events and suggests

that we should explore the parameter space more carefully in fu-

ture events. Second, the magnification map as a function of B varies

rapidly in the resonant or near-resonant region. In general, to pre-

vent missing possible solutions, we should pay more attention to this

region when searching for solutions (e.g., operating a grid search).

Finally, the resonant or near-resonant region is also important

when calculating the sensitivity. We show a zoom-in of the sensitivity

plot Figure 14 with denser log B grids in Figure 15. The refined

calculation suggests that the sensitivity for Solutions C and D (the

two crosses within the resonant region) is nearly 100%. However, if

we estimate from the interpolation of Figure 14, the sensitivity would

be ∼ 70%. Underestimation of sensitivity can lead to overestimation

of the occurrence rate of such planets. As a result, statistical studies

should also pay more attention to the resonant regions.
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7.3 Phase-space Consideration of the 2L1S Solutions

We adopt the similar idea as Poleski et al. (2018), namely that not

all solutions with different planetary parameters should be equally

weighted. From Figures 5 and 9 and Tables 2 and 5, we notice that

the coverage of all solutions in (log B, log @, U) space are different.

As a prior, the intrinsic distributions of planets in log B, log @, and

U should be uniform or nearly uniform. So the solution that covers

larger phase space would be more likely to be true.

More quantitatively, we estimate the phase-space factor of each

solution from the MCMC chains. First, we calculate the covariance

matrix of these parameters from the chain,

�8 9 = cov(08 , 0 9 ), 08 , 0 9 = (log B, log @, U). (34)

By assuming that the the distribution is approximately multi-

Gaussian, the phase-space factor of a solution is then

? =

√

det (I). (35)

For KMT-2021-BLG-0171, we find ?� : ?� : ?� : ?� ≈ 60 :

63 : 1 : 1, which is equivalent to Δj2 ≈ (0.1, 0.0, 8.3, 8.3). Thus

the resonant solutions C and D are strongly disfavored under this

consideration. We can also include the mass-ratio function factor as

a prior: d#pl/d log @ ∝ @−W . For example, if we choose W = 0.6

(Gould et al. 2010), then the overall phase-space factor is ?� : ?� :

?� : ?� ≈ 40 : 43 : 1 : 1.

As for KMT-2021-BLG-1689, we obtain ?� : ?� : ?� : ?� ≈
15.0 : 14.3 : 1.1 : 1 and ?� : ?� : ?� : ?� ≈ 12.7 : 12.1 : 1.1 : 1

with and without the mass-ratio function prior, respectively.

The phase-space factor ? is an additional statistical factor to differ-

entiate the probability of degenerate solutions which is independent

of Δj2 and the Galactic model in Section 6. In Section 6, only the

information of the host in the lens system is used, i.e., the host’s

mass and the proper motion. The underlying assumption is that the

event rate is independent of the planetary parameters. But it is known

that the planet distribution is not uniform (in linear space). Thus the

(B, @, U) phase-space factor that acts as a prior of the planetary pa-

rameters is a complement to it. In both events, the resonant solutions

are unlikely to be true because they only occupy small regions in the

(B, @, U) phase space. We argue that the phase-space factors should

be included in future statistical studies to weight degenerate solutions

(together with Δj2 and the event rate from the Galactic model).

Therefore, for the two events reported in this paper, although the

resonant solutions describe the light-curves reasonably well, they

may not be statistically important.
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Table 2. Static 2L1S models for KMT-2021-BLG-0171

Solution C0 (HJD′) D0 CE (d) d (10−3) U (rad) B @ (10−4) �s j2/dof

A
9326.2338 0.00564 41.57 0.150 4.147 0.813 0.428 19.049

3728.2/3728
0.0003 0.00005 0.32 0.015 0.012 0.032 0.080 0.009

B
9326.2338 0.00564 41.56 0.151 4.149 1.232 0.417 19.052

3728.4/3728
0.0003 0.00005 0.32 0.015 0.012 0.051 0.082 0.009

C
9326.2338 0.00565 41.57 0.162 4.173 0.9905 0.219 19.050

3731.9/3728
0.0003 0.00005 0.32 0.007 0.007 0.0009 0.014 0.009

D
9326.2338 0.00565 41.55 0.162 4.171 1.0161 0.222 19.053

3733.9/3728
0.0003 0.00005 0.31 0.007 0.007 0.0009 0.015 0.009

NOTE. HJD′
= HJD − 2450000.

Table 3. Parallax 2L1S models for KMT-2021-BLG-0171

Solution C0 (HJD′) D0 CE (d) d (10−3) U (rad) B @ (10−4) cE,N cE,E �s j2/dof

�+
9326.2339 0.00568 41.36 1.48 4.146 0.801 0.464 −0.093 −0.043 19.046

3719.7/3726
0.0003 0.00005 0.32 0.17 0.011 0.035 0.097 0.175 0.020 0.009

�−
9326.2338 −0.00560 41.43 1.49 2.139 0.798 0.479 −0.332 −0.063 19.046

3718.0/3726
0.0003 0.00007 0.34 0.17 0.011 0.034 0.096 0.243 0.024 0.009

�+
9326.2338 0.00568 41.37 1.50 4.146 1.247 0.450 −0.070 −0.041 19.044

3720.0/3726
0.0003 0.00006 0.34 0.16 0.011 0.056 0.094 0.188 0.020 0.009

�−
9326.2338 −0.00561 41.38 1.46 2.135 1.263 0.474 −0.298 −0.060 19.049

3718.5/3726
0.0003 0.00007 0.33 0.16 0.010 0.054 0.095 0.256 0.025 0.009

�+
9326.2339 0.00571 41.32 1.62 4.174 0.9906 0.220 −0.157 −0.044 19.046

3724.8/3726
0.0003 0.00005 0.34 0.06 0.007 0.0009 0.014 0.176 0.018 0.009

�−
9326.2337 −0.00566 41.37 1.63 2.109 0.9905 0.222 −0.154 −0.045 19.051

3724.4/3726
0.0003 0.00007 0.33 0.06 0.007 0.0008 0.014 0.250 0.024 0.009

�+
9326.2339 0.00571 41.34 1.61 4.171 1.0160 0.221 −0.185 −0.046 19.044

3726.6/3726
0.0004 0.00006 0.34 0.06 0.006 0.0010 0.015 0.175 0.020 0.009

�−
9326.2337 −0.00565 41.39 1.63 2.112 1.0162 0.224 −0.137 −0.043 19.041

3726.8/3726
0.0003 0.00007 0.32 0.06 0.007 0.0010 0.014 0.250 0.023 0.009

NOTE. HJD′
= HJD − 2450000.

Table 4. 1L2S models for KMT-2021-BLG-0171

Dataset C0,1 C0,2 D0,1 D0,2 CE (d) 103d1 103d2 @ 5 ,� @ 5 ,A @ 5 ,unfilt @ 5 ,+ �s,1 j2/dof

Fiducial
9326.2375 9326.0941 0.0057 0.0000 41.72 <4.6 1.47 0.0065 0.0063 <0.057 − 19.060 3739.8

/ 37250.0004 0.0029 0.0001 0.0005 0.31 − 0.11 0.0009 0.0009 − − 0.008

Fiducial +

KMTNet +

9326.2377 9326.0934 0.0057 −0.0001 41.78 <4.4 1.51 0.0068 0.0065 <0.065 0.0067 19.067 4169.8

/ 41440.0005 0.0027 0.0001 0.0006 0.32 − 0.13 0.0014 0.0013 − 0.0019 0.009

NOTE. C0,1 and C0,2 are in HJD′, where HJD′
= HJD − 2450000. The 3f upper limits of the non-detection parameters are provided.

Table 5. Static 2L1S models for KMT-2021-BLG-1689

Solution C0 D0 CE (d) d (10−3) U (rad) B @ (10−4) �s j2/dof

A
9409.2510 0.00600 22.56 1.44 4.230 0.870 2.10 21.603

9060.4/9057
0.0011 0.00028 0.84 0.08 0.010 0.025 0.39 0.045

B
9409.2509 0.00601 22.51 1.44 4.229 1.157 2.09 21.598

9060.3/9057
0.0011 0.00026 0.79 0.08 0.010 0.032 0.37 0.042

C
9409.2509 0.00590 22.61 0.70 4.226 0.944 1.62 21.614

9063.7/9057
0.0012 0.00027 0.85 0.08 0.010 0.004 0.17 0.045

D
9409.2510 0.00587 22.78 0.68 4.228 1.067 1.62 21.597

9062.8/9057
0.0011 0.00027 0.81 0.08 0.009 0.005 0.18 0.042

E
9409.2403 0.00663 22.92 < 1.2 5.950 0.092 5079 21.621

9143.7/9057
0.0012 0.00032 0.88 − 0.017 0.006 2232 0.048

F
9409.2394 0.00327 46.14 < 0.8 2.807 19.97 3186 21.625

9143.6/9057
0.0009 0.00060 8.48 − 0.009 1.25 1979 0.046

NOTE. HJD′
= HJD − 2450000. The 3f upper limits of the non-detection parameters are provided. The values of the parameters C0 and D0 are with

respect to the different origins for different solutions. In (A, B, C), the origin is the center of mass Gmass. In (B, D), the origin is taken to be the

magnification center of the primary lens, where Gmag,1 = Gmass − (B − B−1)@/(1 + @) . In Solution F, the origin is set to the magnification center of the

secondary lens, where Gmag,2 = Gmass + (B − B−1)/(1 + @) .

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
ra

s
/a

d
v
a
n
c
e
-a

rtic
le

/d
o
i/1

0
.1

0
9
3
/m

n
ra

s
/s

ta
c
2
0
2
3
/6

6
4
8
0
9
3
 b

y
 H

a
rv

a
rd

 L
ib

ra
ry

 u
s
e
r o

n
 0

3
 A

u
g
u
s
t 2

0
2
2



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T

KB210171 & KB211689 13

Table 6. 1L2S model for KMT-2021-BLG-1689

Dataset C0,1 C0,2 D0,1 D0,2 CE (d) d1 (10−3) d2 (10−3) @ 5 ,� @ 5 ,* @ 5 ,' �s,1 j2/dof

Fiducial
9409.2615 9409.1833 0.0072 0.0000 22.12 < 8.0 1.47 0.0527 0.0674 0.0418 21.615 9086.2

/ 90540.0023 0.0009 0.0004 0.0003 0.79 − 0.08 0.0185 0.0101 0.0039 0.047

NOTE. C0,1 and C0,2 are in HJD′, where HJD′
= HJD − 2450000. The 3f upper limits of the non-detection parameters are provided.

Table 7. Source properties and drived \E, `rel for the two events

Event KMT-2021-BLG-0171 KMT-2021-BLG-1689

[ (+ − � ) , � ]RC [2.307±0.013, 16.16±0.08] [2.46±0.04, 16.24±0.14]

[ (+ − � ) , � ]s [2.119±0.003, 19.05±0.01] [2.58±0.04, 21.59±0.04]

[ (+ − � ) , � ]RC,0 [1.06, 14.430] [1.06, 14.426]

[ (+ − � ) , � ]s,0 [0.872±0.013, 17.32±0.08] [1.18±0.05, 19.77±0.15]

\∗ (`as) 1.28±0.08 0.54±0.06

)eff (K) ∼5200 ∼4570

\E (mas)
0.86±0.11 for �±, �± 0.37±0.04 for �, �

0.79±0.06 for �±, �± 0.77±0.12 for �, �

`rel (mas/yr)
7.6±1.1 for �±, �± 6.1±0.8 for �, �

7.0±0.6 for �±, �± 12.6±2.0 for �, �

Table 8. Physical parameters from Bayesian analysis for KMT-2021-BLG-0171

Solution
Physical Properties Relative Weights

"host ("⊙) "planet ("⊕) �L (kpc) A⊥ (AU) `rel (mas/yr) Gal. Mod. j2 Total

A+ 0.80+0.28
−0.24

12.1+5.2
−4.2

4.7+1.7
−1.1

2.9+0.6
−0.5

6.7+0.9
−0.8

0.728 0.421 0.981

A− 0.76+0.31
−0.30

11.8+5.7
−4.9

4.5+1.8
−1.3

2.8+0.7
−0.7

6.7+1.0
−0.8

0.263 1.000 0.840

B+ 0.78+0.27
−0.24

11.5+4.9
−4.0

4.6+1.5
−1.0

4.5+0.9
−0.8

6.8+0.9
−0.8

0.844 0.370 1.000

B− 0.74+0.29
−0.27

11.4+5.4
−4.5

4.4+1.6
−1.2

4.4+1.0
−1.1

6.9+0.9
−0.8

0.290 0.771 0.714

A± & B± 0.78+0.28
−0.26

11.8+5.3
−4.3

4.6+1.7
−1.1

3.3+1.4
−0.8

6.8+0.9
−0.8

− − −

C+ 0.83+0.27
−0.27

6.0+2.1
−2.0

4.9+1.5
−1.1

3.7+0.8
−0.7

6.6+0.6
−0.6

0.757 0.034 0.083

C− 0.79+0.28
−0.26

5.8+2.1
−2.0

4.8+1.4
−1.0

3.6+0.7
−0.7

6.6+0.6
−0.6

0.938 0.041 0.123

D+ 0.83+0.27
−0.28

6.1+2.0
−2.1

4.9+1.6
−1.1

3.8+0.8
−0.8

6.6+0.6
−0.6

0.625 0.014 0.028

D− 0.78+0.28
−0.26

5.8+2.1
−2.0

4.7+1.4
−1.0

3.7+0.7
−0.7

6.6+0.6
−0.6

1.000 0.012 0.039

C± & D± 0.81+0.28
−0.27

5.9+2.1
−2.0

4.8+1.5
−1.0

3.6+0.8
−0.7

6.6+0.6
−0.6

− − −

All 0.78+0.29
−0.26

11.2+5.5
−4.5

4.6+1.6
−1.1

3.5+1.3
−1.0

6.8+0.9
−0.8

− − −

NOTE. The `rel values are different from those in Table 7, because extra prior (the Galactic model) is included.

Table 9. Physical parameters from Bayesian analysis for KMT-2021-BLG-1689

Solution
Physical Properties Relative Weights

"host ("⊙) "planet ("⊕) �L (kpc) A⊥ (AU) `rel (mas/yr) Gal. Mod. j2 Total

A 0.58+0.33
−0.27

46+30
−23

7.2+0.7
−1.2

2.2+0.4
−0.4

6.1+0.8
−0.7

0.993 1.000 1.000

B 0.57+0.33
−0.27

45+30
−22

7.2+0.7
−1.2

3.0+0.5
−0.6

6.1+0.8
−0.7

1.000 0.902 0.909

A & B 0.58+0.33
−0.27

46+30
−23

7.2+0.7
−1.2

2.5+0.8
−0.6

6.1+0.8
−0.7

− − −

C 0.68+0.40
−0.35

39+23
−20

5.0+1.5
−1.6

3.1+0.7
−0.9

10.9+1.7
−1.5

0.072 0.091 0.007

D 0.68+0.40
−0.35

39+24
−20

5.0+1.5
−1.6

3.5+0.8
−1.1

10.9+1.7
−1.5

0.068 0.139 0.010

C & D 0.68+0.40
−0.35

39+23
−20

5.0+1.5
−1.6

3.3+0.8
−1.0

10.9+1.7
−1.5

− − −

All 0.58+0.33
−0.27

46+30
−23

7.2+0.7
−1.3

2.5+0.8
−0.6

6.1+0.8
−0.7

− − −

NOTE. The `rel values are different from those in Table 7, because extra prior (the Galactic model) is included.
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