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Guesswork With Quantum Side Information

Eric P. Hanson™, Vishal Katariya™, Nilanjana Datta, and Mark M. Wilde

Abstract— What is the minimum number of guesses needed on
average to guess a realization of a random variable correctly?
The answer to this question led to the introduction of a quantity
called guesswork by Massey in 1994, which can be viewed
as an alternate security criterion to entropy. In this paper,
we consider the guesswork in the presence of quantum side
information, and show that a general sequential guessing strategy
is equivalent to performing a single quantum measurement and
choosing a guessing strategy based on the outcome. We use this
result to deduce entropic one-shot and asymptotic bounds on
the guesswork in the presence of quantum side information,
and to formulate a semi-definite program (SDP) to calculate
the quantity. We evaluate the guesswork for a simple example
involving the BB84 states, both numerically and analytically, and
we prove a continuity result that certifies the security of slightly
imperfect key states when the guesswork is used as the security
criterion.

Index Terms— Guesswork, guesswork with quantum side infor-
mation, quantum cryptography, quantum key distribution, semi-
definite program.

I. INTRODUCTION

NFORMATION theory, among other things, concerns the

security of messages against attacks by malicious agents.
Conventionally, it is accepted that that the more unpredictable
a message is, and the higher the (Shannon) entropy of the
distribution from which it is drawn, the more secure it is
to brute force attacks. Therefore, when establishing a secret
key or a cipher, the gold standard is to choose a key whose
elements are picked uniformly at random from some alphabet.

Entropy, however, is not the only such criterion for secu-
rity. Another relevant quantity, which is also maximized by
messages drawn uniformly, is the guesswork. First put forth
by Massey [1], the quantity is operationally described by the
following guessing game. Consider the problem of guessing a
realization of a random variable X, taking values in a finite
alphabet X, by asking questions of the form “Is X = x7”.
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The guesswork G(X) is defined as the minimum value of the
average number of questions of this form that needs to be
asked until the answer is “yes”. That is,

|X]

G(X)=> k- pa(k) (1)
k=1

where pg (k) is the probability of the kth guess being correct.
In the real world, questions of this form arise from query
access to a resource; for example, if a hacker is attempting to
guess a user’s password on an online portal, he or she can only
ask this kind of question (as opposed to, say, “Is X > x?”) and
is allowed a limited number of guesses before being locked
out. Therefore, for someone setting up a password, the number
of guesses allowed by the portal provides the operational
security criterion against which his or her password must
compare.

In contrast, the entropy of a distribution is approximately the
minimum value of the average number of guesses required to
obtain the correct guess when one is allowed to ask questions
of the form, “Is X € X7”, where each X is some subset
of the alphabet X' [2, Theorem 5.4.1]. Qualitatively speaking,
entropy can be considered to be the query complexity of a
binary search-type algorithm, whereas guesswork corresponds
to the query complexity of a linear search-type algorithm [3].
Figure 1 illustrates this difference. It is well known that binary
search has a smaller complexity than linear search, which
leads to the simple claim that the entropy of a distribution
is always less than the guesswork. Massey [1] proved the
following stronger lower bound on the guesswork in terms
of the Shannon entropy of the random variable X:

G(X) > £2H<X> +1, @)

provided that H(X) > 2 bits.

Massey [1] also showed that the optimal algorithm to
minimize the guesswork, and even the positive moments of the
number of guesses, consists of the intuitive strategy of simply
guessing elements in decreasing order of their probability
of occurrence. Guesswork can also be considered in the
presence of classical side information given in the form of
a random variable Y that is correlated with X. In this case,
the guesswork is the minimal number of questions of the form
“Is X = x?” that is required on average to obtain the correct
answer, given the value of Y. The average is taken over the
number of guesses, with each guess number weighted by its
probability of being correct. That is,

|X]
GXIY =y) =) k-pa(k) 3)
k=1
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Fig. 1. Consider an unknown value of X in the set {z1,x2, 3, x4, z5}. The
search tree for finding the correct value of X when asking questions of the
form (a) “Is X € X'?” or of the form (b) “Is X = x7” The former search tree,
similar to that in binary search, has fewer branches and the relevant operational
quantity is the entropy of the prior distribution. The specific question we ask
in this tree is as follows: “Is X € X = {x1,22}?” The latter tree, similar
to that of linear search, characterizes the scenario of guesswork. The tree
encapsulates a strategy in which one sequentially guesses x1, x2, and so on,
until 5.

where in this case, pg (k) is the probability of the kth guess
being correct, given that ¥ = y. The optimal guessing
strategy is simply to guess in decreasing order of conditional
probability px|y (x|y). Arikan [4] obtained upper and lower
bounds on the guesswork and its positive moments, in this
scenario as well as in the case without side information.
Further work on guesswork in the classical setting has been
done in [5]-[12].

In this paper, we consider a natural generalization of the
above guessing problem to the case in which the classical
side information is replaced by quantum side information.
This generalization was first considered in [13]. In this case,
the guesser (say, Bob) holds a quantum system B, instead
of a classical random variable (or equivalently, a classical
system) Y. Here, the joint state of X and B is given by
a classical-quantum (c-q) state, which we denote as pxp
(see Section II for details). Suppose that Alice possesses
the classical system X containing the value of the letter z,
which is to be guessed by Bob. We define guesswork in the
presence of quantum side information to be the minimum
number of guesses needed, on average, for Bob to correctly
guess Alice’s choice, by performing a general sequential
protocol, as follows. Bob acts on his system B with a quantum
instrument, yielding a classical outcome & which he guesses,
as well as a post-measurement state on system B. If his guess
is incorrect, he performs another instrument on his system B
(possibly adapted based on his previous guess), and repeats the
protocol until he either guesses correctly or runs out of guesses
(which might be the case if he is allowed a limited number of
guesses K < |X)).

While the case of classical side information admits a very
simple optimal strategy (which amounts to simply sorting the
conditional probabilities p x|y (-|y) in non-increasing order and
guessing accordingly), the quantum case requires measurement
on the quantum system B, which potentially disturbs the state
of B, a priori complicating the analysis of the sequence of
guesses in the optimal strategy. We show in Section III-B,
however, that a general sequential strategy is in fact equivalent
to performing a single generalized measurement yielding a
classical random variable Y of outcomes and then doing the
optimal strategy using this Y as the classical side information.
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The earlier work [13] instead defined guesswork with quantum
side information as the latter quantity, i.e., a measured version
of the guesswork in the presence of classical side infor-
mation. We prove here that these definitions are equivalent,
and thus there is ultimately no difference between them, but
we consider the definition in terms of a sequential protocol
to be a more natural one. Moreover, the above-mentioned
equivalence is proved via an explicit construction, allowing
such a guessing strategy to be implemented sequentially. The
single-measurement protocol could in general involve making
a measurement with exponentially (in |X'|) many outcomes.
Hence it may be more efficient to implement it instead as a
sequence of (linearly-many) measurements with linearly-many
outcomes, as allowed by the above construction.

Moreover, we consider a slight generalization of the guess-
work in which Bob may make only K < |X| guesses in total,
and in which the “cost” of needing to make k guesses is given
by a vector ¢ = (c1,¢2,...,cx), which could be different
from (1,2,...,K), the latter of which corresponds to the
expected value. These generalizations can be better models
for certain situations; in the password-guessing example, e.g.,
Bob may be locked out after K guesses and hence is limited
to a small number of guesses, or perhaps one has to wait
after each guess before making another, and the time that one
waits increases with the number of incorrect guesses. We show
that this generalized situation (including the guesswork as
a special case) admits a semi-definite programming (SDP)
representation in which the number of variables scales as
|X|X, and hence smaller values of K yield smaller problems
and better scaling with |X|. See Section V for more on the
computational aspects of the guesswork.

One can consider a related task, in which one wishes
to maximize what is known as the “guessing probability”
Peuess(X |B) [14]. In this case, the guesser is given only one
attempt to guess the value of X (and hence is free to perform
any arbitrary measurement on his system B). The guessing
probability is related to the so-called conditional min-entropy
Huin(X|B) of the c-q state pxp. In some sense, we can
consider the guesswork to be an extension of the guessing
probability. However, the nature of the optimization being
done is different: instead of maximizing the probability of
success in one attempt, we minimize the total number of
guesses required. Therefore, the operations that a guesser
performs to minimize the guesswork may be very different
from those needed to maximize the guessing probability.
Some of the connections between these two tasks have been
investigated in [13].

Overview: In Section II, we formally describe the task of
guesswork with quantum side information. In Section III,
we define classical and quantum guessing strategies in a
unified framework, and Theorem 1 states that three classes of
quantum strategies are equivalent. In Section IV, we establish
one-shot and asymptotic entropic bounds on the guesswork,
using analogous bounds developed by Arikan for the case of
classical side information [4]. In Section V, we revisit the
idea that the guesswork may be formulated as a semi-definite
optimization problem (SDP) (originally discussed in [13]), and
we use such a representation to prove that the guesswork

Authorized licensed use limited to: Cornell University Library. Downloaded on August 03,2022 at 19:24:26 UTC from IEEE Xplore. Restrictions apply.



324 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 1, JANUARY 2022

in a concave function (see Section VII-A) and a Lipschitz
continuous function (see Section VII-B). We discuss the dual
formulation of the SDP in Section V-A, a resulting algorithm
to efficiently compute upper bounds in Section V-B, and we
present a mixed-integer SDP representation in Section V-C.
Section VIII shows two simple examples of the guesswork
involving the BB84 states and the Y states, and Section IX
provides a robustness result for using guesswork as a security
criterion.

II. STATEMENT OF THE PROBLEM

Alice chooses a letter x € X with some probability px (),
where X is a finite alphabet. This naturally defines a random
variable X ~ px(z). She then sends a quantum system B to
Bob, prepared in the state p%, which depends on her choice z.
Bob knows the set of states {p%, : © € X'}, and the probability
distribution {px(z) : © € X}, but he does not know which
particular state is sent to him by Alice. Bob’s task is to
guess z correctly with as few guesses as possible. From Bob’s
perspective, he therefore has access to the B-part of the c-q

state
Z pX

In the purely classical case, this task reduces to the follow-
ing scenario: Alice holds the random variable X ~ px(z),
and Bob holds a correlated random variable Y and knows the
joint distribution of (X,Y"). In this case pxp reduces to the

state
Z pX

In this case, if Bob’s random variable Y has value y, then an
optimal guessing strategy is to sort the conditional distribution
px|y (-ly) in non-increasing order so that

“)

z)|r)z|x @ pp-

z)e)zlx @Y pyix @) y)yly. (6

Y

(6)

and simply guess first x1, then xo, etc., until he gets it
correct [4]. We note that in the absence of side information,
Bob simply guesses in non-increasing order of px (-).

In the case in which Bob’s system B is quantum, he is
allowed to perform any local operations he wishes on B, and
then make a first guess x;. He is told by Alice whether or not
his guess is correct; then he can perform local operations on
B, and make another guess, and so forth. We are interested in
determining the minimal number of guesses needed on average
for a given ensemble {px(x),p%}scx and the associated
optimal strategy.

More generally, we allow Bob to make K guesses, with
possibly K < |X|. Formally, we assume that Bob always
makes all K guesses; any guess after the correct guess simply
does not factor into the calculation of the minimal number of
guesses (see Section III for a more detailed definition of the
minimal number of guesses). Thus, Bob makes a sequence of
guesses, g1,...,9K € Xff with some probability.

We could consider the scenario in which Bob makes a guess
x1, then learns whether or not the guess was correct, and uses
that information to make his second guess x2, and so forth.

x|y (1Y) > px iy (z2ly) > ... > pxjy (7)x1|y)

However, if Bob learns that his jth guess z; is correct, then
it does not matter what he guesses subsequently (it has no
bearing on the minimal number of guesses). If the guess is
incorrect, then his subsequent guesses do matter, and he should
make his next guess accordingly. Hence, in such a protocol,
the feedback about whether or not the jth guess is correct
does not help, and Bob might as well assume that each guess
is incorrect.

III. GUESSING STRATEGIES

When Alice chooses z* € X, a guessing strategy for Bob
outputs a sequence of guesses § = (g1,...,9K) € XK with
some probability pg +(glz*). Hence, formally, a guessing

strategy for X with K guesses is a random variable G on XK
that is correlated with X, such that the joint random variable
(X, é) has marginal X ~ px. Note that the definition of a
guessing strategy has no reference to the side information (if
any) to which Bob has access; instead, the side information
dictates the set of guessing strategies to which Bob has
access. This allows various types of side information to be
analyzed within a uniform framework; in particular, the set of
strategies available when Bob has access to some classical side
information Y is described in Section III-A, while the case of
quantum side information is described in Section III-B.

We are interested in the minimal number of guesses required
to guess =* correctly with a fixed sequence of guesses g. This
is defined as follows:

N(g,z") =
min{j:g; =2*} g;=a" forsome j=1,..., K 7
00 else,

where the outcome oo occurs when none of the K guesses are
correct. We can view N as a random variable taking values in
{1,2,...,K,00}. Given a guessing strategy G, the quantity
of interest is N (é,X ), the corresponding random variable.
We define

Sw(X) = {N(é, X): XG ~ pxé} (8)

to be the set of all possible random variables IV associated to
all guessmg strategles G with K guesses. We say two guessing
strategies G and G’ for X with K guesses are equivalent if

(G’ , X) = _(G, X L

Note that if G and G’ are two strategies with K guesses for
X that differ only in guesses made after guessing the correct
answer, then they are equivalent. This formalizes the notion
introduced at the end of the previous section: since guesses
made after the correct answer do not change the value of
N(g,x*), feedback of whether or not g; = «* can only lead
to equivalent strategies.

A. Classical Strategies

Consider a pair of random variables (X,Y’) where X has
a finite alphabet X and Y has a countable alphabet ). Alice
chooses z* € X (with probability px (z*)) and Bob is given
y € Y (with probability py | x (y|z*)). Bob’s task is to guess
x*. Since Bob’s sequence of guesses (g1, ...,gk) can only
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depend on z* via y, a classical guessing strategy G is any
random variable G such that the ordered triple (X,Y,G) of
random variables forms a Markov chain, which we denote as
X-Y — G. Hence, given a joint probability distribution pxy,
we define the set of random variables IV associated to classical
guessing strategies as follows:

SClassical(
K

{N(é,X) XY - é} C Sk(X).
9)

PxY) =

B. Equivalence of Quantum Strategies

Let us consider three classes of quantum strategies:

1)

2)

Measured strategy: Bob performs an arbitrary POVM
{Ey}ycy on the B system. Let Y be the random variable
with outcomes in a finite alphabet ) corresponding to
his measurement outcomes, i.e.

pyix(yle) = tr[Eypp], VeeX,ye).  (10)

Bob then employs a classical guessing strategy on
(X,Y). The set of random variables corresponding to
the possible number of guesses under such a strategy is
given by

S[l\geasured(pXB) = {N(é,X) - X-Y — C_j’

Y satisfies (10) for finite alphabet )

& POVM {Ey}yey}. (11)

We then observe that

S%easured(pXB) g SK(X) (12)

Ordered strategy: Bob performs a measurement with
outcomes in XX, which are identified with guessing
orders; i.e., if the outcome is (x1,...,2x) € XX, Bob
first guesses x1, then x2, and so forth. In this case, Bob
performs a POVM {Ej7} gea and the guessing strategy
G is distributed according to

PG x (dl) = tr[Ezpg). (13)

As above, we define

Sdered(h ) = {N(é,X) - (G, X) satisfy

(13) for some POVM {Eg}geﬂ} CSk(X). (14)
It is evident that

S[(%rdered (pXB) g S[l\geasured(pXB) (15)

because any such ordered strategy is a special type

of measured strategy (with ¥ = 63). However, any
measured strategy can in fact be simulated by an
ordered strategy. Suppose we have a measured strategy
with alphabet ), POVM {E,},cy, and G satisfying
X —Y —G. Then

P x (@%) = > pay @v)pyix(ylz)  (16)
yeY

= > pay@ly) w[Bypp], (A7)
yeY

3)
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where we have used the Markov property for the first
equality and (10) for the second equality.

Let By = Zyeypa|y(g|y)E Note {Ej }gEXK is
a POVM each element is positive semi-definite since
{Ey}yey is a POVM, and

Y Eg= > pay(@yE (18)
geXK geXK yey
=3 > pay@wE, =Y E, =15,
YyeY gex K yey
(19)

using again that { £, } ,cy is a POVM. Then substituting
the definition of Ej into (16) yields

pax (d2) = tr[Egp}] (20)
and hence (13) is satisfied with E = E. Therefore,
SOrdered(pXB) _ SMeasured(pXB). (21)

Sequential quantum strategy: Suppose that Alice chooses
2 (which occurs with probability px (x)), and hence Bob
has the state p%. To make his first guess, Bob chooses a
set of generalized measurement operators {Ma(cl)}me x
and reports the measurement outcome as his guess.
He gets outcome x; with probability

pex (21le) = M pp M (22)
and his post-measurement state is
1
MY pp MY, (23)

PG, |x (x1]z)
Note: in general, Bob could perform a unitary operation
U1 on his state before measuring it. However, this would
simply correspond to measuring with {M;l)Ul}me;(
instead. Hence, it suffices to simply consider a gener-
alized measurement {Mél)}ze x-
Then, after learning the outcome z;, Bob chooses
a new set of generalized measurement operators
{M; (o) }zex. Note that this set of measurement opera-
tors can depend on x;. Without loss of generality, we can
keep the same outcome set &', since Bob could set,
e.g. Mﬁlxl) = 0 to avoid guessing the same number
twice. Bob measures his state and gets the outcome x5
with probability

PG,y Gy x (2|21, 2)

1
. — Y (CIEZVR V(O Y ANV SCIESVANN
pG1|X(x1|x) I‘[ T2 x1 PB 1 T2 ]

(24)

Multiplying by pe, | x (z1|z) we see the joint distribution
is given by

palaz\x(ﬂ?h Talz)

— tr[Mgg‘xl)Mﬁ)p%Mﬁ)TMglxl)T]. (25)

To make his jth guess, we allow Bob to choose
a new set of generalized measurement operators
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{Ma(cjlxl"“’mj’l)}xex, which may depend on the previ-
ous j — 1 outcomes. Repeating the previous logic, in the
end we find that

PGy GaGr | X (T1, T2, .-, TR|T) =
tr[M:gfjlxhx%---vxK—l) .. M£§|$1)M£)p%

MOty Elenezse-0t) o (06)

Under such a strategy, the possible random variables
giving the number of guesses is given by

SSequenlial(pXB) = {N(CiX) :

(G, X) satisfy (26) for some collections of

measurement operators {Mglxl’””2""“1*1)}%6;(,
j=1,... K, x1,22,..., 0K € X}. 7

Theorem 1: Let pxp be a c-q state as defined in (4) and
K a natural number with K < |X|. Then

Sf{e;quential (PXB) _ S?(rdered (PXB) — Sjl\geasured (PXB )

We see that all three sets of random variables of the number
of guesses obtained from various classes of strategies all
coincide. Hence, we call the single class that of quantum
strategies, denoted as S%“amum(p XB)-

Proof: The second equality was already stated in (21)
and proven before that, and so it remains to prove the first
equality. Consider a sequential strategy, with the notation of
point 3 above. Define

(28)

Eoyoonge 1= Mé}”Mg‘MH .. Méflxlxm%wqu—l)T
M£§\$17$27~..,$K—1) .. .Mgml)Mg). (29)
We see that E, . . = ATA for A =

K|y, 22, Tx— .. .
MElEvezse—a) Rl 3D g hence it is positive
semi-definite. Moreover,

> Eupwx=1Ip (30)
xl,...,xKeX
as can be seen by first summing (29) over =k, using
Z Mﬂ(éflm,12,~~~,9€K71)TMgEf\m,xz,m,IKa) =Ig @31

rrEX

since {Mélel’xz”“’zK’l)}xe;( is a set of generalized mea-
surement operators, and then similarly summing over zx _1,
TK_2,..., and finally x;. Let us write Ez where & =
(x1,...,2K) for By, 5.. We have shown that {Ez}zcxvx
is a POVM. Moreover,

PG Gy X (1, T2, .. T |2) = t[Eyy o pB]. (32)

Hence, Bob’s strategy is equivalent to simply performing
the single POVM {E;}zcyx once, obtaining an outcome
Z = (x1,...,2k), and then making z; his first guess, x2
his second guess, and so forth. That is, any such strategy can
be recast as an ordered strategy.

On the other hand, any such ordered strategy can be
reformulated as an adaptive strategy, by the following recursive

approach. Suppose that we are given {Eg}g For each

xr1 € X, define

cXxX K"

M -

by

T2,.... Kk EX

Exl,...,:c;( (33)

where we have chosen the positive semi-definite square root.
We have that

> MM =N (M) (34)
r1E€EX T1EX
=Y > Euax=Is 39

r1€EX x2,..., LK EX

and so {Mg)} forms a set of generalized measurement
. T1EX .

operators with outcomes in X'. Next, for each x; € X, corre-

sponding to obtaining outcome x; on the first measurement,

we define measurement operators {Mglxl)}me x by

M) = Wé?w >
z3

Eny .o (M)=1. (36)

£3,.., LK EX
Then
D (M) 37)
roEX
=MD Ee e (M) (38)
ro€X x3,..., s K EX
= (M) (M) (M) (39)
= Ip. (40)
Likewise, we define
3|z, 2 -1 1)y—1
M = [ )t Y
T4,..., TKEX
1/2
Erpenre (M) (ME) T @)
Then
> (M) 42)
T3EX
= (MEFNTH M DY D By

r3€X T4,..., sk €EX
() (a2

(43)
= (MZ) T (M2 (M ) (44)
= Ip. (45)
Repeating this process, we define
Ma(pelxl’x%'”’x"]’l)
7
= {umn ) )
D Boa
I(+1,...,IKEX
(M)~ Méfif‘”“’“"“““”)’l}1/2 (46)
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to obtain a generalized measurement operator for step ¢ (to
use when having obtained outcomes z1i,...,x¢—1 during the
previous steps). At the last step, ¢ = K, there is no sum,
namely

M(Klz1,z2,.xr—1)
Tk

- {(M

:gf;jll\xhxmm,xk—?))—l .. (Mﬁ )—1E
(Ma(c}))—l .. .Méf;ﬂthw-xk—@)—1}

X1, TK

1/2
. @7

Lastly, we check that by design, (29) holds. Thus, we can
work backwards from that equation and see that our newly

created adaptive strategy yields the same outcomes with the
same probabilities as the initial ordered strategy. ]

C. Success Metrics

Given a random variable X and a maximal number K of
allowed guesses, how do we measure the success of a guessing
strategy G? We will focus on expectations of N(G,X).
In particular, we consider the expected number of guesses
required to guess correctly:

K :

2ok=1 k- Pyia x)(R) i Py xy (00) = 0

00 if Py x)(00) > 0.
(48)

E[N(G, X)] —{

Here, py . X)(k;) is the probability that, for guessing strat-

egy G, the kth guess is correct. We also consider a general
cost vector ¢ = {c1,¢2, -+ ,cx} € (RU {oo})I*I with

0<ci<ca < <cal (49)

Then we define the modified expectation

[X|
EAN(G, X)) = 3 ety ().
k=1

Imposing a maximal number K < |X| of allowed guesses
is equivalent to choosing cx+1 = -+ = ¢|x| = 00, using the
convention oo - 0 = 0. Accordingly, we implicitly associate K
with C'in all the following via the rule that K’ = | X| if and only
if ¢|x| < oo, and otherwise K = min{i : ¢; = oo}. The case
K = |X| therefore corresponds to |X'| guesses being allowed,
each with finite cost, and the case K < |X| corresponds to
a limited number of allowed guesses, with a corresponding
infinite cost if the correct answer is not obtained in K guesses.

Given a c-q state pxp and a cost vector ¢ as in (49),
we define the generalized guesswork with quantum side infor-
mation as

Gz X|B), == inf Ez(N). (50)
NESIQ(uamum(pr)
Likewise, given a joint distribution pxy, let
Gz X|Y), := inf Ez(N). 51
( | )p Nesgassical (pXY) ( ) ( )
From the equality
SR pxp, K) = SEEpxn)  (52)
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of Theorem 1 it follows that

inf
E’y}yey

Gz(X|B), = Ga(X[Y ), (33)
where the infimum is over all finite alphabets )V and POVMs
{Ey}tyey and pxy (z,y) = px (z) tr[EypFE].

In the standard case in which ¢ = (1,2,...,|X]|), we define
the guesswork with quantum side information as

G(X|B) = G(X|B), := Gs(X|B), (54)

and likewise define G(X|Y), = Gz(X|Y), in the case of
classical side information Y.

Remark 2: In Ref. [13], guesswork with quantum side
information was defined by the right-hand side of (53) (with
¢ = (1,2,...,]X|)). Moreover, Proposition 1 of that work
shows that the infimum in (53) in that case may be restricted
to POVMs whose elements are all rank one.

IV. ENTROPIC BOUNDS

In this section, we use the results of Section III to obtain
one-shot and asymptotic entropic bounds on G(X|B) in terms
of measured versions of bounds known in the classical case.

A. One-Shot Bounds
In the case in which K = |X|, Arikan [4] showed that

1
T+ | exp(H] (X[Y),) < G(X[Y), < exp(H} (X[|Y),)
(35)

where H] (X|Y), for a € (0,1) U (1, 00) denotes the follow-
ing a-conditional entropy of a joint distribution pxy given
by

HL(X]Y) =

1/a
| > (Z ny(x,y)“> (56)

yeY \z€X

=sup [—Da(pxy||1x ® qv)] (57)

qy

where the supremum is over probability distributions gy on
Y, and D, is the a-Rényi relative entropy,

Da(pxllax) = ai 7l <pr(fc)“qx(fc)l_a>- (58)

The second equality of (56) follows from [15, Theorem 4].

Arikan’s bound (55) applies to each Gz(pxy,K) in
(53), and hence by minimizing over the POVMs {E, },cy,
we obtain

exp(H]"(X|B),) < G(X|B), (59)

1
1+ 1In|X|
< exp(H]'"M(X|B),),

2

where for a € (0,1) U (1,00), HLYM(X|B), is the
B-measured conditional a-Rényi entropy, defined by

(60)

inf  HI(X|Y),,

ySyey

HM(X|B), = . (61)
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where pxy(z,y) = px(z)tr[Eyp%] is the joint prob-
ability distribution obtained by measuring the B part
of pxp via {Ey}yey.

Remark 3: We may expand this quantity as

HIM(X|B), = inf _sup [~Dalpxy|llx ®qv)], (62)
yJye qy

where pxy is induced by the measurement of pxp. This
quantity seems to be different from the conditional entropy
induced by the measured Rényi divergence, namely

HL (X|B), = sup—DY (pxp|1x ®op),  (63)
B

where the supremum is over states on the B system, and for
any pair of states (p, o),

Dyl (pllo) := sup Da({tr[E:p]}:|[{tr[Ez0]}>)

zfz

(64)

is the measured a-Rényi divergence. Indeed, the latter quantity
may be expanded to obtain

H}u(X]B),
=sup inf [~Da({uBzpxplb:l (6B 1x © op)}.)].
(65)

From the min-max inequality, and the fact that collective
measurements on X B can simulate measurements on B alone,
we have

HT

b (X|B), < HIM(X|B),. (66)

B. Asymptotic Analysis

We can consider the asymptotic setting in which Bob
receives a sequence of product states p% = pg &R pg’,
with probability px (z1) - px(x,) and aims to guess the
full sequence & = (x1,...,x,). In this case, the problem is
characterized by the c-q state p§’5. The 1-shot bounds (59)

give us

1 1
— —In(1+n(X) + - HPM(XB) 0 ()
2

1
< = InG(X"B") on (68)

n

1
< E1{171\4 (anBn)p@” (69)

2

where H1™M(X™|Bm) pen can involve collective measure-
2 . .
ments on the system B". Taking n — oo, we obtain

1 1
lim —InG(X"|B"),en = lim ~H™(X"B"),en,

n—oo n n—oo N 2
(70)
assuming that the limit on the right-hand side exists.
Note that we can bound
1 1
—HIM(X"|B") jon <= inf HI(X"Y")0n (71
e T L
= inf HU(X|Y (72)
{Ey}yey %( | )I)
— H;M(X|B)p (73)

where the first inequality follows from the fact that product
measurements are a special case of collective measurements,
and the first equality follows from the additivity of the classical
Rényi entropy ([4, Proposition 1]), and the third by the
definition of H"™ (X|B) »- Moreover, by the data-processing
inequality [16],2

1 1~ ~
—H[M(X"|B") jon > —H] (X"|B") on = HL(X|B),,
n 2 n 2 2

(74)

where the conditional Rényi entropy H/ (C|D), of a bipartite
state o¢p is defined as

H](C|D), = sup [—5a(ocplllc ®@uwp)|, (75

with the optimization with respect to states wp and the
sandwiched Rényi relative entropy defined as [17], [18]:

1
a—1

The equality in (74) follows from the additivity of H 1
under tensor products (see, e.g., [19, Corollary 5.2]). Hencez,
we obtain

~ 1

H(X|B), < lim —InG(X"|B"),en < HVM(X|B),.

2 n—oo n 2

(77

In the classical case, (5), both the left and right-hand sides
reduce to

Do (X||Y) = In tr[(Y (1720)/e xy (1=2e)/a)ya] - (76)

HL(X[Y)y (78)

where p is the underlying classical distribution of (5). Hence,
these bounds recover Proposition 5 of [4].

V. SEMI-DEFINITE OPTIMIZATION REPRESENTATIONS
AND THEIR CONSEQUENCES

The task of calculating Gz(X|B), as defined in (50) can be
written as a semi-definite optimization problem, as was found
in [13]. In this section, we present a different derivation of that
fact yielding in (87) a representation dual to the one found
in [13]. In Section VII-A we use this representation to prove
that the guesswork G(X|B), is a concave function of the c-q
state px . In Section VII-B we likewise use this representation
to obtain a Lipschitz continuity bound on the guesswork. Then
in Section V-A we compute the dual SDP, recovering the one
obtained in [13]. In Section V-B we use this dual representa-
tion to develop a simple algorithm to obtain upper bounds on
the quantity. Lastly, in Section V-C, we formulate a mixed-
integer SDP representation of the problem, whose number
of variables and constraints scales polynomially with all the
relevant quantities (at the cost of adding binary constraints).
We also provide implementations of these SDP representa-
tions [20], using the Julia programming language [21] and the
optimization library Convex.jl [22].

Consider an ordered strategy G with a set of POVMs

{Ej}gexx. Then since p@X(g',x) = px(x)tr[Ezp%),
we have
CkpN(é,x)(k):Ck pr(x) Z tr[Ezpp) (79)
rxeX ffEXK
N(g,x)=k
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and hence

K
EE(N(éaX)):ZCk px(z) Z tr[Egpp]  (80)

k=1 rxeX g»eXK
N(G,xz)=k
+oe yopx(@) D tr[Egpp] 8D
reX §€XK
N(g,z)=0c
= > Y enGopx(@)tr[Epf]  (82)
geEXK zeX
= > u[R;Ey) (83)

gexx

where we define R; := Y . px (@)cn (5,005 for § € XK.

Thus,
G#X|B), = minimize > tr[RgE;f]
geX K
subject to E; >0 Vge XK
Y E;=13. (84)
geEXK

The expression in (84) clarifies that Ry has an interpretation
as a cost operator corresponding to the guessing outcome g.
Since ¢ v tr[R7Ej] is linear in each positive semi-definite
(matrix) variable Ey, G#(X|B), admits an SDP representa-
tion, given in (84). This program has |X'|¥X variables (each
dp X dp complex positive semi-definite matrices), subject
to one constraint. Note, however, since the cost vector € is
increasing, any guess h € XK with repeated elements is a
suboptimal guessing order. That is, if {Eg}zcx is a POVM
with E; # 0, and i’ € XX only differs from / by replacing
repeated elements such that R’ has no repeated elements, then
the POVM defined by

(85)
has > -c vx tr[RgE;] < >_geax tr[RgEg]. Hence, we may
restrict to the outcome space

XS ={Ge X" g #9;,Vi# 5} Cx”.
Note [X | = %, and in the case in which K = |X],
the set X'k is just the set of permutations of X'. Hence, (84) can
be re-written as the following smaller problem (with %J'K),
instead of |X|! constraints):

(86)

G#(X|B), = minimize > tr[RyE;g)
gexxy
subject to E; >0 Vge Xf
> Ez=1z (87
gexXx

Note that in the case coo = o0 and K < [|X], there
exists a finite solution if and only if there exists a POVM
{Eg}§€X: such that for all x € X and g € X;f with z & g,
we have tr[Egp}| = 0. Whether or not this holds depends
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on the particular state pxp. However, when co, < oo or
K = |X|, for any state pxp, the problem (87) has a finite
solution. Moreover, for any POVM { Ej} 7 XS the objective

gexx tr[R7E5] is finite. In the following, we restrict to
those two cases.

Remark 4: This optimization problem has the same form
as that of discriminating quantum states in an ensemble,
as described in, e.g., [23, Section 3.2.1]. Note, however, that
(1) the Ry are positive semi-definite but not normalized, and
(2) the case of having two copies of the unknown state
in the guessing framework does not correspond to R?Q.
Nevertheless, slight modifications to [23, Theorem 3.9] show
that a POVM {Ej} ¢ XK is optimal for (87) if and only if

Y=Y R;E; (88)

a K
gex;

satisfies Y < Ry for all § € Xf.

Remark 5: The set of POVMs is convex and since the
objective function is linear, any minimizer for (87) may be
decomposed into extremal POVMs which are also minimizers.
By [24, Corollary 2.2], any extremal POVM on a Hilbert space
of size dp has at most d% non-zero elements. Hence, there
exist minimizers of (87) with at most dQB non-zero elements
(even though | X, ;f | could be far larger than d%). Let S C X ;f
be a set of d} points such that there exists {Ej}ges with
Eg’ 2 0, ZQ’ES Eg’ = ]_B, and

G#(X|B), = tr[EzRg]. (89)
ges
Then (87) holds with X, ;f replaced by S, namely
G#X|B), = minimize > tr[RyE;g]
ges
subject to E;>0 VgeS

Z E:=1pg. (90)
ges

Note the “<” direction of the equality (90) is trivial, since
given a minimizer {E;}zcs for (90), simply extending it by
choosing E; = 0 for ¢ ¢ S gives a feasible point for the
optimization problem on the right-hand side of (87). The “>”
direction follows from the existence of the {E~§} ges described
above. We note here that it is nontrivial to identify the set .S.
In general, identifying the set S is as difficult as solving the
original problem in (87). However, applying a heuristic method
inspired by choosing a smaller set of constraints can lead to
useful upper bounds on the guesswork, which we describe in
Section V-B.

A. The Dual Problem

Next, we compute the dual problem to (87), in the case
K = |X| or ¢o < 00. Consider the Lagrangian

ﬁ((E§)§€X£7()‘§)§€X£7V): Z (R, Eg)
gexXx

O
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-y <A§,E§)+<u, > E§—13> (92)
gexk gexXx
= > (Rg—Xj+v.Ey) —ul] 93)
gexk

where we have introduced the Hilbert—Schmidt product
(A, B) = tr[ATB], and where \; > 0 is the dual variable
to the inequality constraint Ez > 0, and v = vl is the
dual variable to the equality constraint ). XK £y = 1p.
As shown in, e.g., [25], the primal problem (87) can be
expressed as

(Eﬁrilenxg ,\glzao),{u ﬁ((E§)§EX£a (/\§)§EX§7V) 94)
while the dual problem is given by
Jmax Egn)ﬂienxg L((Eg)gexs, Aggexs,v). (99
If Rj— g+ v # 0 forany § € XL, then the inner
minimization in (95) yields —oo. Hence,
(En)ﬂ}ilxg L((Eg)gexs: (Ag)gexs V)

2 K
_ )@ Rz —Xg+v#0 g e X} 96)
—tr[v] else

The constraint Ay > 0 and Rz — A7 + v = 0 imply the

semi-definite inequality —v < Rz Writing ¥ = —v and
maximizing over Az > 0, (95) becomes
maximize tr[Y]
subject to Y = yT
Y <R; VjeXi 97)
Since (87) is strictly feasible (e.g., E7 = 1B|XK| is a

strictly feasible point) by Slater’s condition, strong duahty
holds. Hence, (97) obtains the same optimal value as (87).
The formulation of the problem as given in (97) was previously
found in the work [13, Proposition 3]. In contrast to the primal
SDP (90), the dual problem has a single variable Y subject to
|X ;f | constraints.

B. A Simple Algorithm to Compute Upper Bounds

The dual form of the SDP can be used to generate upper
bounds on Gz(X|B), simply by removing constraints. This
provides an algorithm to find an upper bound on the objective
function: Decide on some number of constraints x to impose
in total. Then,

1) Initialize an empty list L = {} corresponding to con-

straints to impose.

2) Set Y to be the identity matrix, as a first guess at the
optimal dual variable.

3) If Y satisfies ¥ < Ry for all § € X;f, then Y
is the maximizer of the dual problem (97), and the
optimization is solved. Otherwise, find § € X ff such
that Y £ Rz, and add § to the list L.

4) Solve the problem

maximize tr[Y]
subject to Y = YT

Y<R; Vjel (98)

and set Y to be its maximizer.
5) Repeat steps 2 and 3 until the list L has length .
6) Solve the problem one last time, and return the output.

In order to find a constraint that Y violates, a heuristic
technique such as simulated annealing can be used. Moreover,
in the case that there are too many constraints to fit into
memory or check exhaustively, using an iterative technique
(such as simulated annealing) is essential. If this algorithm
was continued (without imposing a limit on the total number
of constraints k to impose), it would eventually yield the true
value Gz(pxp, K). When a total number of constraints is
limited, it provides an upper bound (since it is a relaxation
of (97)).

However, even with a limit x on the total number of
constraints, this algorithm can in theory yield the true value
Gz(X|B),. Note that the dual problem to (90) is

maximize tr[Y]
subject to Y = YT

Y <R; Vjes (99)

where S C X, ff has |S| = d% and is described in the remark
above. Hence, if L in (98) equals S, then the algorithm finds
the true value Gz(X|B),, not just an upper bound. Thus,
k = d% suffices if the constraints § can be chosen precisely to
obtain L = S. In general, finding S is as difficult as solving the
original problem. Nonetheless, this motivates why choosing a
relatively small value of x (such as d%) can still yield good
upper bounds.

C. A Mixed-Integer Reformulation

The problem of computing Gz(X|B), can be formulated
another way as a mixed-integer SDP, i.e., an SDP that has
additional integer or binary constraints. Consider a POVM
{F;}}L, with M outcomes. When outcome j is obtained, Bob
guesses in some order §\/) € X X Then consider the problem

D

2EX ,j=1,...,M
F;>0 j=1,...,M,
gPext j=1,....M,

M
> Fj=15p.
j=1

We note that in the above, the variables to be optimized over
are both the POVM {F; };‘il and the guessing orders {7/},
corresponding to each POVM outcome. This optimization
is not an SDP, since the dependence on the optimization
variables {g)}}L, and {F}} is not linear, and §¥) e XX
is a discrete constraint. Consider, however, the case that

= |X|. With this assumption, we will be able to remove the

minimize px ()en (50 2) T[]

subject to

(100)

Authorized licensed use limited to: Cornell University Library. Downloaded on August 03,2022 at 19:24:26 UTC from IEEE Xplore. Restrictions apply.



HANSON et al.: GUESSWORK WITH QUANTUM SIDE INFORMATION

nonlinearity although not the discrete variables. This yields a
mixed-integer SDP: an optimization problem such that if all
integer constraints were removed, the result would be an SDP.
We proceed as follows.

Under the condition K = |X|, we may restrict to consid-
ering guessing orders that are permutations without loss of
generality; other guessing orders have repeated guesses, which
can only increase the value of the objective function. In this
case, the outcome oo never occurs, and for each g € S| x|
the quantity (cy(g,2))zcx satisfies

(en(ga))oex =G (c), (101)

where §~! is the inverse permutation to g, and ¢ = (c)K |
is the cost vector (without co). Here, S,, is the set of per-
mutations on {1,...,n}. Let PY) be an |X| x |X| matrix
representation of the permutation §)~1. Then (PW¢), =
Zye e P;gg,)cy = CN(g,z)- Hence, the optimization (100) can
be reformulated as

minimize Z DX (x)Pl(,Jy) ¢y tr[F;p%]
T,yE€X j=1,..,M

subject to  F; € My, Vje[M],
P e{0,1}, Vje[M],z,yeXx
F; >0 VYje[M],

M
> Fj=1p
j=1

S PW =1, VjeM,yex
reX

Y PO =1, VjeMzeX
yeX

(102)

Note that all the constraints are semi-definite or linear,
except that each element Pa%) is a binary variable: Pg/) S
{0,1}, which is a particularly simple type of discrete con-
straint. The non-linearity in the objective function, however,
persists. To remove this, we take advantage of the fact that
the Pzﬁy) are binary. In particular, [26, Equations (22)—(24)]
provide a clever trick to turn objective functions with terms of
the form zx where z is a binary variable and x a continuous
variable into objective functions of a continuous variable y
subject to four affine constraints (in terms of = and z), as long
as z is bounded by known constants. We reproduce this
argument in the following.

We first write the objective function entirely in terms of
scalar quantities:

>

z,yeX,jE[M]

> 2

kteldp] x,yeX,j€[M]

x(@)PY)e, trlFy ]

px (@) (p%)kecy P (Fy) o (103)

Let ¢ = (Fj)e and z = ngi) € {0,1}. Then |z| <
tr[F;]/2 < dp/2. Then =5 := —dp/2 and zy = dp/2
constitute lower and upper bounds to z, respectively. Hence,
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the following four inequalities hold trivially:
z(x —xp) >
(z—=1)(x—=2y) > 0,
z(x —zy) <0,
(= 1)@ —21) <0 (104)
Now, let y = xz. Then we have
y—zwr >0,
Yy—=ry >x— TuU,
y—zay <0,
y—zrp <x—xL. (105)

On the other hand, let us remove the constraint y = xz, and
consider y as another variable. Then if z = 0, the first equation
of (105) implies that y > 0, while the third implies y < 0,
so y = 0. On the other hand, if z = 1, then the second equation
of (105) implies that y > z while the fourth implies that
y < x. Hence, either way, y = xz. Thus, (105) is equivalent
to y = xz.

With this transformation, (102) can be reformulated as the

following.
minimize Z Z pPx (a?)(sz)szy Yxylkj
kteldp] z,ye X, j€[M]
subject to  Fj € My, Vje[M],

Yaylksj ERv Vx,y € ngvk € [dB]vj € [M]v

P{) €{0,1}, Vje[M],z,yeX
Fy >0  Vje[M],
M
>_Fi=1s,
j=1
Y PY =1 Vje[MyeAx,
reX
Y P =1Vje[M,zeX,
yeXx
d
Yxylksj +P3%) 2B = Oa
d d
Yoylki — ngg/)? > (F )Zk - 737

d
Yoylki — ng )_B < O

d d
Yayekj + PQS‘L)T < (Fj)ex + 73 (106)

where the last four constraints hold for Vz,y € X, ¢,
k € [dp], and j € [M]. This is a mixed-integer SDP, with
a number of constraints and variables that is polynomial in
M, dg,|X|. Moreover, if M > d?,, then as follows from the
remark below (87), the mixed-integer SDP (106) obtains the
same optimal value as (87), namely Gz(px g, |X|), using that
K = |X|. Note, however, that mixed-integer SDPs are not
in general efficiently solvable; they encompass mixed integer
linear programs, which are NP-hard. However, in practice they
can sometimes be quickly solved. Since the original SDP
formulation (87) involves an exponential (in |X'|) number of
variables (or an exponential number of constraints in its dual
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formulation (97)), Eq. (106) may provide a more practical
approach in some cases because it instead has a polynomial (in
|X'|) number of variables. Mixed-integer SDPs can be solved
in various ways; in the code accompanying this paper [20],
the problem (106) is solved using the library Pajarito.jl [27],
which proceeds by solving an alternating sequence of mixed-
integer linear problems and SDPs.

VI. THE ELLIPSOID ALGORITHM

The ellipsoid algorithm (see, e.g., [28]) provides a theo-
retical proof that under a strict feasibility assumption, semi-
definite programs can be solved in time that scales as a
polynomial in: the number of scalar variables and constraints,
the logarithm of a 2-norm bound on the feasible points,
In(1/e) where ¢ is the solution tolerance, and the maximum
bit length of the scalar entries of the objective and constraints
(see e.g. [29, Theorem 4]).

In fact, the ellipsoid algorithm applies quite generally to
the optimization of a linear objective function over a convex
feasible region (which could be described by a domain and
constraint functions). The ellipsoid algorithm only requires a
separation oracle for the feasible region, a subroutine which
either asserts that a given point lies within the feasible region,
or provides a separating hyperplane between the given point
and the feasible region. When the separation oracle can be
evaluated in polynomial time, the overall ellipsoid algorithm
runs in polynomial time as well (see [28, Corollary 4.2.7]).

In the case of a single positive semi-definite constraint,
eg. Y > 0, a simple separation oracle is given by
computing the eigendecomposition of Y and checking if
all of its eigenvalues are non-negative. If so, it returns

that Y is indeed feasible, and otherwise returns the
matrix C := Udiag(f(M),...,f(Aa))UT where Y =
Udiag(\1,...,\q)UT is the eigendecomposition of Y, U is
unitary, Ap,...,\q are the eigenvalues, and f(z) = 1 if

x < 0 and f(z) = 0 otherwise. This matrix has the properties
that C > 0, [|Cllae = 1, and tr[CTY] = 20, FO)N =
D in<oNi < 0.

In the case of the dual problem (97) with K = |X|, we have
| X'|! positive semi-definite constraints. Thus, we cannot check
all of them together in polynomial time.

The feasibility problem Y < R, for each 7w € S| x| can be
written as the following mixed-integer non-linear problem,

7 := minimize (1, <Z(Pc)sz(x)p’fg - Y) )

reX
subject to ZPU = Z Pj;=1
i€X jex
P,; €{0}, i,jeXx
Y e ClB

where n > 0 if and only if ¥ < R, for all 7 € SIX\’
using that a matrix M satisfies M > 0 if and only if
(¢, Map) > 0 for all ip € C95. Since the convex hull of
the permutation matrices is given by the doubly stochastic
matrices, the discrete constraints can be relaxed, yielding the

following reformulation

n = minimize (), (Z (De)opx (2)p% — Y) )

reEX
subject to ZDU = Z D =1
i€X jex
D;; >0, i,je€X
P e C. (107)

If » > 0, then Y is feasible. Otherwise, the opti-
mal value D* can be decomposed as a convex combina-
tion of permutations, D* = Zz o; P;, and we must have
> o (Pic)apx (x)ph 2 Y for some P;, using that the objective
is an affine function of D. The problem (107) can be solved by
global non-linear optimization solvers such as EAGO.jl [30]
or SCIP [31], but not in general in polynomial time.

At each iteration of the ellipsoid algorithm, one must
evaluate the separation oracle for some Hermitian matrix Y.
In order to avoid solving (107), one may attempt to prove the
feasibility or infeasibility of a point ¥ by other means. For
example, one may search over permutations 7 heuristically,
in order to find R, such that Y £ R.. If such a permutation
can be identified, then Y is not feasible, and the problem (107)
does not need to be solved. Likewise, if one can show that for
some k € (1,...,]X]),

>

xeX\{xq,,x%}
V(z1,...,zp) € X5 (108)

k
Y < xmipn i+

i=1

PePB

then Y must be feasible, and again (107) does not need to be
solved. The number of comparisons required scales as |X|*;
for small choices of k, this provides an efficient check for
feasibility (which may, however, be inconclusive).

A. Numerical Comparisons

We compare numerical implementations of several of the
above algorithms on a set of 12 test problems. The code for
these experiments can be found at [20]. Each problem has
p = u, the uniform distribution w := (1/|X],...,1/|X]), for
simplicity. The states are chosen as

1) Two random qubit density matrices

2) Two random qutrit density matrices

3) Three pure qubits chosen equidistant within one plane
of the Bloch sphere (the qubit trine states), i.e.

cos (j%”) |0) + sin (]%’T) 1),

4) Three random qubit density matrices
5) Three random qutrit density matrices
6) The four BB84 states, |0),|1), and |+) = \/ii(|0) +(1))

as well as the “tensor-2” case of

J=123

{p®o:poeS} (109)

for each of the six sets S listed above, corresponding to the
guesswork problem with quantum side information associated
to p}e}%, where pxp is the state associated to the original
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guesswork problem with quantum side information. The ran-
dom states were chosen uniformly at random (i.e. according
to the Haar measure).

The exponentially-large SDP formulation (and its dual),
the mixed-integer SDP algorithm, and the active set method
were compared, with several choices of parameters and under-
lying solvers. The mixed-integer SDP formulation was eval-
uated with M = dp (yielding an upper bound), M = d%
(yielding the optimal value), with the Pajarito mixed-integer
SDP solver [27], using Convex.jl (version 0.12.7) [22] to
formulate the problem. Pajarito proceeds by solving mixed-
integer linear problems (MILP) and SDPs as subproblems, and
thus uses both a MILP solver and an SDP solver as subcompo-
nents. Pajarito provides two algorithms: an iterative algorithm,
which alternates between solving MILP and SDP subproblems,
and solving a single branch-and-cut problem in which SDP
subproblems are solved via so-called lazy callbacks to add
cuts to the mixed-integer problem. The latter is called “mixed-
solver drives” (MSD) in the Pajarito documentation. We tested
three configurations of Pajarito (version 0.7.0):

(cl) Gurobi (version 9.0.3) as the MILP solver and
MOSEK (version 8.1.0.82) as the SDP solver, with
Pajarito’s MSD algorithm,

(c2) Gurobi as the MILP solver and MOSEK as the

SDP solver, with Pajarito’s iterative algorithm, with
a relative optimality gap tolerance of 0,

(o)  Cbc [32] (version 2.10.3) as the MILP solver, and
SCS [33] (version 2.1.1) as the SDP solver, with
Pajarito’s iterative algorithm.

Here, ‘c’ stands for commercial, and ‘0’ for open-source.
In the configuration (c1), Gurobi was set to have a relative
optimality gap tolerance of 10> and in (c2), a relative opti-
mality gap tolerance of 0. In both configurations, Gurobi was
given an absolute linear-constraint-wise feasibility tolerance
of 1078, and an integrality tolerance of 10~ These choices
of parameters match those made in [27]. Cbc was given an
integrality tolerance of 1078, and SCS’s (normalized) primal,
dual residual and relative gap were set to 1076 for each
problem. The default parameters were used otherwise. Note
the MSD option was not used with Cbc, since the solver does
not support lazy callbacks.

For the (exponentially large) SDP primal and dual formula-
tions, the problems were solved with both MOSEK and SCS,
and likewise with the active-set upper bound.

The active set method uses simulated annealing to iteratively
add violated constraints to the problem to find an upper
bound, as described in Section V-B, and uses a maximum-
time parameter ¢« to stop iterating when the estimated time
of finding another constraint to add would cause the running
time to exceed the maximum-time.' This provides a way to
compare the improvement (or lack thereof) of running the
algorithm for more iterations. The algorithm also terminates
when a violated constraint cannot be found after 50 runs of
simulated annealing (started each time with different random

I'The maximum time can still be exceeded, since at least one iteration must
be performed and the estimate can be wrong.
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initial conditions). Here, the problems were solved with three
choices of tyax, 20s, 60s, and 240s.

The exact answer was not known analytically for most of
these problems, and so the average relative error was calcu-
lated by comparing to the mean of the solutions (excluding
the active-set method and the MISDP with M = dg, which
only give an upper bound in general). For the cases of the
BB84 states and the Y-states, where the solution is known
exactly (see Section VIII), the solutions obtained here match
the analytic value to a relative tolerance of at least 1077,

The problems were run sequentially on a four-core desktop
computer (Intel i17-6700K 4.00GHz CPU, with 16 GB of
RAM, on Ubuntu-20.04 via Windows Subsystem for Linux,
version 2), via the programming language Julia [21] (version
1.5.1), with a 5 minute time limit. The results are summa-
rized in Table I, and presented in more detail in Table II
and Table III.

One can see that the MISDP problems were harder to solve
than the corresponding SDPs for these relatively small problem
instances. The MISDPs have the advantage of finding extremal
solutions, however, in the case M = dp, and may scale better
to large instances. Additionally, the active-set upper bound
performed fairly well, finding feasible points within 20 % of
the optimum in all cases, with only ¢n.x = 20s, and often
finding near-optimal solutions. It was also the only method
able to scale to the largest instances tested, such as two
copies of the BB84 states (which involves 16 quantum states
in dimension four, and for which the SDP formulation has
16! variables.). In general, the commercial solvers performed
better than the open source solvers, with the notable exception
of the active-set upper bound with MOSEK, in which two
more problems timed out than with SCS. This could be due
to SCS being a first-order solver which can therefore possibly
scale to larger problem instances than MOSEK, which is a
second-order solver.

VII. PROPERTIES OF GUESSWORK WITH
QUANTUM SIDE INFORMATION
A. Concavity of the Guesswork

Proposition 6: For each cost vector ¢ and K < |X],
the function

from the set of c-q states of the form (4) to R>o U {co},
is concave.

Proof: For g € Xff, and pxp a c-q state, the quantity
R; = wex PX(T)CN(g.0)PF can be expressed as

Rgztrxl<z CN(F.2) TN X ®IB> pXB‘| (111)

reX

and hence is linear in px g. Then for each POVM (Ej) gex s

pxp Y tr[RCE]
gexXx

(112)
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TABLE I

COMPARISON OF AVERAGE RELATIVE ERROR AND AVERAGE SOLVE TIME FOR THE 12 PROBLEMS DISCUSSED ABOVE. A PROBLEM IS CONSIDERED
“TIMED OUT” IF AN ANSWER IS NOT OBTAINED IN 5 MINUTES, AND “ERRORED OUT” IF THE SOLUTION WAS NOT OBTAINED DUE TO ERRORS
(SUCH AS RUNNING OUT OF RAM). THE AVERAGE RELATIVE ERROR, WHICH WAS ROUNDED TO TWO DECIMAL DIGITS, AND THE
TIME TAKEN ARE CALCULATED ONLY OVER THE PROBLEMS WHICH WERE SOLVED BY THE GIVEN ALGORITHM AND CHOICE OF
PARAMETERS. “MISDP (dg)” REFERS TO THE CHOICE M = dpg, AND LIKEWISE “MISDP (dQB)”

REFERS TO THE CHOICE M = dQB

Algorithm Parameters average rel. er-  average time number solved  number timed number errored
ror out out
MISDP (dp) Pajarito (c1) 0% 23.74s 6 6 0
Pajarito (c2) 0% 24.03s 6 6 0
Pajarito (o) 0% 45.05s 6 6 0
MISDP (d%) Pajarito (c1) 0% 35.27s 5 7 0
Pajarito (c2) 0% 27.97s 4 8 0
Pajarito (o) 0% 131.35s 4 8 0
SDP MOSEK 0% 8.99s 8 3
SCS 0% 9.08s 8 3
SDP (dual) MOSEK 0% 8.74s 8 3 1
SCS 0% 8.59s 8 3 1
Active set upper bound tmax = 208 6.80 % 16.08 s 10 2 0
(MOSEK) tmax = 608 6.79 % 19.03s 10 2 0
tmax = 2405 6.80 % 26.17s 10 2 0
Active set upper bound tmax = 208 6.09 % 33.24s 12 0 0
(SCS) tmax = 608 6.09 % 35.78s 12 0 0
tmax = 2405 6.09 % 34.30s 11 1 0
TABLE I

THE INDIVIDUAL TIMINGS FOR EACH ALGORITHM AND CHOICE OF SETTINGS ON PROBLEMS (1)—(3), AND THE CORRESPONDING “TENSOR-2” PROB-
LEMS DISCUSSED AT (109). FOR EACH ALGORITHM, THE RUNNING TIME OF THE ORIGINAL PROBLEM IS GIVEN FOLLOWED BY THE RUNNING
TIME ON THE “TENSOR-2” PROBLEM, E.G. THE SDP FORMULATION WITH MOSEK ON THE TWO RANDOM QUBITS PROBLEM WAS
SOLVED IN 8.69 SECONDS, AND IN 8.84 SECONDS FOR THE CORRESPONDING TENSOR-2 PROBLEM. “TIMEOUT” IS WRITTEN
WHENEVER THE PROBLEM WAS NOT SOLVED WITHIN 5 MINUTES. FOR THE ACTIVE SET ALGORITHMS, THE RELATIVE
ERROR IS ALSO GIVEN FOR EACH PROBLEM IN PARENTHESIS. NOTE THAT THE MISDP FORMULATION WITH
M = dp Is ALSO ONLY KNOWN TO BE AN UPPER BOUND, BUT A RELATIVE ERROR OF LESS THAN 1075 IN
EACH INSTANCE, SO THE RELATIVE ERRORS ARE OMITTED. LASTLY, THE RELATIVE ERROR IS WRITTEN AS
? % IN THE CASE THAT ONLY AN UPPER BOUND WAS OBTAINED

Algorithm Parameters Two random qubits Two random qutrits Y-states
MISDP (dg) Pajarito (cl) 23.63 s, timeout 23.60 s, timeout 23.56 s, timeout
Pajarito (c2) 22.99s, timeout 23.31s, timeout 23.21s, timeout
Pajarito (o) 23.47 s, timeout 24.77 s, timeout 26.15 s, timeout
MISDP (dQB) Pajarito (cl) 24.49 s (0.00 %), timeout 31.40s (0.00 %), timeout 26.27 s (0.00 %), timeout
Pajarito (c2) 25.02s (0.00 %), timeout 31.395s (0.00 %), timeout 29.08 s (0.00 %), timeout
Pajarito (0) 26.54s (0.00 %), timeout 212.79's (0.00 %), timeout 141.14's (0.00 %), timeout
SDP MOSEK 8.69s, 8.84s 8.78s, 9.23s 9.33s, timeout
SCS 9.00s, 8.90s 8.44s, 11.225 8.98 s, timeout
SDP (dual) MOSEK 8.465s, 8.63s 8.54s, 8.83s 9.11s, timeout
SCS 8.76s, 8.32s 8.335s, 9.20s 8.74 s, timeout
Active set upper bound tmax = 20s 8.76s (19.5 %), 8.89s (19.5 %), timeout 9.72s (0 %), 34.25s (? %)
(MOSEK) 10.41s (1.5 %)
tmax = 60s 10.91s (19.5 %), 8.87s (19.5 %), timeout 9.66s (0%), 31.00s (? %)
10.41s (1.9 %)
tmax = 240s 9.47s (19.5 %), 8.90s (19.5 %), timeout 9.81s (0%), 30.26s (? %)
10.40s (1.5 %)
Active set upper bound tmax = 20s 9.04s (19.5 %), 8.70s (19.5 %), 9.23s (0%), 82.84s (? %)
(SCS) 10.92s (1.5 %) 101.06s (1.1 %)
tmax = 60s 9.07s (19.5 %), 8.66s (19.5 %), 9.18s (0%), 50.79s (? %)
10.22s (1.9 %) 32.94s (1.2 %)
tmax = 240s 9.04s (19.5 %), 8.79s (19.5 %), 9.31s (0%), 37.36s (? %)
10.02s (1.9 %) 22.69s (1.2 %)

is linear in px p. The arbitrary infimum of concave functions, where the minimum is taken over all POVMs on system B
and in particular linear functions, is concave, and hence with outcomes in X;f , 1S concave. |
Go(X|B), = 0 Z tr[R2E] 113) Remark 7: .Theorem 6 carries over to guesswork without

¢ P By gl side information, G(X ?, which simply correqunds to the

7 geX case that p}, = pp is independent of z € X. Since G(X)
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TABLE III

THE INDIVIDUAL TIMINGS FOR EACH ALGORITHM AND CHOICE OF SETTINGS ON PROBLEMS (4)—(6). SEE TABLE II FOR A DESCRIPTION OF THE
QUANTITIES SHOWN. HERE, “ERROR” MEANS THE SOLUTION WAS NOT OBTAINED DUE TO AN ERROR (SUCH AS RUNNING OUT OF MEMORY)

Algorithm

Parameters

Three random qubits

Three random qutrits

BB84 states

MISDP (dp)

MISDP (d%)

Pajarito (cl)
Pajarito (c2)
Pajarito (0)

Pajarito (cl)
Pajarito (c2)
Pajarito (o)

23.63 s, timeout
23.17 s, timeout
27.11s, timeout

25.82s (0.00 %), timeout
26.38 s (0.00 %), timeout
144.93 s (0.00 %), timeout

24.49 s, timeout
26.50s, timeout
95.01 s, timeout

timeout, timeout
timeout, timeout
timeout, timeout

23.51 s, timeout
25.01 s, timeout
73.80 s, timeout

68.355s (0.00 %), timeout
timeout, timeout
timeout, timeout

8.82 s, timeout 8.87s, error
8.46 s, timeout 8.54 s, error
8.55s, timeout 8.62s, error
8.25s, timeout 8.23 s, error

9.50s (5.8 %), timeout
9.45s (5.8 %), timeout

9.45s (5.8 %), timeout

9.67s (5.8 %),

9.51s (0%), 27.72s (2 %)
9.77s (0%), 66.47s (2 %)

9.495s (0 %),
133.81s (? %)

9.09s (0 %), 28.76s (? %)

SDP MOSEK 9.35 s, timeout
SCS 9.09 s, timeout
SDP (dual) MOSEK 9.14 s, timeout
SCS 8.86's, timeout
Active set upper bound tmax = 20s 9.73s (1.3 %),
(MOSEK) 32.295 (?%)
tmax = 60s 9.69s (1.3 %),
24.12s (? %)
tmax = 2405 9.69s (1.3 %),
30.42s (? %)
Active set upper bound  tmax = 20s 9.445s (1.3 %),
(SCS) 35.665s (? %)
tmax = 60s 9.44s (13 %),
54.60s (? %)
tmax = 2405 8.895s (1.3 %),

75435 (2 %)

84.43s (?%)

9.11s (5.8%),
155.51s (? %)

9.01s (5.8 %), timeout

9.29s (0%), 70.57 s (? %)

9.155 (0 %),
177.64s (2%)

is manifestly symmetric under permutations of the density
px, this proves that G(X) is a Schur concave function of
the distribution px (i.e., decreasing in the majorization pre-
order; see, e.g., [34] for an overview of majorization and Schur
concave functions). Consequently, the work [35] provides an
algorithm to calculate local continuity bounds for G(X).

B. Continuity of the Guesswork
Proposition 8: For each cost vector ¢ and K < |X/|, such
that either co, < 0o or K = |X|, the function

PXB HG@(XLB);, (114)

from the set of c-q states of the form (4) to R>g, is Lipschitz
continuous, satisfying the bound

|G=(X|B), — Ga(X|B)s| < kllpxp —oxgplli.  (115)

for any c-q states pxp and oxp, where k = ¢ if K < |X]|,
and Kk = ¢y if K = |X].
Proof: Define

Fox B, {Eglgexs) = > tr[REE].
gext

(116)

Then, by linearity (as discussed in the proof of Theorem 6),

Flox B, {Egtgenr) — floxp, {Eg}gexs)

= > tr[R7E] (117)
gexk

= Z tr[trX[Cg])BAXB]Eg] (118)
gexk

using (111), where C%)B = D aex cN(@Ga)lTie| @ Ip = 0

and Axp = pxp — oxp. Since Cﬁng and Axp commute,

using the c-q structure of each, we have

f(pxB, {Eg}gexg) — floxs, {E_a}gexg)

= Y ulC@Axs(Ix ® Ey) (119)
gexXk
=tr|Axp Y. OL(Ix ® Ey) (120)
gexxy
Set
Fxp=Y COUx0E) =" engmle)el ® Ey.
gexx TEX Gexk
(121)

Since ¢y (7,0) < k for each z € X and g € X;f, we have
that Fixp < K)  cx dex;f |z)Xz| ® Eg in semi-definite
order. Performing the sums, we have Fxp < kIx ® Ip and
hence ||Fxp|lco < k. Thus,

f(pxB, {Eg}gexg) — floxs, {E_a}gexg)

= tr[AxpFxB] (122)
<||AxpFxgl1 (123)
< |Axal1 IFxBll (124)
< &llpxp —oxplh (125)

using Holder’s inequality in the second to last inequality.
Swapping pxp and oxp completes the proof. [ ]

VIII. SIMPLE EXAMPLES
A. BB84 States as Side Information

As an example, we consider the problem of calculating
guesswork when one has four uniformly distributed letters to
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guess from, each correlated to one of the four BB84 states [36].
That is,

1 4
PXB =] kz:; |x )X 2r]| x @ |Vr)Yk|B (126)

with the four [¢);)’s being chosen from {|0),|1),|+),|—)}.
This example is firmly in the quantum realm of guesswork,
as more information about the side information system B can
be obtained via a quantum measurement than a classical one
(in the computational basis, that is).

We establish an analytic upper bound on the guesswork by
considering a particular POVM and associated sequences of
guesses. We consider the POVM consisting of two orthogonal
projectors |0)(6| and |61)6~| with |0) := sin @ |0) +cos @ [1).
If the outcome corresponding to |6)0| is obtained, then we
guess in the order corresponding to (1,4, —,0). Similarly,
the guessing order corresponding to the other outcome A= is
(0, —, +,1), which is the reverse order.

By calculating the objective function of (87), we obtain

G(X|B) < %(1 cos®f +2- % (1 + sin26) +

3~%(1—sin29)+4~sin29) (127)

=1.75+ §sin2 6 — ls,in 26. (128)
2 4

With the aim of minimizing the guesswork, we choose
0 = %arctan%, and obtain the right-hand side of (127) as
% (10 — \/E) ~ 1.709430. Moreover, the SDP in (87) can
be solved numerically to obtain the same value, providing
a matching numerical lower bound; see [20] for the code
involved, including a high-precision demonstration using the
SDP solver SDPA-GMP [37] showing agreement to 200 digits.

We also consider a generalization of this example,
where the side information states are chosen from the set
{10}, 1), [9()) , [(=)) } where [¢(p)) = cos(¢/2) |0) +
sin(p/2) |1). The BB84 states are a special case of this
ensemble with ¢ = m/2. For each of these ensembles,
we compute the guesswork using our SDP formulation in (87).
The results are shown in Figure 2.

Furthermore, we can use this example to delineate the
difference, or gap, between guesswork with classical and
quantum information. There are two ways of reducing the
example of BB84 states to a classical setting: (a) restricting to
measurements in the standard basis {|0),|1)}, or (b) replacing
the side information states |+) and |—) with the maximally
mixed qubit state 7. In both of these cases, the side infor-
mation then takes the form of a random variable Y. The joint
probability distribution of variables XY is given as follows:

Y

X 0 1
1 174 | 0
T2 1/8 | 1/8
3 1/8 | 1/8
T4 0 1/4

Given either value of Y, one needs an average of 1.75
guesses. Hence in this classical analogue of the BB84 states,

1.75

1.74¢

§1.737

o)
S 172}

1.71¢

1.70 ‘
0 71'/2 T

¥

Fig. 2. The guesswork G (X |B) as a function of the parameter ¢, when X is
uniformly distributed over {1, 2, 3,4} and the corresponding side information
states are {]0)., 1), [¢:(¢2)) , [(—))}. where [¢h(i)) = cos(i2/2)[0) +
sin(y/2)|1). We see that for classical states, i.e., when ¢ = 0 or ¢ =
m, we obtain a maximum value of 1.75. For the BB84 states (¢ = m/2),
we achieve a minimum.

the guesswork is 1.75. This is higher than the lower value
(= 1.709) that can be achieved by quantum measurements.

B. Qubit Trine States as Side Information

In this example, we consider the problem of calculating
guesswork with three uniformly distributed letters to guess
from, each correlated to one of the three qubit trine states [38].
That is,

1 3
PXB = g kz::l |$k><$k|X Y |wk><wk|3 (129)

where [t)y,) = cos (k2F) |0) + sin (k2F) [1).

As in the previous example of the BB84 states, here too we
establish an analytic upper bound on the guesswork by con-
sidering a particular POVM. Consider that the measurement is
characterized by two orthogonal projectors |#)6| and |0 )6~ |
with |0) := cos@|0) + sin@ |1). For the sake of simplicity,
we restrict to 6 € [0,7/2]. For the outcome corresponding to
6, we guess in the order corresponding to (12,3, 1), and
for the outcome corresponding to -, we guess in the order
corresponding to (1, s, ¥2).

The objective function in (87) leads us to

G(X|B) < % : %(1 - (cos®(0 — 4w /3) + sin®(0 — 27/3))

+2- (0052 6 + sin® 9)
+3 - (cos2(0 — 27/3) + sin®(0 — 47 /3)) )

(130)

The guesswork G(X|B) is minimized by setting f/(6) = 0
where f(6) = cos?(0 — 27/3) 4 sin?(§ — 47/3). This leads to
0 = /4 and G(X|B) = (2 — 1/v/3) ~ 1.422649. The SDP
(87) is solved for this example as well, and the numerical
result shows agreement with the analytic upper bound up to a
relative tolerance of at least 10~7.
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Further, in this example, if we restrict to measuring in the
standard basis (mimicking the classical analogue of the side
information), then the average number of guesses needed is
1.5, in contrast to ~ 1.4227 guesses needed using the optimal
quantum measurement.

IX. GUESSWORK AS A SECURITY CRITERION:
CERTIFYING AN IMPERFECT KEY STATE

A primitive in any cryptography scheme is the establishment
of a secret key between two communicating parties. Quantum
key distribution (QKD) protocols can produce a certifiably
secure secret key by using pre-shared entanglement [39].
However, if the protocol is not implemented perfectly, as is
the case in realistic scenarios, then some information can
leak out to an eavesdropper. How secure is the key obtained
in this “imperfect” scenario? In other words, if there is a
small deviation from the ideal protocol, how does it affect
the security of the key? We address this question considering
the guesswork as a security criterion.

Consider two systems K and E, where K denotes the key
system and encodes the secret key, and FE is the system held by
the eavesdropper. An ideal key state is of the form mx ® pg
where 7 refers to the maximally mixed state on the key
system. This means that the eavesdropper can learn nothing
about the key with access to the E system alone. An imperfect
key, generally, is the joint state px . Consider the promise that
the imperfect key state is e-close to an ideal one in normalized
trace distance:

1
§|\pKE—7TK®pEH1 <e. (131)

For an ideal key state, the expected guesswork for the
eavesdropper is . ﬁk = |K£+1 where |K| indicates the
cardinality of the alphabet associated to system K. We have
the following result:

Theorem 9: For an imperfect key state satisfying the

promise in (131), the following bound on guesswork holds
IKI+1
2

G(K|E) > IKle. (132)

Proof: We apply the result of Lemma 10 below, which
holds for the case of guesswork with classical side information.
We know from Theorem 1 that a measured strategy for
guesswork is equivalent to a quantum strategy. Using that fact,
and by combining the promise §|pxr — Tk ® pg|1 < € and
the result in Lemma 10, we have (132). [ |

Theorem 9 provides a robustness guarantee that imperfect
key states continue to have near-maximal guesswork, if they
remain close to an ideal key state in normalized trace distance.

Our proof of the lower bound in (132), as given above,
is a consequence of the following extension of an analogous
result pertaining to guesswork, due to Pliam [40, Theorem 3].
Pliam’s inequality states that for any random variable X with
probability distribution px,

X +1
2

where G(X) denotes the guesswork and ux denotes the
uniform distribution.

1
G(X) < §|X|||Px—UXH1, (133)
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Lemma 10: For random variables X and Y, the following
bound holds for the guesswork:

X +1
2

X
G(XIY)S| ||Ipxy—ux @pyly,. (134)

2

Proof: Consider the case of a joint distribution pxy, with
conditional distribution px |y and marginal distribution py-,
and suppose that the value of y is fixed. Then we can invoke
Pliam’s bound (133) to find that

X+ 1 |X]

5 -GX[Y =y) < THpX|Y:y_uX||17 (135)
where the notation G(X|Y = y) indicates the guesswork
(without side information) of a random variable distributed
according to px|y (-|y). Taking the expectation of both sides
with respect to the random variable Y, we find that

X +1

5 ;py@)cxxw =) (136)
X

< %%:Py(y)}!pxww —ux||, (137)
X

= LJzy:pY(y)zm:‘ple(ﬂy) — ux(z)| (138)

= % S5 [pxy @lypy (9) — ux (@)py (v)] (139)

_ % Z Z Ipxy (z,y) — ux (x)py ()]

(140)
X
= % lpxy —ux @ py|l; - (141)
Using the fact that
(142)

D v (GX[Y =y) = GX[Y),

we can conclude the generalization of (133) in the presence
of classical side information

X +1 X

LGy < Bl sy —uxepvl, . a43)
This concludes the proof. [ ]
Remark 11: Note that Theorem 8 gives the following

continuity bound for the guesswork near 7x ® pg:

|G(K[E), — G(K|E)xgps| < 2¢|K], (144)

and hence

G(K|E), > |K|T+1

—2|K|e. (145)

Thus, the bound in (132) is slightly better than what we
obtain by employing Theorem 8.

X. OPEN QUESTIONS

Guesswork presents an operationally-relevant method to
quantify uncertainty, and has been relatively unexplored in the
presence of quantum side information. We hope our investiga-
tion opens the door to further analysis of the guesswork and
methods to compute it. In particular, our work leaves open the
following questions:
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Does equality hold in (74)? If so, the single-letter
expression

1
lim —InG(X"|B"),0n =

n—oo N

H!(X|B), (146)

holds, matching the classical case [4, Prop. 5].

Ref. [41] presented variational expressions for the mea-
sured Rényi divergences DX and showed how those
lead to efficient ways to compute the divergences. Are
there similar variational formulas for H-M(X|Y),?
That could similarly provide an efficient way to compute
the quantity.
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