


and drops quickly with eccentricity (or distance from the fovea).

Combined with eye tracking, this knowledge is used to degrade

rendering quality [10, 13, 30], level-of-detail [26, 28, 29], or display

resolution [19, 42] in regions that fall on a user’s periphery, thus

reducing bandwidth without perceivable quality degradation. For

streaming 360° video, related work also utilizes techniques such

as adapting encoding parameters [12], predicting a user’s �eld

of view [41] and upscaling highly compressed video using super-

resolution [7] (Figure 1 shows an example). We focus on foveated

video compression, which seeks to compress a sequence of frames

while modeling visual acuity decay to concentrate the allocation of

bits in the encoded video to the foveal region [16, 18, 33].

While the compression bene�ts of foveated techniques are sig-

ni�cant, they are fundamentally limited by the motion-to-photon

latency of the system. This latency is the time between a change in

the viewer’s gaze and the resulting change in the display’s pixels.

Larger latencies introduce larger uncertainty about the viewer’s

gaze position and consequently require a larger foveal region to

avoid perception of the degradation applied in the periphery.

We present a study on the relationship between a system’s

motion-to-photon latency and the bitrate required to display a

gaze-contingent video without degrading its perceived quality. We

use a desktop setup as a proxy for future high-frame-rate, low-

latency, retina-resolution VR systems. Our key �nding is that with

∼15ms latency, we improve on the bitrate of traditional compres-

sion techniques by 5× while using simpler software techniques

than previous work. We also test more modest reductions in latency

(e.g., to 45ms), but did not �nd latency at this level to be helpful

in reducing bitrate. We believe using gaze-contingent compres-

sion with low-latency systems is a key step towards realizing truly

immersive VR experiences.

Contributions. This paper makes these contributions:

• We build a video streaming system using foveated video com-

pression. The display reacts to gaze changes within 15ms,

over 3× lower than previously demonstrated in VR HMDs.

• Through a user study using our low-latency prototype, we

derive perceptual insights about the relationship between

system latency and the bitrate required to display a foveated

video without noticeable quality degradation.

• We �nd that low latency can reduce the required bitrate of a

video transmission system by 5×, but only when end-to-end

latency is well below the ∼50ms budget thought su�cient

by previous work.

We focus on the impact of eye-motion-to-photon latency. As a

result, our design has a few important limitations. First, our system

excludes the latency introduced by separating the client and server

with a realistic network. The need for low server-to-client latencies

means that a video encoder would need to be near the client at the

network edge (a potential use case for edge computing). Second,

our prototype uses an encoder-in-the-loop approach to perform

video compression and streaming in real-time. This approach has a

higher computational cost than those that pre-encode video since it

instead requires the server to encode video for each viewer. Last, we

evaluate our system using an eye tracker and display that are among

the fastest available today; comparable performance is unavailable

on the consumer market or in current head-mounted displays.

2 BACKGROUND AND RELATED WORK

2.1 Human Perception

The human visual system has a �eld of view of approximately

220° horizontally by 135° vertically [20]. Yet only a small region

(∼1.5°), called the fovea, is capable of resolving spatial detail as

�ne as 60 cycles/° [9]. Outside the fovea, the distribution of retinal

components and refractive lens e�ects change rapidly, resulting in

decreased visual acuity [44], less sensitivity to color [2, 14], and

limited stereoscopic depth discrimination [37], as well as increased

sensitivity to �icker [15, 23] in our peripheral visual �eld.

The eyes make short, rapid movements called saccades to scan vi-

sual scenes with the high-resolution fovea. While these ballistic-like

movements can occur at speeds of up to ∼900 °/s [6], the tempo-

rary suspension in perception (referred to as saccadic suppression)

that occurs a short period before, during, and after the eye move-

ment (totaling 50 to 200ms [35]) reduces the challenge they pose to

gaze-contingent systems. However, even during �xation the eyes

involuntarily move, albeit slower (∼50 ′/s [36]), exploring �ne de-

tail with a random-walk-like pattern referred to as ocular drift and

correcting the �xation position with microsaccades. During �xa-

tion, there is also a high frequency component referred to as ocular

tremor (see [22] for a detailed review).

2.2 Foveated Video Compression

This knowledge of the human visual system, coupled with real-time

eye tracking, has given rise to foveated graphics techniques that

imperceptibly degrade the peripheral image to improve e�ciency

(i.e., reducing bandwidth or computation). For example, foveated

graphics improves e�ciency by reducing the number of vertices

or fragments a GPU has to sample, ray trace, shade, or transmit to

the display [21]. The most prominent approach is perhaps foveated

rendering [10, 13, 30] and display [19, 42], where images and videos

are rendered, transmitted, or displayed with spatially varying res-

olutions without a�ecting the perceived image quality. Related

approaches also use gaze location to vary bit-depth [27], shading

or level-of-detail [26, 28, 29], or reconstruct content from sparse

samples [18] outside of the foveal region.

These ideas have also been applied to video compression. Tradi-

tional video compression removes temporal and spatial redundancy

in a sequence of video frames. Foveated video compression builds

on these techniques by using real-time gaze information to con-

centrate data allocation in an encoded video to the foveal region,

achieving better compression in the periphery.

There are many approaches for foveated video compression.

Lee et al. [24] use a nonuniform �ltering scheme to increase com-

pression. Speci�cally, their algorithm maximizes a foveated signal-

to-noise ratio (FSNR) using a Lagrange multiplier along curvilinear

coordinates. Illahi et al. [16] use a similar but simpler approach of

varying quantization parameters, compressing peripheral regions

more than foveal regions. Instead of compressing a single video

stream, Romero et al. [33] store a video in two resolutions, low

and high. A client �rst fetches the low-resolution stream, and then

streams only the cropped, high-resolution segments based on a

viewer’s current gaze. Similarly, Jeppsson et al. [17] divide a video

into many small blocks and pre-encodes each block in many di�er-

ent resolutions. Then, when streaming, the resolutions are chosen
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Figure 4: Overview of our low-latency, desktop-based prototype system. This system allows us to focus on the e�ects of latency

on foveated video compression by avoiding the limitations complexities of current VR HMDs.

foveal region and a downscaled 768 × 432 px background, which

combines to be <7 % of the original 4K pixels.

To focus on the impact of reducing latency, we chose a simple

two-stream approach (Section 4). Our experience suggests that

achieving low latencies will be key to realistically achieving retina-

quality VR video over a network. We cannot have long latencies

and achieve great compression; we need great latencies as well.

4 A LOW-LATENCY PROTOTYPE SYSTEM

Understanding the real-world impact of latency on foveated video

compression requires a system with very low latencies. However,

commercial head-mounted displays (HMDs) used for VR today have

system latencies >45ms [38]. In addition, these HMDs do not have

su�ciently high resolutions (i.e., less than 4K) to be an ideal test bed

for studying the impact of latency on compression of retina-quality

video4. Consequently, we build a desktop-based system as a proxy

for future VR HMDs. Doing so allows us to focus on the impact of

latency without the limitations of current HMDs.

4.1 Architecture

We design our system based on a typical video-streaming architec-

ture with a client and server model. However, rather than the client

only receiving encoded video frames from the server to decode

and display, the client also sends the viewer’s current gaze position

each time a frame is received (Figure 4). This gaze sample allows

the server to encode the next video frame foveated on the viewer’s

gaze position. To minimize system latency, the server and client

run as separate processes on the same machine and communicate

using message passing, implemented with shared memory.

4.2 Two-Stream Compression

To reduce the latency spent on encoding and decoding, our system

uses a simple two-stream approach. The server sequentially reads

uncompressed frames at the frame rate of the input video. Then,

for each gaze sample it receives from the client, it compresses

up to two versions of the current frame5. First, it downscales the

video frame to a signi�cantly lower resolution. Second, it crops the

video frame to a small area around the viewer’s gaze location. The

resolution of both the downscale and the crop are con�gurable. It

then encodes these two frames to send to the client. At the client,

4Recent HMDs, such as the Vive Pro 2, do include 4k or higher resolution displays.
5We also skip both background frames when the current video frame has not changed
and foreground frames if the gaze has not not changed.

the reverse process occurs. First, the client decodes and upscales

the background frame to the size of its display. Next, it decodes

the foreground frame and positions it at the corresponding gaze

position with a blend6. Finally, it displays this composed frame.

As is typical with compression techniques, this approach trades

o� increased computation (real-time encoding per client) for re-

duced bitrate. While the server can pre-encode the background, the

foreground must be encoded in real-time using the viewer’s gaze.

4.3 System Details

We implement our system in Rust, using SDL2, FFmpeg, and x264.

Our workstation runs Pop!_OS 20.04 and contains an AMD Ryzen 7

3700X CPU, 16GB of 3200MHz memory, and an NVIDIA GeForce

RTX 2070 SUPER GPU. Our display is an LG 27GN95B-B (4K at

144Hz, 7.6ms input latency). An Eyelink 1000 provides low-latency

eye tracking. The software for this system available at https://github.

com/lukehsiao/fvideo.

5 EXPERIMENTS

Using our low-latency prototype system as a proxy for future VR

HMDs, we seek to answer the following questions.

(1) What is the lower bound for latency of modern hardware?

(2) What is the latency of our foveated compression system, and

where is the time spent?

(3) What is the relationship between system latency and achiev-

able video compression?

5.1 Lower Bound for System Latency

The �rst experiment �nds a lower bound for the achievable sys-

tem latency using commercially available hardware. We use an eye

tracker and display that are among the lowest latency available to-

day and minimize video processing by only toggling portions of the

display between black and white (i.e., omitting video encoding/de-

coding). We use an Eyelink 1000 to minimize the latency between a

viewer’s eyes moving and receiving the data in software. Although

lower-latency eye trackers are continually being developed [3], the

Eyelink 1000 provides a good trade-o� between accuracy, latency7,

and sampling rate among those that are commercially available8.

6We set the alpha channel (opacity) to a 2D Gaussian in order to fade out the hard,
square edges of the foreground. The parameters of the Gaussian are chosen empirically.
7We disable the built-in �lters to further minimize latency
8Based on their advertised speci�cations and prior comparison by others [38].
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A EXPERIMENT PROCEDURE DETAILS

The procedure of the user study experiment is outlined in Sec-

tion 5.3.2. This section provides additional details relevant to con-

ducting the user study.

The user study was conducted between April 10th, 2021, and

April 17th, 2021. Because of building restrictions associated with the

COVID-19 pandemic, study participants were drawn frommembers

of the Stanford university community who had completed COVID

protocol training and were approved for access to the building. As

described in Section 5.3.3, this resulted in a study population of 13

participants, from which usable data were obtained from 11.

A.1 User Study Instructions

When users arrived to the study, the following instructions were

read to them before they entered the room used for the study.

We are doing a study comparing video compression

techniques. During our study, we will be asking you

to view di�erent versions of two short video clips on

a screen set up with eye-tracking.

Since we are socially distanced, you will enter the

study room by yourself while I sit in the hallway, but

there will be a phone/laptop with a video call active

so that we can communicate throughout the study.

When you enter the room, you will see a workstation

with a headrest mounted to the table. Please be careful

not to trip on any cables that may be in your path as

you enter. Sit down in front of the headrest and rest

your chin on the headrest such that your forehead

is gently touching the forehead mount. Feel free to

use the various knobs to adjust it to a comfortable

position.

We will start o� by calibrating the eye-tracker. A grey

screen with a single dot will appear. Let me know once

you are looking at the dot and I’ll start the process,

which will then cycle through a series of dots and

positions. Just look at each one. After the calibration,

we will run it again to validate the accuracy of the

calibration and then you’ll be ready to start the study.

At this point, the person conducting the study paused to allow

the user to ask clari�cation questions about the instructions given

thus far. After resolving any concerns or questions, they provided

the next instructions.

In the study, we will be asking you to do a matching

task. You will be shown one version of the video (the

comparison video) and then asked to select which of

another set of videos best matches in quality. The set

of videos you will have to choose from are numbered

from 1 to 10, where 1 is rendered with the lowest

quality and 10 the best. The comparison may not be

completely straightforward, since the video artifacts

that you may see could look completely di�erent, but

wewould like you to select the lowest numbered video

at which you do not have a preference over that video

setting and the comparison video. I’ll start by showing

you video 10, the highest quality option, and you can

let me know which video number you would like to

see next (for example, we can binary search). I can

also re-show you the comparison video, or any other

video any time you’d like. Once you’ve decided on

the quality setting, verbally let me know which video

number you would like to select, and we’ll move on

to the next con�guration and repeat the process. You

are also welcome to indicate that none of the videos

�t the criteria.

Some quick notes:

• Occasionally, you might see a �ash of black at the

beginning of a video for both the reference video

and the di�erent quality videos. Please ignore this

particular bug when comparing the overall quali-

ties.

• Try to keep your head still in the headrest. If you

move signi�cantly (e.g., lift your head from the

position), we will have to re-run a calibration. Since

the position can be a little uncomfortable, if you

need a break at any time, just let me know. I’ll

let you know when we’re switching videos, since

we’ll redo the calibration then anyway so you can

stretch.

Once all of the comparison tasks are complete, I will

take a few moments to verify that your data was

recorded correctly. Then, I’ll let you know when you

can exit the room.

After the instructions were provided, the person conducting the

study once again paused to give the user an opportunity to ask

questions about the task and procedure, and rea�rmed that they

would be able to communicate with us via video throughout the

duration of the study.

A.2 Conducting the Study

Once a user entered the user study room, they sat at a desk with

the eye tracker, display, and chin rest arranged as described in

Section 5.3.1. In addition, there was a mobile phone with an active

video call open facing the user so that the user and the person

conducting the study could communicate. After adjusting the chin

and forehead rest, the user was positioned as shown in Figure 8.

The person conducting the study would then walk the user

through the calibration procedure, operating the Eyelink’s cali-

bration system from outside the room. If minor adjustments were

needed to the position of the eye tracker, the user was instructed on

the adjustments to make via the video call. In some cases, we were

unable to obtain a su�ciently accurate calibration (<10°) compared

to the size of the foveal region. These users were still taken through

the entirety of the study, but their results were �ltered from the

data.

During the video selection process, the person conducting the

study would prompt the user which video was being shown (e.g,
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