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Abstract: We establish results of Bombieri—Vinogradov type for the von Mangoldt
function A(n) twisted by a nilsequence. In particular, we obtain Bombieri—Vinogradov
type results for the von Mangoldt function twisted by any polynomial phase e(P(n));
the results obtained are as strong as the ones previously known in the case of linear
exponential twists. We derive a number of applications of these results. Firstly, we
show that the primes p obeying a “nil-Bohr set” condition, such as ||atp*|| < €, exhibit
bounded gaps. Secondly, we show that the Chen primes are well-distributed in nil-Bohr
sets, generalizing a result of Matomiki. Thirdly, we generalize the Green—Tao result
on linear equations in the primes to primes belonging to an arithmetic progression to
large modulus g < x?, for almost all g.
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1 INTRODUCTION

The celebrated Bombieri—Vinogradov theorem states that

X X
A —
L Ao 4 Gog
n=c (mod d)

max
d<x!/2—¢ (c.d)=1

thus proving equidistribution of the von Mangoldt function in all residue classes to almost all
moduli d < x'/2~¢. The x'/?~¢ threshold can further be improved to x'/?/(logx)? for suitable
B = B(A), but either with or without this improvement the conclusion can be stated as saying that
the primes have level of distribution 1/2.
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It is natural to study whether other sequences related to the primes or various arithmetic
functions also satisfy bounds of Bombieri—Vinogradov type. Bombieri—Vinogradov type estimates
for general 1-bounded multiplicative functions were investigated in [15, 14], and there are a number
of works on the level of distribution of the smooth numbers [9, 21] and of the k-fold divisor
functions di(n) (e.g. [12, 13, 22] for all moduli and [7, 8] for almost all moduli), and the literature
is swarming with many other interesting examples besides.

Our object in this paper is to obtain level of distribution results for another natural class of
functions, namely twists A(n)e(P(n)) of the von Mangoldt function by polynomial phases and,
more generally, nilsequences. There has been previous work on the case of linear polynomials P;
we recall these results later in this introduction. Let us first present the necessary definitions for
stating our main theorems; in Section 2 we present their applications.

1.1 Results for nilsequence twists

In order to state our results for nilsequence twists, we need a few definitions. The results for
polynomial phases will be deduced as special cases in Subsection 1.2, and they do not require
knowledge of nilsequences. For an in-depth discussion of nilsequences and their importance in
additive combinatorics, see [34].

Definition 1.1 (Nilsequences). Let G be a connected, simply-connected nilpotent Lie group, and
let I' < G be a lattice. By a filtration G, = (G;)7, on G, we mean an infinite sequence of subgroups
of G (which are also connected, simply-connected nilpotent Lie groups) such that

G=Gy=G DGy D

and such that the commutators satisfy [G;,G;] C Gy, and with the additional properties that
I'; :=T'NG; is a lattice in G; for i > 0 and G| = {id} for some s.

The least such s is called the degree of G,.

A polynomial sequence on G (adapted to the filtration G,) is any sequence g : Z — G satisfying
the derivative condition

ah1 o '8hkg(n) € Gk

forallk >0,n € Zand all hy,...,h € Z, where dj,g(n) := g(n-+h)g(n)~! is the discrete derivative
with shift /.

Finally, if ¢ : G/T" — C is Lipschitz with respect to a natural metric on G/I" (induced by a
Mal’cev basis; see definition below), we call a sequence of the form n — @(g(n)I') a nilsequence.

Since nilsequences are a vast class of functions, it is natural to restrict to those that have
“bounded complexity”. This is made precise in the following definition.

Definition 1.2 (Bounded complexity nilsequences). For a positive integer s and real numbers
A,K > 2, we define W(A, K) to be the class of all nilsequences y: Z — C of the form y(n) =
¢©(g(n)I'), where

1. G/T is a nilmanifold of dimension at most A, equipped with a filtration G, of degree at most
s and a K-rational Mal’cev basis X (defined in [19, Definition 2.1, Definition 2.4]);

2. g: Z — G is a polynomial sequence adapted to G,;
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3. ¢: G/T'— Cis a Lipschitz function with || @||ri, < 1, where the Lipschitz norm is defined as

|F(x) —F(y)|
?llLip = ||P]|e + sup _
ellLip = [l @]l eip ()

The metric dy appearing above is defined in [19, Definition 2.2]) using the Mal’cev basis X.

The important examples to keep in mind are the polynomial phase functions y(n) = e(g(n)),
where g is a polynomial of degree at most s. Here the relevant nilmanifold is G/T" = R/Z with
the simple filtration Gy = R/Z for k < s and Gy = {0} for k > s. We also note that any bracket
polynomial, such as e(P;(n)|P»(n)]), with P1(x),P>(x) € R[x], is essentially a nilsequence, in the
sense that (by smoothing the fractional part function a bit, as in [34, p. 102]) this function for
n < x be written as a linear combination with bounded coefficients of < (logx)* nilsequences
v € ¥,(A,K) for some 5,A, K < 1, plus an error term that is O((logx)~*/1%) in ¢! norm.

We make a technical remark on the function ¢ appearing in Definition 1.2(3). When applying
the machinery of nilsequences to problems in additive combinatorics, it is arguably more convenient
to work with smooth functions ¢ (with controlled smoothness norms) instead of Lipschitz functions,
although the use of Lipschitz functions has by now become standard. All the results proved in this
paper would remain true with this alternative definition of nilsequences.

In order to state our main theorems, we need the W-trick. For w > 2, we write & (w) := Hpgw p.

Theorem 1.3. Let an integer s > 1, large real numbers A,A > 2, and a small real number € €
(0,1/4) be given. Then for any x > 2, we have

dw X
max sup Alm)y(n) - V()| oane oo
d<xl/4—¢ (Cvd)zlwell’x(A,logx) ng} (P(dW) nzgx o (logx)A
- n=c (mod d) (n,W)=1

n=c (mod d)
where W = 2 ((logx)©) for some constant C = C(A,s,A, €).

We can increase the level of distribution to 1/3 if the nilsequence  is fixed (does not depend
ond).

Theorem 1.4. Let an integer s > 1, large real numbers A,A > 2, and a small real number € €
(0,1/3) be given. Then for any nilsequence y € ¥s(A,logx) and x > 2, we have

aw X
max ‘ An)w(n) — n )<<S7A. & T NAY
Jetse (ed)=1 ; () @(dW) ; vir) A€ (logx)A
- n=c (mod d) (n,W)=1
n=c (mod d)

where W = 2 ((logx)C) for some constant C = C(A,s, A, €).

We can further increase the level of distribution to 1/2 if ¢ is fixed (does not depend on d) and
the absolute value inside the d sum is replaced by a well-factorable weight, defined in the following
definition.

Definition 1.5 (Well-factorable sequences). We say that a sequence (1) of real numbers is well-
factorable of level D if (A,) is supported on d € [1,D] and for any 1 < R,S < D with RS = D one
can write A; = B *Y(d) := Y. 4—4,4, B(d1)Y(d>) for some sequences fB(d),¥(d) of modulus at most
1 and such that f3 is supported on [1,R] and 7 is supported on [1,S].
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Well-factorable weights arise in many sieve problems due to the fact that the linear sieve weights
(introduced by Iwaniec) are a bounded linear combination of well-factorable weights; see [11,
Lemma 12.16]. Bombieri-Friedlander—Iwaniec [4] famously broke the 1/2 barrier for the level
of distribution in the Bombieri—Vinogradov inequality, provided that the absolute value signs are
replaced by well-factorable weights and the residue class is fixed for all g. In this setting, we can
also do better than Theorems 1.3 and 1.4, despite not being able to break the 1/2 barrier.

Theorem 1.6. Let integers s > 1, ¢ # 0, large real numbers A,A > 2, and a small real number
€ € (0,1/2) be given. Then for any nilsequence ¥ € ¥ (A,logx) and any well-factorable sequence
(Aq) of level x'/>=€ with x > 2, we have

aw X
| E wever-gis T vn)| s g
(d,c)=1 n=c (mod d) :(n,W):l

where W = 2 ((logx)C) for some constant C = C(A,s, A, €).

Remark 1.7. In Theorems 1.3, 1.4, and 1.6, in order to get an arbitrary power of log saving in
the error term, it is necessary to perform a “W-trick" to overcome the fact that functions such as
A(n)e(“?"s) are not equidistributed in all residue classes when ¢ < (logx)€. Since this leads to the
choice W = 2 ((logx)©) which is rather large, we are unable to perform the same W-trick as in [17]
which compares the function n — %A(Wﬂ + 1) to 1. We have adapted an alternative approach
which, roughly speaking, compares A to (a normalized version of) the function n — 1, w)—;.

Remark 1.8. One can also obtain similar results for the Mobius function, without the need for the
W-trick and with no main term. Specifically, with the notations and assumptions of Theorem 1.3,
we have

L H(n)| <sane o™

n=c (mod d)

max sup
d<xl/4-¢ (c.d)=1 yeW, (A logx)

With the notations and assumptions of Theorem 1.4, we have

X
L I

d§x1/3—£
n=c (mod d)

With the notations and assumptions of Theorem 1.6, we have

L A L eeve)| s goon

d<xl/2—¢ n<x

(d,c)=1 n=c (mod d)
These statements can be proved with arguments almost identical to Theorems 1.3, 1.4 and 1.6,
using the fact that the Mobius function obeys an identity analogous to Vaughan’s identity for A.

In fact, our results above also apply to a number of other multiplicative functions, such as the
divisor functions dy(n) (for all values of k, including non-integer and complex values) and the
indicator function 1g(n) of sums of two squares. For these functions, however, one would have to
modify the main term sum involving (n,W) = 1 in Theorems 1.3, 1.4 and 1.6. For simplicity, and
to reduce repetition in the arguments, we only state Bombieri—Vinogradov type theorems for these
functions in the equidistributed (“minor arc”) case where there is no main term; see Theorem 4.6.
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1.2 Results for polynomial phase twists

Since polynomial phases of the form e(P(n)) are examples of nilsequences of bounded complexity,
Theorems 1.3, 1.4 and 1.6 immediately imply as special cases Bombieri—Vinogradov type estimates
for A(n)e(P(n)). We state these below, since they are of independent interest and since they will be
utilized in deriving some of the applications of our results.

Corollary 1.9. Let an integer s > 1, a large real number A > 2, and a small real number € € (0,1/4)
be given. Then for any x > 2, we have

aw X
max  sup A(n)e(P(n)) — e(P(n))‘ LsAe T 1»
d<x!/4—¢ (C7d):1 deg(P)gs n<x (P(dW) nzgx ¢ (IOgX)A
- n=c (mod d) (n,W)=1
n=c (mod d)

where W = 2 ((logx)C) for some constant C = C(A, s, €).

Corollary 1.10. Let an integer s > 1, a large real number A > 2, and a small real number
€ €(0,1/3) be given. Then for any polynomial P(x) € R[x| of degree s and x > 2, we have

aw X
A P - P S )
d<zl/,H (2312)151‘ n;( (n)e(P(n)) o(@W) n;{ e( (n))‘ sae (fogx)?
= n=c (mod d) (nW)=1
n=c (mod d)

where W = 2((logx)€) for some constant C = C(A, s, €).

Corollary 1.11. Let integers s > 1, ¢ # 0, a large real number A > 2, and a small real number
€ € (0,1/2) be given. Then for any polynomial P(x) € R[x| of degree s and any well-factorable
sequence (Ag) of level x'/>~€ with x > 2, we have

aw by
A A(n)e(P(n)) — e(P(n LsAee T
X o L Awero) - s o elbl 0)| saee ogan
(dc)=1 n=c (mod d) (n,W)=1

n=c (mod d)
where W = 2((logx)€) for some constant C = C(A, s, €).

Remark 1.12. We could also obtain analogous results for bracket polynomial phases, so for
example e(P;(n)|P»(n)|), where P, P, are polynomials. One simply needs the fact that these
functions are well-approximable by nilsequences of bounded complexity, a property that was noted
above. We leave the details to the interested reader.

Previous results related to our main theorems are as follows:

 For the Mobius function, it was established in [32] for O < x!/2 that

xloglogx

max, WE;?& 0 \ ; p(n)y(n)| <saak Olog(x/0%)) (1.1)
n=c (mod d)

for almost all d € [Q,20Q), in the sense that the number of exceptional d is <4 Q(logx) ™.

Although this result is applicable for d < x'/27¢, it saves a factor of (loglogx)/(logx) at best.

The proof relies crucially on almost all numbers having prime factors in various suitable

ranges, and hence it does not work for the case of primes, i.e. the von Mangoldt function.



6 XUANCHENG SHAO AND JONI TERAVAINEN

* For linear exponentials (that is, s = 1), Theorem 1.4 was proved by Todorova and Tolev [36],
and for quadratic phase functions (which is a special case of the s = 2 case) by Tolev [37].

* It was shown by Matoméki [26], improving on work of Mikawa [31], that the well-factorable
level of distribution estimate given by Theorem 1.6 holds for s = 1.

1.3 Notation

We use the usual asymptotic notation <, >, O(-), o(-), <. Dependence of these symbols on
parameters is indicated whenever such a dependence occurs (so, for example, 0,:yw(1) is a
quantity depending on w and x and tending to 0 as x — o).

We use A to denote the von Mangoldt function, p to denote the Mébius function, ¢ to denote
the Euler phi function, dj to denote the k-fold divisor function (with d(n) := d»(n)) and (a,b) to
denote the greatest common divisor of a and b. We also let Z(w) :=[] <, p-

Let || - HUk(Z /nz) stand for the usual Gowers norm over the cyclic group Z /NZ. Given a function
f+Z — C supported on [N] := {1,2,--- N}, we define its Gowers norm || f{| [y over the interval
[N] as

- Il orz/nz
1l = o )

11wk z/nrz)

where N’ > 2N (say N’ = 2N + 1 for concreteness) and f - 1{y) and 1}y) are extended to Z/N'Z in
the natural way.
If A is any nonempty, finite set and f : A — C is a function, we use the averaging notation

Eocrf(a) i= v:\ Y f(a).

acA

For x € R, we use ||x|| to denote the distance from x to its nearest integer.

2 APPLICATIONS

We now present several applications of our Bombieri—Vinogradov type theorems to problems
related to Diophantine properties of the primes, as well as to additive combinatorics.

2.1 Bounded gaps between primes in Bohr sets

Our first application generalizes the celebrated result of Zhang [39], Maynard [29] and Tao (un-
published) on bounded gaps between primes. Subsequent to these works, a number of interesting
subsets of the primes have also been shown to exhibit bounded gaps. See [1], [30] for primes in
short intervals, [35], [30] for work on Chebotarev sets, and [2], [6] for work on primes in Beatty
sequences ([on+ B])n>1.

As a consequence of our main theorems, we are able to add to this list that the primes lying in a
nil-Bohr set exhibit bounded gaps. This generalizes the result of Baker and Zhao [2] mentioned
above, which corresponds to classical Bohr sets of a special form.

Nil-Bohr sets were introduced by Host and Kra in [24] and are a natural generalization of
classical Bohr sets to the setting of higher order Fourier analysis. For the convenience of the reader,
we first define classical Bohr sets and then nil-Bohr sets.
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Definition 2.1 (Bohr sets). Let » > 0 and p > 0. Then for any real numbers ¢y, ..., o, € R the set
B={neZ: |on|]| <p V1 <i<r}

is called a (classical) Bohr set (of rank r), where ||x|| denotes the distance from x to its nearest
integer.

Definition 2.2 (nil-Bohr sets). Let U be an open subset of C, and let y : G/I" — C be a nilsequence
defined on some nilmanifold. Then the set

B={neZ: yn)eU}
is called a nil-Bohr set.

Note that any Bohr set is also a nil-Bohr set. In fact, a Bohr set of any rank r can be represented
as a nil-Bohr set, by taking G/I" = (R/Z)" and y,U appropriately. Moreover, any polynomial
Bohr set of the form

{neZ: |0 <p}

is a nil-Bohr set for any polynomial Q(x) and any p € (0,1/2); take y(n) = e¢(Q(n)) as the
nilsequence in the definition, and take U to be {z € C\ {0} : arg(z) € (—27mp,27p)}. Any nil-
Bohr set that is “irrational” in a suitable sense (see Remark 2.4) contains infinitely many primes.
This is however not a trivial fact; if Q(x) is a polynomial with irrational leading coefficient, then
proving the asymptotic

{p <x: Q) <p} = (2p +o(1)) 2.1)

logx
is related to Weyl’s equidistribution criterion, exponential sum estimates in the Waring—Goldbach
problem, and, in the case of general nil-Bohr sets, to the Green—Tao result [18] on Mobius
orthogonality with nilsequences. Also note that nil-Bohr sets (as well as classical Bohr sets) can be
rather irregular: in the asymptotic formula (2.1) it is not possible to specify the o(1) term without
imposing a restriction on how fast the denominators of the continued fraction convergents of the
leading coefficient of Q(x) grow.

In what follows, we say that a set S C N has bounded gaps if there exists C > 0 such that the
inequality O < s; — 5o < C has infinitely many solutions with s;,s, € S.

Theorem 2.3 (Bounded gaps between primes in nil-Bohr sets). Let Q(x) € R[x] be a polynomial
with at least one irrational coefficient which is not the constant term. Let p € (0,1/2), and form
the nil-Bohr set

B={neZ: |0 <p}.
Then the subset of the primes PN B has bounded gaps.

Remark 2.4. It is only for the sake of simplicity that we restrict to nil-Bohr sets of this form; likely
similar arguments could be made to work for any nil-Bohr set B that satisfies the following two
natural properties: (i) B is irrational in the sense that, in the notation of Definition 4.1, for some
constant ¢ > 0 and infinitely many x € N we have y € ¥ (A, K;x~ ¢, x) with s,A, K fixed. (ii) B is
dense in the sense that [BN [1,x]| > x. We leave the details of this generalization to the interested
reader.
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2.2 Chen primes in Bohr sets

Our next application involves Chen primes, which are primes p such that p +2 € P,, where P; is
the set of positive integers with at most two prime factors. We write

Pchen={p€P: p+2€P}.

A celebrated result of Chen [5] shows that Pcye, is infinite. It is moreover a sparse subset of the
primes, since it can be shown to satisfy |Pcpen N [1,x]| =< x/(logx)?.

It was shown by Matoméki [26] that the Chen primes are well-distributed in classical Bohr sets,
meaning that there exists 6 > 0 such that

lecpll < p~°
has infinitely many solutions in Chen primes p for any fixed irrational «.

We generalize this by proving that the Chen primes are well-distributed in more general nil-Bohr
sets.

Theorem 2.5 (Chen primes in nil-Bohr sets). Let Q(x) € R[x] be a polynomial of degree s > 1 such
that Q has at least one irrational coefficient which is not the constant term. Then for some constant
0, > 0 (independent of Q) there are infinitely many solutions to

HQ(p)H <p_657 pe?Chen-

Remark 2.6. As in the case of Theorem 2.3, it should be possible to generalize our proof method
to showing that for any irrational and dense nil-Bohr set B we have infinitely many solutions to
P € Pchen N B. We leave the details to the interested reader.

2.3 Linear equations in primes in arithmetic progressions

The next application is a generalization of the groundbreaking result proved by Green—Tao [17, 18]
and Green—-Tao—Ziegler [20] that one can asymptotically count the number of solutions to any
linear system of equations in the primes (of finite complexity, which excludes for instance counting
twin primes or solutions to the binary Goldbach problem). It is natural to consider this problem for
subsets of the primes as well, in particular for primes belonging to an arithmetic progression. We
show that in the rather large range ¢ < x?, for suitable 8 > 0, we still obtain asymptotics for linear
equations in primes restricted to a congruence class a (mod g), for almost all choices of g.
In what follows, we set

Agg(n) == (pEIQ)A(anra), (2.2)

which is a normalized version of the von Mangoldt function restricted to the arithmetic progression
a (mod g). Extend A, 4(n) to integers n < 0 by setting it to be zero at them. Further, for a system
Y(n) = (L;(n),...,L/(n)) of affine linear forms in d variables we define its size at scale N to be

t d ; .
RZIESS 3 WACHIROIES y

i=1j=1 i=1

Y

where ey, ..., e4 are the standard basis vectors in Z¢.
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Theorem 2.7 (Linear equations in primes in arithmetic progressions to large moduli). Let € > 0
and A,t,d,M > 1 be given. Let x > 10 and Q < x'/3~¢. Then for all but <earam Qf (logx)A
choices of 1 < q < Q the following holds. For every a € (Z./qZ)" and every finite complexity tuple
Y = (Li(n),...,L/(n)) of non-constant affine-linear forms in d variables of size |P||x < M we
have

Y A(Li(gn+a))---A(L(qn+a)) = o ]| Bpuag + 0ram(x?), (2.3)

ne(l,x)4

where the product on the right-hand side is convergent, ﬁpﬂ’q >0,0< B x4, and the local
factors B, .4 are given by

t
Bpag = Enc(zypzy [ [Az)pz(Li(qn+a)),
i=1

and Az ,7,(b) = %1@,,)):1, and B = vol,([1,x]4 NP~ H(R,)).

We also obtain a similar theorem (without the main term) with the M6bius function in place

of the von Mangoldt function; see Proposition 11.1. Note that the condition Q < x!/3~€ actually
corresponds to a 1/4 level of distribution, since the primes being counted are of size ~ Qx.

Remark 2.8. Theorem 2.7 can be viewed as generalizing a result of Bienvenu [3] on linear
equations in primes in the Siegel-Walfisz regime, corresponding to ¢ <4 (logx)* in (2.3). As in
the Siegel-Walfisz theorem, there are no exceptional moduli ¢ in [3, Theorem 1.3]. The same
applies to our Theorem 2.7 as well, since if we are considering moduli of size < Q = (logx)*, the
theorem gives <4 (logx) 24 exceptional moduli, and this quantity is clearly less than 1 for x large.

In the course of proving Theorem 2.7, we obtain Gowers uniformity of primes in almost all
arithmetic progressions.

Theorem 2.9 (Gowers uniformity of primes in arithmetic progressions to large moduli). Let € > 0
and A,k > 1 be given. Let x > 10, Q < x'/37¢ and w > 1. Then for all but Le Ak Q/(logx)A
choices of 1 < q < Q with #(w) | q the following holds. For every (a,q) = 1, the function Ay
defined by (2.2) satisfies the Gowers norm bound

[ Aag — IHU"[x] = Ow—eo(1) + Ourxseo(1).

We conclude with an immediate corollary of Theorem 2.7 to long arithmetic progressions in
the primes.

Corollary 2.10 (Green—Tao theorem for primes in arithmetic progressions to large moduli). Let
x>10, and let k> 1, A > 1 and € > 0 be given. Also let Q < x1/4=€ Then for all but <¢ 4
Q/(logx)* moduli g < Q, each of the sets PN (qZ + a) with (a,q) = 1 contains a nontrivial k-term
arithmetic progression all of whose elements are < x.

2.4 Future work

In ongoing work with P.-Y. Bienvenu, we develop a transference principle for arbitrary systems
of linear equations (not necessarily translation-invariant) in the spirit of [16, 17], generalizing the
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transference principle of [27]. This new transference principle requires as a key input that the sparse
set we want to transfer is “well—distributed” in nil-Bohr sets, which using our Bombieri—Vinogradov
theorems (Theorems 1.3, 1.4, 1.6) we can verify for many subsets of the primes of interest. In
particular, we will be able to generalize the Green—Tao linear equations in primes result to Chen
primes.

3  QUANTITATIVE EQUIDISTRIBUTION OF POLYNOMIAL SEQUENCES

To understand the main idea behind the proof of our main results (Theorems 1.3, 1.4 and 1.6), it is
not essential to know the precise definitions around nilsequences, as long as one is willing to accept
certain results about nilsequences as black boxes, many of which can be found in [19]. The readers
are thus encouraged to consider the special case when the nilsequence y(n) is a polynomial phase
function (Corollaries 1.9, 1.10 and 1.11). The purpose of this section is to collect definitions and
results about equidistribution of polynomial sequences that are used in our proofs. These can be
thought of as generalizations of major and minor arc analysis to treat exponential sums, and of
Weyl’s inequality.

Definition 3.1 (Equidistribution). Let G/I" be a nilmanifold equipped with a Mal’cev basis X. Let
N>1and é > 0.

1. A finite sequence (g(n)I")<,<y is said to be 8-equidistributed if we have

< 8[[Fluip

1 N
§ L FEmD) - [ F

for all Lipschitz functions F: G/T" — C. Here the integral is with respect to the unique Haar
measure on G/TI".

2. A finite sequence (g(n)I')1<,<y is said to be totally 8-equidistributed if we have

< 8||FlLip

5 L Fen) - [ F

‘P| nepP G/T

for all Lipschitz functions F: G/I" — C and all arithmetic progressions P C [N] of length at
least ON.

Definition 3.2 (Horizontal characters). Let G/I" be an m-dimensional nilmanifold equipped with
a Mal’cev basis X. A horizontal character is a homomorphism 1: G — R /Z which annihilates
I'. It is called nontrivial if it is not identically zero. Any horizontal character can be written as
N(x) = k- y(x) for some k € Z", where y: G — R™ is the Mal’cev coordinate map of G (see [19,
Definition 2.1]). The modulus of 1 is defined by |n| := |k|.

If G/T is equipped with a filtration of degree s, 17 is a horizontal character on G/T’, and g is a
polynomial sequence on G, then no g : Z — R/Z is a genuine polynomial of degree at most s. This
follows from Mal’cev coordinates of polynomial sequences; see [19, Lemma 6.7], for example.
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Definition 3.3 (Smoothness norms). Let g: Z — R/Z be a (genuine) polynomial of degree s,

written uniquely as
n n
g(n) = ao+oc1(1> +-~+ocs<s>.

For any N > 1 we define the smoothness norm
lgllc=n) := sup Nl otz
1<j<s

One can easily relate the smoothness norm with the traditional coefficients of a polynomial
(see [18, Lemma 3.2]).

Lemma 34. Let g: Z — R/Z be a polynomial g(n) = Bo+ Pin+---+ Bn®, and let N > 1. There
exists a positive integer g = O(1) such that

1aBllr/z <s N7j||g|’cw(1v)

foreach 1 < j <s. In the other direction, we have
I8llcev) <s sup NY||Bjllw/z.
1<j<s

We now relate equidistribution of a polynomial sequence with smoothness norms.

Theorem 3.5 (Quantitative Leibman theorem). Let s,A>1,0< 6 < 1/2and N > 1. Let G/T be
a nilmanifold of dimension A, equipped with a filtration G of degree s and a 1/68-rational Mal’cev
basis. Let g: Z — G be a polynomial sequence adapted to G.. If (g(n)T')1<u<n is not totally
O-equidistributed, then there is a nontrivial horizontal character : G — R/Z with |n| < 8 ~0sall)
such that

M oglle=(v) < §0sall),

Proof. Thisis proved in [19, Theorem 2.9] under the marginally stronger hypothesis that (g(n))1<,<y
is not d-equidistributed. Our version can be deduced from [19, Theorem 2.9] using the same argu-
ments as those from [10, Theorem 5.2], as follows. Let F: G/T" — C be a Lipschitz function and
let P C [N] be an arithmetic progression of length |P| > 6N, such that

1

> O||F||Lip-
‘P’ H HLIP

Y F(enr) - [

nepP

Let ¢ be the common difference of P (so that ¢ < §~ '), and write P = {gm+a: 1 <m < |P|} for
some |a| < q. Consider the polynomial sequence g’ : Z — G defined by

g'(m) = glgm+a).

It follows that (g'(m))<u<|p| is not 6-equidistributed in G/T’, and hence, by [19, Theorem 2.9],
there exists a nontrivial horizontal character 1 : G — R/Z with |n| < § () such that

1108 lc=(ppy < 870,
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If we write

nog(n) = Z aini,

then

nog(m)= Zsla,»(qura)" = Zs: (Za,- (;) at‘/‘) ¢'m

i=0 j=0

In view of the bound for the smoothness norm of 1 o g’ and Lemma 3.4, it follows that

N <l> a’
izj N\

for each 1 < j <s. A simple induction argument then shows that

< 6—0x,A(1)‘P’_j < 6_0&,A(1)N_j
R/Z

1(ag)*s!otjl|z/z < 6N
for each 1 < j <. It follows that (again using Lemma 3.4)
I(ag)*s!n o gllc=vy < 8.
This completes the proof since ||(aq)’s!n|| = (aq)*s!||n|| <« § ). O

We have the following converse to the quantitative Leibman theorem (see [10, Lemma 5.3]).

Lemma 3.6. Let s,A > 1. Let G/T be a nilmanifold of dimension A, equipped with a filtration G,
of degree s. Let g : 7. — G be a polynomial sequence adapted to Go. Suppose that N > CD for
some sufficiently large constant C = C(s,A). If | o gl c=v) < D for some nontrivial horizontal
character 1 : G — R/7Z with ||n|| < D, then (g(n))1<n<n is not totally cD~*-equidistributed in
G/I', where ¢ = c(s,A) > 0 is a positive constant.

Finally, we will need the following factorization theorem for polynomial sequences [19, The-
orem 1.19], which decomposes an arbitrary polynomial sequence into a smooth part, an equidis-
tributed part, and a rational part.

Theorem 3.7 (Factorization theorem). Let s be a positive integer and let A,My > 2. Let G/T be
a nilmanifold of dimension at most A, equipped with a filtration G, of degree at most s and an
My-rational Mal’cev basis X. Let g : Z. — G be a polynomial sequence adapted to G,.

For any A > 0, we may find M € [MO,M(())A‘S‘A(I)], a sub-nilmanifold G' /T" of G/T',a Mal’cev
basis X' for G' /T in which each element is an M-rational combination of the elements of X, and a
decomposition g = £g'y into polynomial sequences €,g',y with the following properties:

1. €:Z — G is (M,N)-smooth in the sense that dy(&(n),id) < M and dy(&(n),e(n—1)) <
M/N foreach 1 <n<N;

2. ¢ 7 — G takes values in G', and {g'(n)I"'} 1<n<y is totally M~ -equidistributed in G' |T";

3. y:Z — G is M-rational in the sense that for each n € Z, y(n)" € T for some 1 <r <M.
Moreover, ¥ is periodic with period at most M.
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4 BOMBIERI-VINOGRADOV THEOREMS FOR EQUIDISTRIBUTED NILSEQUENCES

In this section we reduce our problem to studying those nilsequences y that are “equidistributed”.
In the case when y(n) = e(an®), this corresponds to & lying in “minor arcs".

Definition 4.1 (Equidistributed nilsequences). Recall the definition of ¥(A, K) in Definition 1.2.
Forn € (0,1) and x > 2, we define ¥,(A, K; 1, x) to be the class of those nilsequences y € W(A, K)
of the form y(n) = @(g(n)I") that obey the following additional conditions:

1. the finite sequence (g(n)I")1<,<10x is totally n-equidistributed in G/I" (defined in [19, Defi-
nition 1.2]);

2. the Lipschitz function ¢ satisfies |; = 0 (Here the integral is with respect to the unique
Haar measure on G/I).

We will loosely call those nilsequences in ¥ (A, K; 1, x) N-equidistributed.

4.1 Statements of results for equidistributed nilsequences

The following theorems show that our main theorems hold for n-equidistributed nilsequences when
0<n< (logx)_OA(l). Moreover, the error term for such nilsequences is even power-saving if
n = x 9 for some constant § > 0.

Theorem 4.2. Let an integer s > 1, a large real number A > 2, and a small real number € € (0,1/4)
be given. There exists a constant Kk = K(s,A, €) > 0, such that for x > 2, n > 0 we have

max sup ‘ Y  Amw((n—c)/d)| < n*x(logx).
d<xii-e @)=Ly (An—*mx/d)|  n<x
- n=c (mod d)
Theorem 4.3. Let an integer s > 1, a large real number A > 2, and a small real number € € (0,1/3)
be given. There exists a constant K = K(s,A,€) > 0, such that for any x > 2, 1 > 0 and any
nilsequence y € Ws(A,17%;1n,x) we have

(ngll?xl) Y Am)y(n)| < n*x(logx)*.
Gad)= n<x

d<x!/3-¢
- n=c (mod d)

Theorem 4.4. Let integers s > 1, ¢ # 0, a large real number A > 2, and a small real number
€ € (0,1/2) be given. There exists a constant K = k(s,A, €) > 0, such that for any well-factorable
sequence (Ag) of level x'/>=€ with x > 2 and any nilsequence W € Wy(A,n~%;1,x) with 1 > 0, we

have
Z A Z A(n)y(n)| < n*x(logx)>.
d<x'/*¢ n<x
(dc)=1 n=c (mod d)

Remark 4.5. Theorems 4.2, 4.3, 4.4 hold equally well with A replaced by u, since the proofs rely
on type I and II estimates and p satisfies a similar Vaughan identity as A does.

As mentioned earlier, our proof methods also apply to other arithmetic functions than A and g,
in particular to the functions dy and 15 (and other sequences that satisfy an identity of Heath-Brown’s

type).
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Theorem 4.6. Theorems 4.2, 4.3 and 4.4 continue to hold with A replaced by the k-fold divisor
Sunction d with k € C fixed, or A replaced by 1s, where S is the set of natural numbers expressible
as the sum of two squares.

In our deductions of Theorems 1.3, 1.4, and 1.6 from Propositions 4.2, 4.3, and 4.4, we also
need the analogues of Propositions 4.2, 4.3, and 4.4 with A replaced by the function n +— 1, w_;.
Proposition 4.7 below will be used in the deduction of Theorem 1.3, and Proposition 4.8 below will
be used in the deductions of Theorems 1.4 and 1.6.

Proposition 4.7. Let an integer s > 1, large real numbers A,A > 2, and a small real number
€ €(0,1/2) be given. There exists a constant K = K(s,A,€) > 0, such that for x > 2, 1 > 0 we
have

max sup ‘ Z v((n—c)/d)| < n*xlogx+ 04 (x(logx)™),
d<xir-e CD=yew (an-*mx/d)|  p<x
- n=c (mod d)
(n,W)=1

where W = &2 (w) for some w < exp(1/logx).

Proposition 4.8. Let an integer s > 1, large real numbers A,A > 2, and a small real number
€ € (0,1/2) be given. There exists a constant Kk = K(s,A, €) > 0, such that for any x >2, n >0
and any nilsequence y € Ws(A, %1, x) we have

[max, ‘ Y w(n)‘ < n*xlogx+ O (x(logx) ™),
od)= n<x
n=c (mod d)
(n,W)=1

dgxl/Z—e

where W = &2 (w) for some w < exp(1/logx).

The proofs of Theorems 4.2-4.6 and of Propositions 4.7 and 4.8 will be given in Section 7,
using the type I and type II estimates established in Sections 5 and 6.

4.2 Proof that Theorem 4.2 implies Theorem 1.3

We now show that these equidistributed cases for A imply the general cases of our main theorems.
The proof of the analogous results for the Mobius function as mentioned in Remark 1.8 is completely
similar, using Remark 4.5 (and in fact easier due to not needing the W-trick).

We start with the deduction of Theorem 1.3 from Theorem 4.2. We may assume that x is
sufficiently large in terms of A, s, A, &. Let 1 < Q < x'/4~¢. For ¢ € [0,20), let

4
fo(n) = A(n) — ml(n,m:l-

Let B be the set of g € [Q,2Q] such that

X

max sup fomy(n)| > —+.

(a.q)=1 yeY (A logx) nzgx q( ) ( ) Q(logx)ZA
n=a (mod q)
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We may assume that |B| > Q(logx)~?* (for some choice of Q), since otherwise the claim of
Theorem 1.3 follows from the triangle inequality. For each g € B, we may pick some (a,q) = 1
and some y € W,(A,logx) such that

X

L Ao/ > e
n=a (mod q)

4.1

where we used the simple observation that if y € W(A,logx) then the dilation y'(n) = y(gn+a)
is also in ¥y (A, logx).

Lemma 4.9. Let B and f, be defined as above. For q € B and any B > 2, we may find
« M € [(logx)*, (logx)Os8sall)];
¢ y € [x(logx) Oassall) .
* ¢’ =tq for some positive integer t < M;
* aresidue class a’ (mod ¢') with0 < d’ < ¢’ and a’ = a (mod q),
such that at least one of the following two conclusions hold:

1. For some y' € Ws(A,MO2M): M8 y/q') we have

L AW (e-d)d)
n=d n(a}od q)

X _
> ? (logx) Opsa(l)

2. We have )
‘ Z fq(”)‘ > ?(logx)_OA.B,s.A(l)‘

n<y
n=d' (mod ¢')

Proof. This will be deduced from the factorization theorem for polynomial sequences (Theo-
rem 3.7), in a similar way as in [32, Lemma 2.4]. Roughly speaking, the nilsequence n —
y((n—a)/q) becomes equidistributed after passing to a sub-progression of the form {n € I: n =
a' (mod ¢’)}. On this sub-progression, we can write Y = Y’ + ¢ for some equidistributed ¥’ as in
conclusion (1), where cg is the average of y on the sub-progression.

We now turn to the details. Write y(n) = ¢(g(n)I") for some Lipschitz function ¢ on G/T"
and some polynomial sequence g. Let D be a constant sufficiently large in terms of B,s,A. By
Theorem 3.7 applied with My = (logx)*, we may find M € [(logx)**, (logx)%42s4(], a sub-
nilmanifold G’ /T” of G/T", a Mal’cev basis X' for G’ /T" in which each element is an M-rational
combination of the elements of X, and a decomposition g = £¢’y into polynomial sequences €,g’,y
with the following properties:

1. €is (M,x/q)-smooth;
2. g takes values in G', and {g'(n)} <</, is totally M~P-equidistributed in G'/T”;

3. yis M-rational and is periodic with period t < M.
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After a change of variables n = gm + a, we may write (4.1) as

‘ Z Jalgm+a)(g(m)I') Z{(Ing)_ZA.
m<x/q q

Dividing [0,x/q] into O(M?) intervals of equal length and then further dividing them into residue
classes modulo 7, we may find an interval I C [0,x] with |I| < x/M? and some residue class
b (mod 1), such that
I _
Y fulam+a)o(e(mg (my(mD)| > 1 (ogx) “2)

m=b (mod t) qt
gm+a€l

Pick any mg counted in the sum (i.e. my = b (mod ¢) and gmo + a € I). Note that

| X fulam+a) (plem)g (m)y(m)T) = p(e(mo)g (m)y(m)D) |

m=b (mod t)
gm—+a€l

< (logx) ; )|¢(8(m)g’(m)7(m)F)—w(S(mo)g’(m)Y(m)F)\
m=b (mod t
gm~+acl

<(logx) (Z )dx(g(m)g’(m)Y(M%S(mo)g’(m)?’(m))
m=b (mod t
gm+-acl

=(logx) Z dx(e(m),e(myp)),
m=b (mod t)
gm-+a€l

where we used the right invariance of dy. By the smoothness property of of €, each term
dy(e(m),€e(myg)) is < M~' < (logx)~3A. Hence the expression above is < ‘qit(logx)*y‘“, which
is negligible compared with (4.2), so we can replace €(m) in (4.2) by €(my). Moreover, we may
clearly replace y(m) in (4.2) by y(my), since y has period ¢. Hence, after a change of variables
m =t{+b, (4.2) becomes

Yt g @p(emo)g (th-+ byymo)D)| > 1 (log) .

L: gtl+gb+acl qt

By writing the interval [ as a difference of two intervals [1,y,] \ [1,y1], we have for either y = y; or
y=>X2,

X fulartabt@)e(e(mo)g (1£+b)y(mo)T)| > = (logx)~Ornsalh),
0 gtl+gb+a<y qt

Note that for this to hold, we necessarily have y > x(logx) ~?4#s4(1) Now let g be the polynomial
sequence defined by

&(0) = y(mo) "¢ (t£+ b)y(mo),
taking values in G = y(mo)~'G"y(my), and let @' be the Lipschitz function on G/T" (where I =
GNT) defined by
@' (x) = @(&(mo)y(mo)x).
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Then we have

| Y i@t ab @)@ @O0 > 2 (logx)Ornealh),
0 qtl+gb+a<y qt

Setting ¢’ = gt and a’ = gb + a, the inequality above can be rewritten as

X A=) D] > Sog) Ot

n<y
n=d' (mod ¢')

Let co = [ ¢ and ¢ = @' — ¢y, so that [ @ = 0. Then either conclusion (2) holds, in which case we
are done, or else we have

‘ Z fQ(n)(ﬁ(g((n—a/)/q’)f‘)‘ >> i(logx)_O/LB.s,A(l).
n<y
n=d' (mod ¢')

Using some standard “quantitative nil-linear algebra" arguments (see the claim at the end of [18,
Section 2]), one can verify the following properties:

« G / I is a nilmanifold of dimension at most A, equipped with a filtration X of degree at most s
and a M%) _rational Mal’cev basis;

¢ ||6||Llp(9~6) < MOS-A(I) < (logx)OA.D_s‘A(l);
¢ g is a polynomial sequence on G adapted to f)~C, and {g(€)}1<i<, /g is totally M—eD+0(1)_
equidistributed in (~;/ T for some small constant ¢ = c(s,A) > 0.

By taking D large enough in terms of B,s,A, we may ensure that M~P+01) < M~8_ Hence
conclusion (1) follows by taking y’'(¢) = 6(§(£)F)/|]¢HUP@). O

We now apply Lemma 4.9, with B a constant sufficiently large in terms of A, s, A, €. Note that
the quantities M, y,t produced in Lemma 4.9 all depend on g. However, each of them can be chosen
from at most (logx)P4sa¢ possibilities: For ¢ this is clear since ¢ < M; For y, we may require in the
proof that it is of the form y = |kx/M?| for some positive integer k < M?; For M, we may require
that it is of the form M = (logx) for a positive integer k = Oa 5.4 ¢(1). Hence, after restricting to a
subset B’ of B of size |B’| > Q(logx) %4s4¢(1) we may find

+ M€ [(logx)*, (logx)asa<(1),
o y € [x(logx) Oasacll) ]
e ¢’ = {q for some positive integer £ < M,
such that at least one of the following two conclusions hold:

* For each g € B’ we have

X _
,max sup Y  fumw((n—d)/q)|> = (logx) Oasae(l)
@ (mod ¢) o, (AMO%AV By /gy nSy q
(@'q)=1 n=d (mod ¢')

(4.3)
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* For each g € B’ we have

max ‘ )y fq(n)‘ > i/(lc’gx)_OAJM(I)' @4
a' (mod ¢') n<y 1
(dq)=1 =g (mod ¢')

First assume that (4.4) holds. We will show that this is a contradiction to the classical
Bombieri—Vinogradov inequality. By the definition of f,(n), we have

qW
fo(n) = A(n) — 1. 4.5)
,Ey ! % P(gW) g’y
n=d (mod ¢’) n=d' (mod ¢') (n,W)=1

Case (d',q') > 1:

First consider the case when (a’,¢’) > 1. Since ¢’ = a (mod ¢) and (a,q) = 1, we must have
(d',q') = (d',0) < £ < (logx)2=2¢(1) Hence we can ensure that (a’,q’) | W* by choosing C in the
definition of W large enough in terms of A, s, A, €, and thus the second sum on the right hand side
of (4.5) is empty, so (4.5) is O(logx) in this case, contradicting (4.4).

Case (d',¢) =1:

Now consider the case when (a’,¢’) = 1. Let D be a constant sufficiently large in terms of A, s, A, €.
By the classical Bombieri—Vinogradov theorem, we have

Y A= (1+0((logx) ™))

n=d’ (mod ¢')

for almost all ¢ € B'. Let B” be the set of ¢ € B’ satisfying the estimate above, so that |B”| >
Q(logx)_0A~f-A-€(l>. By the fundamental lemma of sieve theory [25, Lemma 6.3], the second term
on the right hand side of (4.5) is

qgW D
1= (1+0((logx
@(gW) rE’y ( ((logx) )) ®
(n,W)=1
n=d' (mod ¢')

Ty T -,

9 pw.plg'

Since gW /@(gW) = ¢'W /9 (q'W) by the fact that £ | W*, the main term above can be computed to

be
gW M a-r")= gW_y e(dW) vy

1 :
W) 4 Loy e(d'W) ¢ Wold) o)
Combining the above, we see that (4.5) is < ﬁ(logx)*D , contradicting (4.4) once D is large

q/
enough.

Now assume that (4.3) holds. We will show that this is a contradiction to either Theorem 4.2
or Proposition 4.7. By the definition of f,(n), either

o hax sup. L AWY(n-d)/d) > (loga) Oracll),
! s, “M-B /4 <y
(g1 Y ERAMEETM ) ed o)
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or
| E o] S o
! S, -M—B ! <
(@.qg=1" SHMMBATME /) n=d n(?nf)d q)

(n,W)=1

holds for ¢ € B’. In both cases we must have (a’,q’) = 1, since otherwise the sum over y is < logx.
Since y > x(logx)~%4sa¢(1) we have

q = lg < x4 € (logx)Orsac() < yl/4-e/2,

It follows that either

o
) A(n)w’<" ,a>\>>x(10gx)oA,s,A£<1>7
q

max sup
! gl —
g <yl/4-¢/2 (@.q)=1 v eW (AMOsaW 018y /g1 sy
n=d’ (mod ¢’)
(4.6)
or
n—d
max sup Y v ( / ) ‘ > x(logx) Casae() (4.7
g <yl/4=¢/2 (d'\q")= W’G‘I’S(A,MOSA(I);M’B,y/q/) ,ngy ) q
n=d’ (mod ¢’)
(n,W)=1

On the other hand, Theorem 4.2 implies that the left-hand side of (4.6) is < M~ *Bx(logx)?> <«
x(logx)"*B*2 for some k = k(s,A,€) > 0. This is a contradiction to (4.6) once B is large
enough. Similarly, Proposition 4.7 implies that the left-hand side of (4.7) is < M~*Bx(logx)? +
Op(x(logx)~P) for any D > 2. This is a contradiction to (4.7) once B and D are large enough.

4.3 Proof that Theorems 4.3 and 4.4 imply Theorems 1.4 and 1.6

In the deductions of Theorems 1.4 and 1.6, we have a fixed nilsequence y and we will apply the
factorization theorem to reduce to the case when it is equidistributed at scale x. In comparison,
we had nilsequences Y, varying with ¢ in Section 4.2 and we applied the factorization theorem to
reduce to the case when each y, is equidistributed at scale x/q. Apart from this difference, the rest
of the arguments are very much the same, so we will be brief with the arguments in this section.

We focus on the deduction of Theorem 1.4 from Theorem 4.3, since the deduction of Theo-
rem 1.6 from Theorem 4.4 is analogous. We may assume that x is sufficiently large in terms of
A,s,Ae. Let 1 < Q <x'/3¢ For q € [0,20], let f4 be defined as before. Let B be the set of
q € [0,20] such that

X
> ——.
n;x fQ(n)W(n) = q(lOgX)ZA
n=a (mod q)

max
(a7q):l

We may assume that |B| > Q(logx) =24 (for some choice of Q), since otherwise the claim of
Theorem 1.4 follows from the triangle inequality.

Lemma 4.10. Let B and f, be defined as above. For q € B and any B > 2, we may find

* M € [(logx)*, (logx)Prasa(D];
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¢ y € [x(logx) Oassall) .

e g =tq for some positive integer t < M;

* a residue class a’ (mod ¢') with0 < d’ < ¢’ and a’ = a (mod q),
such that at least one of the following two conclusions hold:

1. For some y' € W(A,MOs0); M8 y) independent of g we have

‘ Z fQ(n)lI//(n)‘ > %(logx)_OA,B;,A(l)'

n<y
n=d (mod ¢')

2. We have
‘ Z fq(")‘ > il(logx)_OA,B,s,A(l)‘
q

n<y
n=d' (mod ¢')

We omit the proof of Lemma 4.10, since its deduction from the factorization theorem for
polynomial sequences (Theorem 3.7) is completely analogous to that of Lemma 4.9.

We now apply Lemma 4.10, with B a constant sufficiently large in terms of A,s,A, €. After
restricting to a subset B’ of B of size |B'| > Q(logx) %4+4¢(1) we may find

+ M € [(logx)*, (logx)Onsac!),
*yE [x(logx)—OAﬁs,A,s(l),x];
* ¢' = {q for some positive integer £ < M,
(with all of M,y, ¢ independent of g), such that at least one of the following two conclusions hold:

* For each g € B’ we have

 max ’ fq(n)l{/'(n)‘ > ﬁ/(logx)*om‘v“(”. 4.8)
d' (mod ¢') n<y q
(@.a=1 =y (mod ¢')
* For each g € B’ we have
max ‘ y fq(n)‘ > 2 (logx) Oasae(l), 4.9)
a' (mod ¢) n< q

(@a)=1 p=¢ (mod ¢')

(4.9) is analyzed in the same way as (4.4); it leads to a contradiction to the classical Bombieri—
Vinogradov inequality. (4.8) is analyzed in the same way as (4.3); it leads to a contradiction to
either Theorem 4.3 or Proposition 4.8.
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5 TYPE I ESTIMATES

Our remaining task for proving the main theorems is proving the results for equidistributed
nilsequences from Section 4. By applying Vaughan’s identity, our sum of interest

Y, Amy((n—c)/d)
n=c n(grr)lcod d)

can be decomposed in terms of type I sums of the form

Y aw(m—c)/d)or Y an(logn)y((mn—c)/d)

mn<x mn<x
M<m<2M M<m<2M
mn=c (mod d) mn=c (mod d)

for some M < x'/3, and type II sums of the form

Z ambny((mn —c)/d)

mn<x
M<m<2M
mn=c (mod d)
for some x'/3 < M < x2/3. We begin by analyzing the type I sums. In our argument we will
repeatedly use the following recurrence result, which is a standard consequence of Weyl’s inequality
(see [19, Lemma 4.5]).

Lemma5.1. Let0 < 8 < 1/2and 0 < € < §/4. Let g(n) be a polynomial of degree s. Let N > 8¢
for some sufficiently large constant C = C(s), and suppose that for at least N values of the integers
1 <n <N we have ||g(n)||g/z < € Then there exists a positive integer g < 8% such that

”q(X,'HR/Z < 85_05(])N_i
for each 0 < i <s, where «; is the coefficient of n' in g(n).

Note that the assumption N > 8¢ is necessary, even though this is not explicitly mentioned
in [19, Lemma 4.5]. However, when g(n) is a monomial g(n) = a,n*, the conclusion of Lemma 5.1
holds for any N > 1. Note also that [19, Lemma 4.5] only gives the conclusion for 1 <i < s, but
the bounds for ||g|| combined with our assumption that ||g(n)|| < € for some 1 <n < N gives the
conclusion for i = 0.

Throughout the rest of the paper, we will use the notation

1 1/p

lallp = (37 X lanl”)

m

G.D

where M > 1 is the smallest element of the support of {a,, }. The following type I estimate suffices
for Theorems 4.2.

Proposition 5.2 (type I estimate with supremum). Let x > 2 and € > 0. Let 1 <M < x'/? and
1<D<x27¢ Lets>1,A>2 and0 < 8 < 1/2. Then there exists a large constant C = C(s,A, €)
such that

max sup ‘ Z amy((mn—c)/d)| < ox||al|2
p<d=<2pD (&)= yew (A,5-1:5C x/D) mn<x
M<m<2M

mn=c (mod d)

for any sequence {ay}.
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By applying the triangle inequality and Cauchy—Schwarz, Proposition 5.2 reduces to the
following slightly more general bound (replacing § by 2 there). Note that, in (5.2) below, the
maximum is taken over all residue classes ¢ (mod d), not just those coprime with d.

Proposition 5.3. Let x >2and € > 0. Let | <M < x"/? and 1 <D < x'/*7¢. Lets > 1, A > 2,
and 0 < 8 < 1/2. Then there exists a large constant C = C(s,A, €) such that

max sup ) ’ ) y((mn—c)/d)| < éx. (5.2)
D<d<2D ¢ weW (A,671:8€ x/D) M<m<2M n<x/m
(md)=1" y=cm~1 (mod d)

Proof. For ease of notation we will suppress the dependence of implied constants on s,A, €. We
may assume that § > x~/C, since otherwise ¥, (A, §~'; 8, x/D) is empty.
Let T be the set of (d,m) € [D,2D] x [M,2M] for which the inner sum over n in (5.2) is at least
ox/(DM). 1t suffices to show that
|T| < 6DM.

For each d € [D,2D), let wy € ¥s(A, 6718, x/D) be such that the supremum in (5.2) is attained
by yy. Also let ¢; € [0,d) be such that the maximum over ¢ in (5.2) is attained by this value.
Write y;(n) = ¢4(gq4(n)'y) for some Lipschitz function ¢, on a nilmanifold G,;/I'; and some
polynomial sequence gq, with {g4(1) }1<,<./p totally 8 -equidistributed. For (d,m) € T, consider
the polynomial sequence Ay ,, defined by

hd.,m(n) = &d (mn + bd,m)a

where by, is the unique number satisfying 1 < b;,, < m and dby,, = —cs (mod m). Then by a
change of variables we have

Y vallmn—ca)/d)= Y, @alhan(m)la)+O(1).
n<x/m n<x/(md)
n=cym~! (mod d)
If (d,m) € T, then the sums above have size at least 6x/(2DM), and thus the sequence (g, (n)Ta)1<n<x/(Dm)
fails to be totally 82-equidistributed. Hence by Theorem 3.5, there is a nontrivial horizontal charac-
ter Ygm: Gg — R/Z with || x4,,]| < 6~ such that

HXJ,m o hd7m||c°°(x/DM) < 6—0(1).

Since the number of such characters is (), there is a subset 7/ C T with |7’ > §°()|T| and a
nontrivial horizontal character ) (not depending on d,m) with ||| < § (), such that

||xohd,m||C°°(x/DM) < 6_0(1)

for all (d,m) € T'. Suppose, for the purpose of contradiction, that |T| > §°DM, so that |T’| >
SODM. Then there are at least §°(1)D values of d such that (d,m) € T' for at least 59V M
values of m. For each such d, we will show that {g;(n) }1<,</p is not totally 5C€-equidistributed, a
contradiction.

Fix any such d for the rest of the proof. For (d,m) € T', we may explicitly write

Xo hd,m (n) = Z Bd,mﬂ"’li
i=0
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for some coefficients fB;,,; € R. Then by Lemma 3.4, there is a positive integer ¢ = O(1) such that
19Ba.mill << (x/DM) |12 © hanl|c=(ppmy < (x/DM) 18OV (5.3)
Using the definition of A, ,, we see that

Xohgm(n) =xogs(mn+bay).
Thus if we write

N
X Ogd(l’l) = Z Otdﬂnl
i=0
for some coefficients of;; € R, then by the binomial formula we have the relations
. . j i
Old_,iml = ﬁd,m,i —m Z ( ) O‘dajbé.ni‘ (54)
i<j<s \! ’

At this point we simply have a Diophantine problem to solve: we know that the 4 ,,,;’s lie in “major
arcs" (of appropriate width) for many m, and we would like to deduce that the ¢t ;’s also lie in
major arcs (of appropriate width). We claim that there is a positive integer k < § (1), such that

lkgoy ;|| < (x/D)_’S—O(l) 5:5)

for each 1 <i <. To prove the claim we proceed by induction. For i = s we have oty ;m* = B ..
From (5.3) we see that
ot sm’|| < (x/DM) =5~

for at least $°)M values of m. By our assumption that § > x~ /€ for some sufficiently large C, we
have (x/DM)~* < x~¢ < §°1), Hence we may apply Lemma 5.1 to the polynomial 2 — qo sm’
to conclude that

lkqow || < (x/D) 8~

for some positive integer k < §-00), completing the proof of the base case i =s. Now take
1 <i< s, and assume that (5.5) with some k < § ~?(1) has already been proven for larger values of
i. By (6.3), (5.4) and the induction hypothesis, we see that

lkqog m'|| < ||kgBamill + Y. M|kqay ;|| < (x/DM) 8O

i<j<s

holds for at least §°(VM values of m. By Lemma 5.1 applied to the polynomial m — kqad7[-m" ,
there exists a positive integer ' < 8~ ?1) such that

|K'kqoty || < (x/D)~'8=OW,
Replacing k by k'k completes the induction step, and the finishes the proof of the claim (5.5).
Finally, by Lemma 3.4 we have
kg © gallc=(uyp) < 8.

Since kg is nontrivial and ||kgy|| < 89V, Lemma 3.6 implies that {g,4(n)};<,<,/p is not totally
590 equidistributed, a contradiction if C is chosen large enough. O
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The following type I estimate suffices for Theorems 4.3 and 4.4.

Proposition 5.4 (type I estimate). Let x >2 and € > 0. Let 1 <M < x'? and 1 <D < x'/>7¢.
Lets>1,A>2,and 0 < 8 < 1/2. Let w € ¥s(A, 81,8, x) for some sufficiently large constant
C=C(s,A €). Then

max ’ Y awy(mn)| < 8x|all
D<d<2D (ed)=1 mn<x
M<m<2M

mn=c (mod d)
for any sequence {ay}.

As with Proposition 5.2, by applying the triangle inequality and Cauchy—Schwarz, we reduce
Proposition 5.4 to the following slightly more general statement, with no coprimality condition on
¢ (mod d).

Proposition 5.5. Letx >2and e > 0. Let 1 <M <x'? and 1 <D <x'/>7¢. Lets > 1, A>2, and
0<8<1/2 Let w € Wy(A, 8158, x) for some sufficiently large constant C = C(s,A, €). Then

Y max ) ‘ ) l//(mn)‘<< ox. (5.6)

D<d<2D ¢ M<m<2M mn<x
(md)=1 n=cm~! (mod d)

Proof. Again, for ease of notation we will suppress the dependence of implied constants on s, A, €.
As before, we may assume that 6 > x V€ Let cq € 10,d) be such that the inner sum in (5.6) is
maximal with ¢ = ¢;4. Write y(n) = ¢(g(n)I") for some Lipschitz function ¢ on a nilmanifold G/T°
and some polynomial sequence g, with {g(n)}1<,<, totally §¢-equidistributed. This is the same
sum X that appears in the proof of Proposition 5.2 if yy(n) = @(gs(n)) with g4(n) = g(dn+cy).

Suppose that the desired bound (5.6) fails. Then, following the proof of Proposition 5.2 up
to the claim (5.5), we find a nontrivial horizontal character y with ||x|| < § (), such that if we
write

S
xoga(n) =} oun',
i=0
then there is a positive integer g < §-00) with
lgou.il| < (x/D)~87°W 57

for each 1 <i < s and at least §°D values of D <d <2D. Now, if we write
S .
Xog(l’l) = Zﬁil’ll,
i=0
then from the relations g;(n) = g(dn+c,) we see that

osi=d Y <J, > Bic) . (5.8)
i<j<s \!

We are then left with the Diophantine problem of deducing from (5.7) that there exists a positive
integer k < § (1), such that .

kg < x~18 (5.9)
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for each 1 <i <s. We prove (5.9) by induction. Since otz ; = d*, we see that
lgBsd’|| < (x/D) "8~

for at least §°(1) D values of d. It follows from Lemma 5.1 that there is a positive integer k < § 91
such that (5.9) holds for i = s.

Now take 1 < i < s, and assume that (5.9) with some k < 0 —0() has already been proven for
larger values of i. By (5.7), (5.8) and the induction hypothesis, we see that

Ikgd'Bi]| < |lkqowll + Y. D’|lkgB;|| < (x/D)~'& )
i<j<s
holds for at least §°(1) D values of 4. By Lemma 5.1 again, there exists a positive integer k¥’ < § (1)
such that .
IK'kgi]| < x5,

Replacing k by K’k completes the induction step.

Finally, by Lemmas 3.4 and 3.6, (5.9) implies that {g(1) };<n< is not totally §°()-equidistributed,
a contradiction if C is chosen large enough. O

6 TYPE II ESTIMATES

We proceed to the type II estimates, which are more delicate than the type I estimates. In particular,
each of Theorems 1.3, 1.4 and 1.6 requires a different estimate. Despite this, the general structure
of the proofs is still similar:

1. We start with appropriate applications of Cauchy—Schwarz to eliminate the sequences

{am},{bn}.

2. Assuming that the desired estimate fails, we then use the quantitative Leibman theorem
(Theorem 3.5) to obtain recurrence properties of certain polynomials.

3. At this point we face a purely elementary Diophantine problem of deducing from the
recurrence properties that the coefficients lie in appropriate major arcs.

The readers are again encouraged to consider the special case when the nilequences are polynomial
phase functions, in which case step (2) above is essentially no longer needed. Propositions 6.3, 6.7,
and 6.5 below are the required type Il estimates for Theorems 4.2, 4.3, and 4.4, respectively.

We first need a lemma that generalizes Lemma 5.1 to polynomials in more than one variables.

Lemma 6.1. Let 0 < § < 1/2 be a parameter;, and let k,d > 1, 0 < & < § /4%, Let P(x,...,x;) be
a polynomial of total degree d with real coefficients, and let Ny, ... Ny > 8~C for some sufficiently
large constant C = C(d, k). Suppose that for proportion > 8 of the integer tuples (x1,...,x;) €
[N1] X -+ x [N¢] we have

HP(X] yoen ,xk)H <E&.
Then there exists an integer 1 < g < 8~ %4¢() such that
||qa(i1,_,4,ik) H < 85_0dAk(1)Nl—ll .. .Nk_lk,

foreachiy,... iy >0, where oy, ;) the coefficient of x| ---xf in P.
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Proof. We perform an induction on k. The k = 1 case follows immediately from Lemma 5.1.
Suppose that the case k has been proved and that we are considering case k+ 1. Consider those
values of 1 <y < N, with the property that ||P(xy,...,x,y)| < € for at least 0 /2-proportion of
(x1,...,x%) € [N1] X -+ X [Ng]. The proportion of such y € [Ni] is at least § /2. For each such y,
consider the k-variable polynomial O, given by

Oy(x1,. .. xk) = P(x1,. .., Xk, ).

The coefficient of xil1 - -xZ‘ in Q) is given by

ikt
Z Qi onsis1)Y e

ikr1>0

Hence, by the induction hypothesis applied to Q,, there exists a positive integer ¢’ = ¢'(y) <
8~ %4x(1) such that

q Z a(il,...,ikﬂ)yikﬂ < 85—0d,k(])N1_i1 ...Nk—ik 6.1)

ik+120

for each iy,...,i; > 0. By the pigeonhole principle, there exists a value of ¢’ < 8 %4(1) such
that the above inequality holds for 8’ > §%+(1) proportion of y € [Ny 1]. For fixed iy,. .., i, the
left-hand side in (6.1) is a polynomial in y. Since Ny, ...,N; > 8§ €45 we may ensure that the
upper bound in (6.1) is less than &’ /4% by choosing C(d, k) large enough. Hence we may apply

Lemma 5.1 to obtain a positive integer ¢ = g(iy, ..., ix) < 8 %1, such that

qula(i17“.,ik+])|’ < 867061./((1)1\/171'1 Nk:klﬂ
for each i;; > 0. Finally, we can make this g independent of (ij,...,i) by taking it to be the
product of all the ¢(iy, ..., i). O

Recall that, in the single variable case (Lemma 5.1), the assumption N > &€ can be removed
if g is a monomial. This phenomenon extends to the multi-variable case as follows.

Lemma 6.2. Let 0 < § < 1/2 be a parameter, and let k,d > 1, 0 < € < § /4. Let Ny,...,Ny be
positive integers. For a sufficiently large constant C = C(d,k), let J = {1 < j<k:N; > § C}.
Let P(x1,...,x;) be a polynomial of total degree d, with Oiy....iy) the coefficient of)c’il xZ in P.
Let ay,...,ar > 0. Assume that o;, ;= 0 whenever ij = aj for each j € J and (iy,...,ix) #
(al,...,ak).

Suppose that for proportion > 8 of the integer tuples (x,...,x;) € [N1] X -+ X [Ni| we have

ik)

|P(x1,...,x0)| < €.
Then there exists an integer 1 < g < 8 9%4xc(1) gych that

a) H < Séiodﬁk(l)N;ﬂl .. 'Nk_ak.

.....

In short, we can still obtain Diophantine information on the coefficient o, , provided that

x{"---x* is the only term in P whose x;-degree is equal to a; for each j € J.

,,,,, ar)
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x{"---x¥, and the conclusion

Proof. If J = 0, then P is the monomial P(xy,...,x) = 0,
holds trivially.

Now suppose that J is nonempty. By the pigeonhole principle, there exists x; for each j ¢ J,
such that for proportion > § of the integer tuples (x) jes € [1je/[N;] we have [|P(x},...,x )| < €.

By fixing these choices of '; for j ¢ J, we may view P as a polynomial in the variables (x;) e and

)

apply Lemma 6.1. Our assumptions imply that the coefficient of ] ;¢ ]xjj is Oay.,..ap) Tl (X))

Hence there exists a positive integer g < 8~ 04x(1) such that

< &8 O DTN, .
jet

qa(a] ,...,ak) H(x;)aj

i#

The conclusion follows after replacing g by ¢[] ;¢ ,x?" , since x; <N; < 8 C for j ¢ J. O
We are now ready to state and prove our type II estimates. Recall our notation ||a||, from (5.1).

Proposition 6.3 (type II estimate with supremum). Let x > 2 and M € [x'/* x3/4]. Let 1 <D <
M'?=¢ for some small € > 0. Let s > 1, A>2, and 0 < § < (logx)~". Then for a large constant
C =C(s,A, €) we have

max sup ‘ Y awbay((mn—c)/d)| < x|all||bla,
p<d<2p ()=l yew (A,6-1:6Cx/D) | x<mn<2x
M<m<2M

mn=c (mod d)

for any sequences {a,;, },{by}.

C

Proof. As in the proof of the type I estimates, we may assume that § > x~ /€, since otherwise

W, (A, 6718 x/D) is empty. We need to bound the sum

Y= Z Z amby Wy ((mn—cy)/d)

D<d<2D x<mn<2x
M<m<2M
mn=c, (mod d)

for any choice of 1 < ¢4 < d with (¢g4,d) = 1 and y; € Ws(A, 871, 8,x/D). This can be rewritten
as

=Y awbyF(mn),
x<mn<2x
M<m<2M

where the function F is defined by

Fik):= Y, Wa((k—ca)/d)

D<d<2D
k=c, (mod d)

for x < k < 2x. By the Cauchy—Schwarz inequality, we deduce

Z<Mlalz Y (b llbul Y F(mm)F(mny)|,
N/2<n;,np<2N M<m<2M
x/n;<m<2x/ny
x/np<m<2x/n;
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where N = x/M. By Cauchy—Schwarz, this is further

20 1/2
2 2
<mnjal3ieli( ¥ Y Flmm)Fmm)| )
N/2<n;,ny<2N~  M<m<2M
x/n1<m<2x/n;
x/m<m<2x/ny

Using the trivial bound O(M) for the inner sum over m, we get

1/2

2 <M el ¥ Y Flm)F(mm)|)
N/2<n;,m;p<2N°  M<m<2M
x/n1<m<2x/n;
x/np<m<2x/ny

If the desired bound ¥ < dx||a||2||b||4 fails, then

’ ) F(mnl)F(mnz)‘ > §*N*M. (6.2)
N/2<n;,my<2N°  M<m<2M

x/n1<m<2x/n;

x/m<m<2x/ny

We are now in a position to apply [32, Lemma 3.3]. For it to be applicable, we need the following

two conditions:
D? < 8°M, N~ < §* < (logD)™!

for some sufficiently large constant C = C(s,A) and sufficiently small constant ¢ = ¢(s,A) > 0.
Both conditions are satisfied by our assumption on 6. Hence [32, Lemma 3.3] implies that
vy & Wi(A, 87,8940 x/D) for some d, a contradiction. O

Remark 6.4. We briefly mention here how the sum (6.2) is treated in [32, Lemma 3.3], and where
the key condition D> < §M comes from. After expanding out using the definition of F, the sum
over m can be written as

Y F(mni)F(mny) =Y Y Va, (mny —ca,) /dv)Wa, ((mny — cq,) /d2).

dy,d» m:mni=cy; (mod d;)

The inner sum above is of length < M/D? (assuming that (d;,d>) = 1), and can be expressed in the
form (after a change of variables)

Z WV, ,dany o (m)

melJ(dy,dy,ny,ny)

for an appropriate interval J(d;,d>,n1,n,) and nilsequence Wy, 4, », n,- One can apply the quanti-
tative Leibman theorem to obtain recurrence property for the underlying polynomial sequences
involved in Wy, 4, n, n,» for many (dy,d>,n;,nz), and then proceed to solve the Diophantine problem
that shows up. Since the length of this sum is M /D?, these recurrence properties are only meaning-
ful when M /D? > §~C for some large constant C. We also remark here that the original statement
in [32, Lemma 3.3] has an error: the assumption IOQ2 < L there should be Q2 < 8CL for some
sufficiently large constant C in terms of s,d. This is needed in the proof in order for Lemma 5.1 to
be applicable.

We shall then state and prove a type II estimate with well-factorable weights.
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Proposition 6.5 (Well-factorable type II estimate). Let x > 2, let ¢ # 0 be a fixed integer, and
let M € [x'/2 x3/%]. Let € > 0 be a small constant, and let (Ag) be a well-factorable sequence
of level x'/>7¢. Let s > 1, A>2, 0 < 8 < 1/2. Then for a large constant C = C(s,A, &) and
v EW(A, 6718 x), we have

Y A Y aubyw(mn)| < 8xllalla|bl|s(logx)?, .
d<x/2—¢ x<mn<2x
(dc)=1 M<m<2M

mn=c (mod d)

for any sequences {an},{by}.

By the well-factorability of (A7),<,1/2-¢, there exist (71),(84) with [4],|64] < 1 such that
Ad = Ya—d,a, Ya, 0a,» and with (y;) and (6,) being supported on [1,U] and [1,V], respectively,
where

U=x""¢/M, V=Mxo2. (6.4)
Therefore, Proposition 6.5 is an immediate consequence of the following more general statement.

Proposition 6.6. Let x > 2, let ¢’ # 0 be a fixed integer;, and let M € [x'/? x*/%]. Let &€ > 0 be a
small constant, and let U,V > 1 satisfy U < xl_s/M, UV <x'27¢ and UV? < Mx €. Let s > 1,
A>2,0< 8 < 1/2. Then for alarge constant C = C(s,A, &) and y € Wy (A, 5158, x), we have

max ] Y aubay(mn)| < Sx|all||bllslogx,
U<u<2U V<y<2V (cu)=1 x<mn<2x
(vc'u)=1 M<m<2M

mn=c (mod u)
mn=c’ (mod v)

for any sequences {an},{bn}.

Proof. As in the proof of the type I estimates, we suppress the dependence of the implied constants
on s,A, £ in the proof, and we may assume that § > x~ /€. We may also assume that U > x€/2,
since otherwise UV?2 < Mx~¢ implies UV < M'/2x~¢/*  in which case the claim follows from
Proposition 6.3.

By replacing absolute values with an arbitrary unimodular sequence, the left-hand side of (6.3)
can be written as

Oy Z ambyy(mn) ;=X (6.5)
U<u<2U V<y<2V x<mn<2x
(vc'u)=1 M<m<2M

mn=c, (mod u)
mn=c" (mod v)

for some |6,,| < 1 and some ¢, coprime to u. By assumption, we have
UVE<Mx~¢, x*?<U<x'"¢/M. (6.6)

By the triangle inequality, we have

< Y Y al

U<u<2U M<m<2M

Z O Z by (mn)|.
V<y<2V x/m<n<2x/m
(V,C u):1 mn=cy (mOd u)
mn=c (mod v)
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Let N :=x/M. By applying the Cauchy—Schwarz inequality and expanding, we get

P <MU|lal} Y Y i Ouvy Y, buba, Y, W(mn)w(mny).
U<u<2U V<v,»n<2V N/2<n;,ny<2N x<mny,mny<2x
(v1,du)=(v2,c'u)=1 M<m<2M

mn;i=c, (mod u)
mn;=c' (mod v;)

Using the triangle inequality, the trivial inequality |b,, by, | < |bn,|* + |bn,|*, and symmetry, we
have

Pemula} ¥, ¥ Y bl Y ym)ylmm)|,

U<u<2U V<v <2V N/2<n;,nm<2N x<mny,mny<2x
(vi,c'u)=(v2,c'u)=1n=n, (mod u(vi,v1)) M<m<2M

mn;=c, (mod u)

mn;=c’ (mod v;)
where we are free to add the constraint n; = n, (mod u(vy,v;)) since otherwise the inner sum
over m is empty. Note that the inner sum over m is bounded trivially by O(M /u[vi,vs]) =
O(M(vy,v2) /UV?), since ulvy,vp] < UV? < Mx~€ by (6.6). Separating out the terms with | = n

and with (v{,v) > 872, and applying the Cauchy—Schwarz inequality, we get

2 < MU |alf? (zo+zg+z{/zz§/2) :

where

o= ), )y Y bl Y lwlmn)l,

U<u<2U  V<v,»n<2V  N/2<n<2N x<mn<2x
(vi,c'u)=(v2,c'u)=1 M<m<2M

mn=c, (mod u)

mn=c (mod v;)

o=y Y Yy |6, |2

Y w(mm)y(mny)

U<u<2U  V<v,»n<2V N/2<n;,nm<2N x<mny,mny<2x
(v1,¢'u)=(v2,c'u)=1n=n, (mod u(vi,2)) A{SMSZM
(v1,v2)>82 ny#£ny mn;=c, (mod u)

mn;=c’ (mod v;)

L= ) )3 )3 by [,

U<u<2U V<y,»n<2V N/2<n|,m<2N
(v1,¢'u)=(v2,c'u)=1n=n, (mod u(vi,))
(vi,v2)<872 n#ny
2
=Y y Y | X wm)y(m)
U<u<2U V< <2V N/2<n,m<2N x<mny,mny<2x
(V] ,c’u):(vz,c’u):l ni=np (mod u(vl 7VQ)) M<m<2M
(v1,v2) <82 n1#n mn;j=c, (mod u)

mn;=c' (mod v;)

For ¥, using the trivial bound for the inner sum over m we get

M
L<gyr L Y i) Y b
U<u<2U V<, »n<2V N/2<n<2N
(v1,du)=(v2,c'u)=1

Since

V2
Y (i)Y Y w< Y —<«Viogy,
V <y, <2V Vo<2V V <y 12 <2V vo<2v Y0

vo[vi,vo[v2



BOMBIERI-VINOGRADOV FOR NILSEQUENCES 31

we have
Yo < MN||b||5logx = x||b||3 logx.

For X, using the trivial bound again for the inner sum over m, we see that the contribution to X,
from those terms with (v, v2) = v for a given vo < 2V is

2
% N\ N Mve Ny,
Ul — b . = bll5.
< (0) @ m)m 75 = G 1

Summing this over all vy > § 2 gives

N.
£y < 8 Z|lbl.

For X; we clearly have
N 2022112114
g-VN 1513

Y < UV? <Z|b,,|4>

Thus it suffices to show that

YK (6.7)

Uzvz’
Indeed, once (6.7) is established, we can combine it with our bounds for Xy, X, Z; to get
Nx &%x
22 < MU |la|3 { xl|b]3logx+ &> —=[1b]13 + VN3 - +;
U uv
< (MUx+ %) (logx) lal 3|3

Since MUx < x*>~¢ < §%x? by (6.6) and our assumption on J, this gives the desired bound for X.
Now we turn to bounding X,. Let I" be the set of (n1,nz,u,v;,v;) with

U<u<2U, V<v,v, <2V, N/2<nj,ny <2N, nj #ny,

(u,c) = (vi,c') = (va,d) =1, (vi,m) < 572, ny = ny (mod u(vy,vz))

such that 5
M
Z y(mn)y(mny)| > uve (6.8)
x<mny,mny<2x
M<m<2M

mni=c, (mod u)
mn;=c’ (mod v;)

Suppose, for the purpose of contradiction, that (6.7) fails. Then we must have
T > §°My2N2,

For 1 < ¢ < §72, let T'; be the set of (n1,n2,u,v;,v2) € I such that (v{,v,) = £. By the pigeonhole
principle we have
ITy| > 890 y2N? (6.9)

for some ¢. Fix such an /.
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Let y = ¢ og. For (ny,ny,u,vi,v;) € I'y, note that the congruence condition in the sum
in (6.8) is equivalent to m = B (mod uv,v, /¢) for some B = B(ny,na,u,vi,v2) € [1,uviv,/¢]. Let
h = hy, ny uvi v, - Z— G x G be the polynomial sequence defined by

h(n) := (g(uviva/l-nin+nB),g(uviva/l-nyn+nyB)),

and @ @ ¢: G x G — C be the function defined by

PR Q(x1,x2) := @(x1)P(x2)
for x1,x, € G. After a change of variables, (6.8) implies that

M
Uv?’

Y (p@@)oh(n)| >

nel

where I = Iy, v,.n,.n, 1S an interval contained in [1,2¢M /UV?] and |I| < ¢M /UV?. Since ¢ < § 2,
we have 5
M
—— >80
Hence the polynomial sequence (A(n)),<au/uv> fails to be totally 8°0)_equidistributed, and hence
by Theorem 3.5, there is a nontrivial horizontal character y = x(n,n2,u,vi,v2) on G X G with
x|l < 690, such that

1 © llc=2om/uv2y < §ow. (6.10)

After pigeonholing (which replaces I'; by a subset of it, but the lower bound in (6.9) remains valid
with potentially larger implied constants), we may assume that ¥ is independent of ny,ny, u, vy, v;.
We can write ¥ = ()1, X2), where x1, X2 are horizontal characters on G with || ;|| < § =2, at least
one of which, say J;, is nontrivial, so that y (x;,x2) = x1(x1) + x2(x2) for x1,x; € G. If we write

xiog(n)=Y an’, ypog(n)=Y Bin’,
j=0 Jj=0

then we can write

N

N
Bi(uviva2/¢-non+nyB)! = Z yin’
=0 j=0

xoh(n) =Y, oj(uviva/€-mn+nB) +
) :

J

for some coefficients y; = yj(ni,n2,u,vi,v2). In particular,
Ys(ny,na,u,vi,v2) = o(uvivany /€)° + Bs(uvyvany /0)°.

It follows from (6.10) that

4]

17j(n1,m2,u,v1,v2) || <
for each 1 < j <sand (ny,nz,u,vi,v2) € I'y. We are now left with the problem of deducing the
Diophantine properties of the o;’s and f3;’s from those of the ¥;’s, which will eventually contradict
the equidistribution assumption on g.



BOMBIERI-VINOGRADOV FOR NILSEQUENCES 33

Consider the 5-variable polynomial
Q(nl 7Z7u7vllavl2) = ’)/S(nl y 11 —|—u€z7u’£vll7€1//2).

By (6.11), we have

—0(1) 2N\ S
00zt 5] < e < 5700 (40

for > §°MV2N2 values of (ny,z,u,v,,v}), with ny <N, z < N/(fU), u < U, v} v}, < V /{. Note
that

« the sizes of n1,z are both > §°(1)x¢/2 > §=0(1) by (6.6);

o the term (0t + f;)¢* - (uvvhn)* is the only one appearing in Q(ny,z,u,v},v5) whose degrees
in the ny,z variables are s, 0, respectively;

o the term ;> - u*$(v}vz)* is the only one appearing in Q(n,z,u,v},v,) whose degrees in
the ny,z variables are 0, s, respectively.

Hence Lemma 6.2 is applicable to Q and implies that there exists 1 < g < 8§ ~0(1) such that

2 S
gt (o + Bo)| < 500 (22 L 500
’ ’ M (UVZN)S ;

uvi\® 1
1q¢>By|| < 8- ( i ) vy < 5Oy,
Hence g, = g/** < 8§ has the property that
lgso|| < 87 OWxI, [|geBs] < 6O,
We then show by induction that for 1 < j < sand some 1 < ¢; < 590 with gj+1 | qj, we have
lgjoul| < 8 Wxt,lg;Byll < 8~ OMa. (6.12)

The case j = s has been proved, so we may assume that all the cases s > j' > j have been proved
and that we are considering case j. The coefficient yj(nl ,n2,U,v1,vy) can be explicitly written as

¥ =aj(uvivony /€)7 + Bj(uvivany /€)7+
Z <JJ> (aj/(uvlvznl/g)j(nlB)jI_j +ﬁj/(MV1V2n2/€)j<nzB)j/_j)

J<J'<s

Since (6.12) holds for all indices j’ > j, one easily verifies that

_ L, §—o) . y
qu/ocj/(uvlvznl/€)J(n1B)<’ 7JH < W, quzﬁj/(MV1V2n2/€)"(l’lzB)j 71” <

§—o)
|1|j/ ’
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Defining g;+1 =[]« j<;q;, we see that the coefficient ¥; (n1,n2,u,vi,v2) may be written in the
form

g1 = [|gj+10(uvivons /€)) + g1 B (uvivana /2)/ || +0(8 W,
Thus by (6.11) we have

-o(1)

ug

110 (uvivany /€) + g1 Bj(uvivana ) || <

for (ny,ny,u,vy,vz) € T'y. Precisely as in the case j = s (with s in that argument now replaced by
), this implies (6.12) for j. Now, for ¢ = g1 < 61 we have for every 1 < j < s that

lgayl| < 8 °Wx~7, |lgB;|| < 6 OWxi.
Finally, by Lemma 3.4 we have
lgx1 0 8lle=(y < 870,

Since gy is nontrivial and ||gx; || < § (1), Lemma 3.6 implies that {g(n)}1<,<, is not totally
89U equidistributed, a contradiction if C is chosen large enough. U

Proposition 6.7 (type Il estimate with a fixed nilsequence). Let x > 2, let € > 0 be a small constant,
let M € [x'/2 x*/3+€/2]. Let s > 1, A>2,0< & < 1/2. Then for a large constant C = C(s,A, €)
and y € ¥s(A, 57158, x), we have

max
(e,d)=1

Y, awbay(mn)| < 8x||al)2||b|l4(logx)?, (6.13)
x<mn<2x
M<m<2M
mn=c (mod d)

d§x1/3—8

for any sequences {an},{by}.
Proof. This follows directly from Proposition 6.6 (with € replaced by €/3 there), taking U < x!/3-¢,
V =1 there. O

7 COMBINING THE TYPE I AND TYPE II ESTIMATES

The type I and II estimates in the previous sections have been tailored so that we will be able to
shortly conclude the proofs of Theorems 4.2, 4.3, 4.4 by appealing to Vaughan’s identity, stated
here for convenience.

2/3

Lemma 7.1 (Vaughan’s identity). Let x > 2 and x*/° < n < x. Then we can write

A(n) =Y (aj*8;(n) + B *v;(n)),

J<J
where

(i) J < (logx)'0;
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(ii) |aj(n)],|B;(n)|,|y;(n)| < d3(n)(logx) for each j < J, and aj, B;,y; are each supported inside
dyadic intervals;

(iii) supp(a;) C [1,2x'/3] and supp(B;),supp(;) C [x'/3,x*/3] for each j < J.
(iv) 8j(n) =1or §;(n) =logn.

Proof. This follows from the formulation of Vaughan’s identity in [25, Proposition 13.4], taking
y = z = x'/3 there and splitting the variables into dyadic intervals. O

Proof of Theorems 4.2, 4.3, 4.4. The bound < n*x(logx)? in the statements of the theorems fol-
lows trivially from the Brun-Titchmarsh inequality if n* > 1/logx, so we may assume that <
(logx)~!/* for small enough x > 0. Then it suffices to prove a bound of the form < 1*x(logx)°()
for the sums in Theorems 4.2, 4.3, 4.4.

Let € > 0 be small. Note that by the triangle inequality and crude estimation, it suffices to prove
each proposition with the n sum ranging over any dyadic interval [x',2x'] C [x! /10 x] instead of
[1,x]. Now, by Vaughan’s identity, for n € [, 2x'] we can write A(n) as a sum of < (logx’)!” type
I convolutions a * §(n) with 6 € {1,log} and type II convolutions f3 x y(n), where a, 3,y satisfy
condition (2) of Lemma 7.1 and supp(c) C [1, (x')'/3+¢], supp(B),supp(y) C [(¥')!/3, (x')?/3+E].
By the triangle inequality, it suffices to prove each of Theorems 4.2, 4.3, 4.4 with A(n) replaced by
one of these type I or type II convolutions.

For the type I convolutions, we can readily apply Proposition 5.2 in the case of Theorem 4.2
and Proposition 5.4 in the case of Propositions 4.3, 4.4 (possibly applying partial summation first
to get rid of the logn factor in o *log(n)). For the type II convolutions, in turn, we can appeal
to Proposition 6.3 in the case of Theorem 4.2, Proposition 6.7 in the case of Theorem 4.3, and
Proposition 6.5 in the case of Theorem 4.4 (taking the sequence a,, in these propositions to be the
one of f3,,, ¥, whose support is contained in [(x')'/2,x']). This completes the proof. O

In view of the reduction in Section 4 to the equidistributed case, our main Theorems 1.3, 1.4
and 1.6 follow from Theorems 4.2, 4.3, 4.4, together with Propositions 4.7, 4.8. Hence, to complete
the proofs of our main theorems, it now suffices to prove these two propositions.

Proof of Propositions 4.7 and 4.8. 'We prove Proposition 4.7 by replacing the condition (n, W) = 1
by a standard sieve weight, and then using our type I estimate (Proposition 5.2). The proof of
Proposition 4.8 is completely analogous, using Proposition 5.4 instead of Proposition 5.2.

Let D = x99 and let (lf) ¢<p be upper and lower linear sieve weights, defined in [25, Section
6.2]. Note that if y € W;(A,1%;1n,x/d) then its real and imaginary parts lie in ¥s(A,n%;1n,x/d)
as well. Thus, by splitting y into its real and imaginary parts we may restrict attention to real-valued
V.

Apply the upper bound sieve to the non-negative function y + 1 to obtain

Y, Wwlh-o/d+1)< ) (Z 1?>(W((n—6)/d)+1)
14

n<x n<x (n,W)
nE(c ‘(;‘I/I;(flld) n=c (mod d)
=Y A Y (wlln—c)/d)+1].
LW n<x
n=c (mod d)

ln
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Apply the lower bound sieve to the constant function 1 to obtain

) IR = DA D ¢

n<x Z\W n<x
n=c (mod d) n=c (mod d)
(n,W)=1 ln

Using the fundamental lemma of sieve theory [25, Lemma 6.3] (with g(¢) = %1(5,51):1 and s =
(logD)/(logw) there), we get

1 X
AE 1=2 <1—>+0A<>.
EXV;’, ¢ ,E;C d IIVIV p d(logx)*
n=c (mod d) pld
ln
It follows that

Y wln-o/a)<Y 2" Y w((n—c)/d)+0A(d(b;)zA>-

n<x £|W n<x
n=c (mod d) n=c (mod d)
(n,W):] /ll’l

By applying the inequality above with y replaced by —y, we deduce that

L v _C/d‘<‘f|zvf+ r w((n—c>/d>\+oA(d(logx)ZA).

=c (mod d) n=c (mod d)
(nvw):l f\n

Thus it suffices to show that

max ‘ Z}ﬁ y/((n—c)/d)‘ < n*xlogx.
d<x1/2—£( d)=1yew( A ’r] " n.x/d) olw n<x
= =c (mod d)
ln

By a change of variables n = ¢m, we can rewrite the expression inside the absolute value sign in the
form

Y aw((tm—c)/d),

Im<x
{m=c (mod d)
where a; = A, 1. Since (A;") (and thus (ay)) is supported on £ < D = x*%! the desired estimate
follows from our type I estimate (Proposition 5.2) by taking k = C~!, where C = C(s, A, €) is the
constant from Proposition 5.2. 0

The proof of Theorem 4.6 proceeds similarly to the proofs of Theorems 4.2, 4.3, 4.4, except that
we need an analogue of Heath-Brown’s identity for the multiplicative functions di(n) and 1g(n).
This follows from the following general lemma on decompositions of multiplicative functions.

Lemma 7.2 (A Heath-Brown type decomposition for multiplicative functions). Let k,Q,ng, A > 1
and € > 0 be fixed. Let f : N — C be a multiplicative function satisfying |f(n)| < di(n) and such
that the sequence (f(p))p>n, is periodic with period Q € N. Then for x > 2 and 1 <n < x we can
write
n) =) o %+ ap(n) +O(E(n)),
i<J

where
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(i) J < (logx)°V) and R < 1;
(ii) All the o j(n) are < d(n)°") in absolute value;

(iii) All the a; j(n) are supported on intervals of the form I, j = [y,y'] with y <y' <2y, and if
y > x%, then we have 04 j(n) = x(n)1,,(n) or oi(n) = x(n)(logn)1yy,(n), where x is a
Dirichlet character (depending on i, j) whose modulus divides Q;

(iv) We have

E(”l) < ((logx)0(1>(13p>w:p2|n + 13’">x£3m‘n;l’HiSw—smooth) + (1ng)_A)d1<(n),
where w = xl/(B/ﬂ (loglogx))‘

Proof. This is a minor modification of arguments in [28, Section 5]. For the sake of completeness,
we provide the details.

We may assume that x is large enough. In what follows, all constants in O(-) notation may
depend on the fixed quantities k, Q,ng,€,A. Let C = [3/€], K = Cloglogx, and w = x'/X_ Then
we may factorize

1
f(n)= =
W= X it
0<k<K P1-Pkq1-qe

0<i<c w<p;i<x!/€

qi>X1/C
plim= p'<w

f(pl) ’ "f(pk)f(CIl) e f(qe)f(m) +O(d1<(n)1§|p>w: p2|n)a

where the error term arises from those 7 that have are divisible by the square of some prime > w.
Next, by the orthogonality of characters, for any prime ¢ > max{ng, Q} we can write

1 _
flg) = @x (%d 0 IS;SQabX(b)Z(P)a (7.1)

where a; € C is such that f(p) = ay, for all primes p =b (mod Q), p > ng. Applying (7.1) to each
of f(gqi), we can decompose f(n) as a linear combination (with O(1) coefficients) of O(1) sums of
the form

1

Z k!0 Z Fp)- f(po)ai(qr) -~ xe(qe) f(m) + O(die(n)15py0: p2)n)
0<k<k "*t* n=mpi==prq--q
0<i<C w<pi<x!/€

(11>x1/c
p'lm= p'<w

where J; are characters to modulus Q. We split each ¢; into short intervals of the form [x(1 —
1/(logx)A* 1)+ x(1 —1/(logx)*)/], where j > 0. Then f(n) becomes a linear combination of
O(1) sums of the form

Y )

VAl
I,....IyeJ0<k<K ket n=mpi--prqi---qe
0<i<c w<p;i<x!/€
qi€l;
p'lm=p'<w

: (1) F 0 (@) 2e(qe) £ )+ O(d(n) L3 i),



38 XUANCHENG SHAO AND JONI TERAVAINEN

where J is the collection of intervals of the form 7 = [x(1 — 1/(logx)A*1)/*! x(1 —1/(logx)A*1)/],
with j > 0and I C [x'/€ x].

We then add the von Mangoldt weight to each of the g; variables by writing, for n € I =
.y (1 + (logx) =71,

_ AW
~ logn

An _
+ 0(1n not squarefree) = lofg))z + 0((10gx> A) + 0(1n not squarefree)-

1p(n)

Estimating the contribution of the two error terms trivially by the triangle inequality, the result is
that f(n) can be written as a linear combination (with O(1) coefficients) of O((logx)A+2)€) sums

of the form

1 [
Y i F(p1) - f(pe) f(m) [T A(mj) % (my),
0<k<K ™7 n=mpj-pih-ny j=1
0<I<C w<p;i<x'/€
qi€l;
plim=p'<w
m<xt

plus an error term

E(n) < dK(n)((logx)O(l) 13p>w: p3n + (logx)o(l) 13m>x€:m\n,miswfsmooth) + (logx)iA)a

where the second summand in the upper bound for E(n) arose from the restriction to m < x¢. For
the summands with k < 1, we could now use Heath-Brown’s identity ([25, Proposition 13.3] with
K = [1/¢] there) to each of A(m;) to obtain a decomposition of the desired form. To make the
argument work for large k, it suffices to show that

1

gmyi= 3} = X f(p)--fpi)
K e entle

can be written as a linear combination of O((logx)?(!)) convolutions of the form By ; % ---* By
with M < 1 and |B; ;| < (logx)°!") and with each B; ; supported in [x'/€,x3/€]. But this follows
from a simple grouping of p; - - - p; into subproducts of size € [xl/ ¢ X3/ €], detailed in [28, Section
5]. O

We are now in a position to also conclude the proof of Theorem 4.6 that involves the functions
dk and 15.

Proof of Theorem 4.6. Let € > (0 be small. As previously, it suffices to prove a dyadic version of
Theorem 4.6, where we sum over n € [x',2x'] C [x! /10 x] instead of n < x. Let f(n) = d(n) with
k € C fixed, or f(n) = 1g(n). By Lemma 7.2 (with Q =4 and k = |k| + 1), we can decompose f
as a sum of < (logx)®") convolutions each of which is of the form @ *- - - * g (n) with @; as in
Lemma 7.2, plus an error term E (n) that is of the form given in the lemma.

We will show that each of the convolutions @ * - - - * Qg(n) can be written as either a type I
convolution & x 8 (n) or a type II convolution f3 * y(n), where

(@) |a(n)| < (1ogx)°Md(n)°M) and supp(a) C [1,C(x')!/3] for some C < 1 and 8(n) = x(n)
or 6(n) = x(n)logn with ) of modulus dividing 4.
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(i) [B(m)],]¥(n)| < (logx)®Vd(n)®") and supp(B) < [(¥)'/3, (x')*/3].;

Let o; be supported inside [y;,2y;]. Since n is supported on [x’,2x], we must have y; - -- yg < x'.
If y; > (x')?/3 for some i, then we can form a type I convolution by taking 8§ = oy, @ = 0 % - - -
01 % iy %% 0g (or o(n) = 1,—1 if R = 1), and now we have written ¢ * - - - % ag in the form
(1) above. If instead y; € [(x)'/3, (x')?/?] for some i, then we form a type IT convolution of the
form (2) above by defining B = @,y = 0 % -+ *x Q1 * Q1 *---xog. If all y; < (x’)1/3, then
choose j to be the smallest index with y; ---y; > (x')!/3. We also must have y; ---y; < (¥')%/3 since
y; < (x')!/3. Therefore, taking B = oty * -+ * @; and ¥ = &} * - - - x g we have formed the desired
type II convolution.

Now that each o * - - - * ag has been written as a type I or II convolution satisfying (1) or (2)
above, we can apply the same argument that was used to conclude the proofs of Theorems 4.2,
4.3, 4.4 (noting that the y (n) weight is harmless in our type I Bombieri—Vinogradov estimates by
splitting n into progressions (mod 4)) to see that the analogue of each of those theorems holds
with o * - - - x og in place of A(n).

To conclude the proof of Theorem 4.6, it now suffices to show that

max Z |E(n)| <5 x/(logx)®, (7.2)
d<xl/2—¢ (C7d):1 n<x
- n=c (mod d)

To prove (7.2), we first note that by Cauchy—Schwarz and Shiu’s bound [33], for any d < x!/2-¢

and ¢ coprime to d we have

1/2
1/2
Y djj+1(n) < Y dga(n)? )y 1
n<x n<x n<x
n=c (mod d), n=c (mod d) n=c (mod d),
Fw<p<x'/2: P2n Fw<p<x'/2: P2n

3/4
(kl+1)2/2 [ X X
< (logx) (dwl/z + d1/2> )

Hence, summing over d < x!'/?7¢, the term (logx)?(V13,,. 21,djx/11(n) in the definition of E (n)
gives an admissible contribution on the left of (7.2). We also have by Shiu’s bound, for any
d<x'?7€and ¢ coprime to d, that

x(logx)X!
Y  dyan) < (d)’
n<x
n=c (mod d)

so the contribution of the term (logx) “dj.(n) in the definition of E(n) is also acceptable,
provided that A is chosen large in terms of B.

Lastly, we deal with the term (logx)?(V 15, e. mln,misw—smooth * djk+1 (1) in the definition of
E(n). Let p,,(n) denote the indicator function of w-smooth numbers. It suffices to show that

(n};)lxl Z djif41(n1)pw(m)djg+1(n2) < x/(logx)B. (7.3)
6ad)= nny<x
nlnzzé 2(7mocl d)

ny>x¢

dgxl/Z—e
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By a bilinear Bombieri—Vinogradov estimate [25, Theorem 17.4] (with A =1 there), for any
xf < N < x we have

Y max ) Y, pu(m)digr (n)dygr (n2)

d)=1 A
d<x!/2—€ (c, n<x n=ninp
=t n=c (mod d)N<mi<2N

1/2 1/2
<<< )y Pw(”l)zdk|+1(n1)2> <Z dk|+1(n2)2) :

N<n <2N ny<x/N

Now, applying Cauchy—Schwarz to separate dj.(n )2 and p,,(n)? and recalling that w =
x!/([3/€](eloglogx)) ang applying a standard upper bound for smooth numbers [23, Theorem 1.1], this
is bounded by < x(logx)°(") exp(—(loglogx)(logloglogx)) <p x/(logx)?.

Summing dyadically over N, we conclude that (7.3) holds, so (7.2) follows. ]

8 SIEVE LEMMAS

The rest of the paper is devoted to the proofs of our applications (Theorems 2.3, 2.5 and 2.7).
We first formulate weighted versions of the sieves of Maynard and Chen, which will be needed
subsequently.

Definition 8.1. We say that a k-tuple (hy, ..., k) of integers is admissible if for every prime p there
exists a € Z such that pta+h; forall 1 <i<k.

Proposition 8.2 (Maynard’s sieve). For any 6 € (0,1), Co > 1 and k € N, there exist C = C(0)
and 6 = o(0,k) such that the following holds.

Let (®,),<x be any sequence of nonnegative real numbers with x > xo, and let (L1, ... ,L;) be
an admissible k-tuple of linear forms with L;(n) = ain+ b; and 1 < a;, |b;| < (logx)'/1%. Suppose
that (®,) satisfies the following hypotheses:

(i) (Prime number theorem) For all 1 <i < k and some 8§ > 0 we have
1 & o(a;) 4]
) Y 0> Y o

i=1 a; n<x Ingngx
Ll-(n)EIF’

(ii) (Well-distribution in arithmetic progressions) We have

1 Zn<x Wy,
max w, — — o KL —.
r<2;9 ¢ (mod r) ,E; "o ,E; " (logx)101&*
B n=c (mod r)

(iii) (Bombieri-Vinogradov) For all 1 < i < k we have

1 Zn<x (Dn
max ’ W, — 0, < = ;
,§9 (Li(c).r)=1 ; " o) ; "I (logx) 1ok
N n=c (mod r) Li(n)eP

L,'(}’l)E]P

where for L = {n+ b we define @r(n) := @(|¢|n)/@(|¢)).
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(iv) (Brun—Titchmarsh) We have

C
max Z W, < =0 Wy,
¢ (mod r) n<x n<x
n=c (mod r)
foralll <r< X9,
Then, for x >y 0.c, 1 we have
S(Ly, ..., L)
Wy 10,5 W
,gjc ' logx n;x ’

(L4 (1) e ()| =C Sogh
pITTE Li(n)=p>x°

where the singular series &(Ly,...,Ly) is given by

l)fk<1_ {n€Z/pZ: Li(n)---Li(n) =0 (mod p)}\) S0
P

G(Ll,...,Lk) IZH(l—

P p

Proof. This is [27, Theorem 6.2], which adds weights to the corresponding statement in [30] (in
[27, Theorem 6.2] the result is stated for dyadic sums, but this clearly makes no difference in the
proof). O

Proposition 8.3 (Chen’s sieve). Let (®;,),<x be any sequence of nonnegative real numbers, and let
x be large enough. Let € > 0 be a small enough absolute constant. Suppose that (®,) satisfies the
following hypotheses:

(i) (Bombieri—Vinogradov with well-factorable weights) We have

Z Ar( Z On = (pé ) Z log((:z)’;—l)ﬂ < anxa:’(;

r<x1/2—£ n<x n<x (logx)
(r2)=1 n+2=0 (mod r)
: nelP

for any A, that is either well-factorable of level x'/*~¢ or a convolution of the form A =
Lpeppy ¥ A" with A" well-factorable of level x'/27€/Pand 2P > P' > P € [x'/10 x1/3-¢],

(ii) (Bombieri—Vinogradov for almost primes with well-factorable weights) For j € {1,2} we

have
1 Z < wn
2«,( @ — wn) < U
‘ r<§/"2*€ nggc o(r) ,;C (logx)10
672):1 n=0 (mOd r) n+2€Bj

I’H'zij
where A, is any well-factorable sequence of level x'/*~¢ and

Bi = {pipaps: xM10 < py < X138 x37E < py < (2x/p1) V2, py > 110,
By ={pipaps: x"37F < p1 < pa < (2x/p1)"/%, p3 > xM10%.
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(iii) ((@,) is not concentrated on almost primes): For j € {1,2} we have

Y o.<(1+¢)Bin[1,x] fZa),,
n<x n<x
I’lEBj

Then we have

Z 1 Z o, — x max W),
n<x ng n<x
nelP

n+2ep,

pln+2=p>x'/10

for some absolute constant & > 0.

Proof. This is essentially [27, Theorem 6.4], which adds weights to Chen’s sieve argument. Note
that since the sieve weights appearing in the proof of the weighted Chen’s sieve in [27, Appendix A]
are supported on squarefree numbers, the quantity u(r)%A, in [27, Hypothesis 6.3] can be replaced
with just A,. Note also that the 1+ € factor in Hypothesis (iii) was 1+ o(1) there, but inspecting the
proof in [27, Appendix A] (in particular Subsection A.5), this relaxation makes no difference. [J

9 BOUNDED GAPS BETWEEN PRIMES IN NIL-BOHR SETS

In this section we shall prove Theorem 2.3. We begin with Weyl’s exponential sum estimate and an
analogous estimate over the primes, formulated in a way that is convenient for us.

Lemma 9.1 (Weyl sum bounds over the integers and primes). Let s > 1 be fixed. There exists
Cs > 0 such that the following holds. Let Q(x) = agx® + -+ + Qix + 0 with g, ..., 0 € R. Let
W > 1 be fixed. Lastly, let x > 2, § € (0,1) and 1 < h < W be such that

W  x
)| >06x or e(Qn)| >0———.
éc (Q(n)) o (W) Togx
WntheP

Y e(O(

n<x

Then there exists 1 < { < 8~ such that ||la|| < 8% (logx)% /x/ forall 1 < j <.

Proof. In the case of the Weyl sum over the integers, this follows from [19, Proposition 9.3]. In
the case of the exponential sum over the primes, in turn, we may combine Theorem 4.2 (taking
y(n) = Q((n—h)/W) there and considering only the d = W term in the sum) with the quantitative
Leibman theorem (Theorem 3.5) and Lemma 3.4 to obtain the result. O]

We then state a lemma that provides a convenient minorant function for 1)y <p.

Lemma 9.2 (Vinogradov). Forany p € (0,1/4) and n € (0,p/2), there exists a function g = gp n
such that we have the minorant property 0 < g(x) < Ly <p and such that:

(i) g(x)is 1-periodic and g(x) =0 forx € [—1/2,1/2]\ (—p,p).
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(ii) We have a Fourier expansion

g)=2(1—-n)p+ Y cje(jx),

/>0
where |c;| < 10p.
(iii) We have
Z lcj < 1071 l
i[>k
forany K > 1.
Proof. This follows from [38, Lemma 12]. L]

Let k € N be any fixed natural number. For the rest of this section, we fix the choice ) =
1/(10000k?) in the construction of the minorant function in Lemma 9.2, that is, we work with the
function

8 = 8p,1/(10000k2)-

Before embarking on the main proof, we show that if (hy,...,h) is a suitably chosen tuple,
then the sequence g(Q(n+hy))---g(Q(n+ h;)) has nearly the expected mean value (2p) in the
following quantitative sense.

Lemma 9.3 (Correlations of g(Q(n))). Letk > 1 and p € (0,1/4) be fixed. Let g = g, 1 /(1000012)
be the function constructed above. Also let Q(y) € R[y] be a fixed non-constant polynomial with
irrational leading coefficient, and let F : N — N be any fixed function. Then there exists H > F(k)
(depending on all the above quantities) and a k-tuple (hy,...,h) € [1,H|* of distinct integers such
that

Y g(Q(n+h1)) - g(Q(n+h)) >0.99(2p) x 9.1)

n<x
for x > xq large enough.

Proof. We may assume that F grows fast enough. Write Q(y) = oxy* + - + a1y + o with
o, € R\ Q. By Dirichlet’s approximation theorem, we can find infinitely many pairs (da’,q’) of
coprime integers such that |0 —a’/q’| < 1/(¢')?. Choose a pair for which ¢’ > F(k+[p~']). We
take H = (¢')*>. Note that we have the hierarchy x > H >> k+ p~! with each parameter large
enough in terms of the ones to the right of it.

From the union bound it follows that if we can show that each of (i) and (ii) and is individually
satisfied by proportion > 1/2 of tuples (hy,...,h) € [1,H]* with h; distinct, then there exists a
choice of (hy,...,h) that obeys each of the two properties.

To show that proportion > 1/2 of tuples (hy, ..., k) satisfy (i), by the pigeonhole principle it
certainly suffices to show that

Y s(Q(n+h1)) - g(Q(n+hy)) >0.999(2p) x- H. 9.2)

1<hy,...,; <Hn<x



44 XUANCHENG SHAO AND JONI TERAVAINEN

By writing out the Fourier series for g(x) from Lemma 9.2, and truncating it at height K = (log H)'°,
the left-hand side of (9.2) becomes

k
0p(1 - oaoos VB ¥ e LI L ettt m)

[tk <K n<xi=1h<H
(j1sJ) 7(0,.-,0) 9-3)
X
Or(HF———).
O o)
To bound the sum over ji, ..., j; in (9.3), we note that if j,, # 0 then by Lemma 9.1, and our choice

H = (q')'/? where |a, —d'/q'| < 1/(q)?, we have

Y e(jmQ(h+n))| < H'™ (9.4)

h<H

for some constant ¥, > 0. Since j,, cannot all be zero in the first sum in (9.3), we see that the whole
expression (9.3) is

1 xHK
> (2p(1— ———)x - HY + O(xH" * (log H)'%) — O (+——75) > 0.999(2p ) xH*
recalling that H is large enough in terms of k and p. This gives the desired inequality. O

We will need the following lemma on simultaneous equidistribution of minor arc polynomial
phases.

Lemma 9.4 (Equidistribution of minor arc polynomial phases). Let s > 1, k> 1 and D > 1 be
fixed. Then there exists c; > 0 such that the following holds.

Let Q(y) = agy* + - + aiy + Qo with ag, ..., 05 € R. Let 1 < a < q be such that (a,q) =1
and |0y —a/q| < 1/q* Let x= g% Let |ji|,|hi| < x'/1%) be any integers such that the h; are distinct
and j1O(y+hy)+- -+ jxQ(y+ hy) is not constant. Then, for x large enough,

1. the polynomial sequence (j1Q(n+hy)+---+ jrQ(n+ hy) + Z) <y on the nilmanifold R /7
is totally x~“-equidistributed;

2. the nilsequence (e(j1Q(n+hy)+ -+ jrQ(n+hy)))n<x has mean value < x.
Proof. Let

g) =100 +h)+-+ ik Qu+h) =Y. Buy* (9.5)

0<d<s

for some f3; € R. Then e(g(y)) is a nilsequence on R/Z of degree < s, dimension 1 and Lipschitz
constant O(1). Note that [ 7 e(z)dz = 0. Hence, by the quantitative Leibman theorem (Theorem
3.5), the sequence (g(n) + Z),<, is totally x~“-equidistributed with mean value < x~ for some
¢y > 0, provided that there does not exist any integer 1 < £ < x'/10 (say) satisfying 1€gllc=(x) < x!/10,
Suppose for the sake of contradiction that such an integer ¢ exists. By Lemma 3.4, the existence of
¢ implies the existence of another integer 1 < ¢ <, x'/1 such that

10 By|| <5 x/107¢ forall 1<d<s. (9.6)
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By the binomial formula, we see that
m . m—
Ba= Y, JamOm, where Jyu:= < d) Y e 9.7)
d<m<s 1<r<k
We have the crude upper bound
|Jd,m| gzs.k'xl/(lo‘s‘)-‘rl/lo <x1/4/2 (98)

if x is large enough.
Now, using |0 —a/q| < 1/¢%, (9.6) and (9.8), we have
1

a
) *H _
S7Sq zq

a H V'J; |

x79/10 > ”ElﬁsH = ”gl-]s,sasH > gl‘ls,sg q2

>

Since 1/(2¢) = 1/(2x'/?), and ¢'|J; 4| < g, this is a contradiction unless J; ; = 0. We will show
by backwards induction on d that J;,, = 0 for all d < m <s. The case d = s has been handled.
Suppose that J;;1,, = 0 for all d 4+ 1 < m < s. Note that then J; , = ('Z})/(’gill) -Jg+1,ms1 =0 for
d <m < s—1. Therefore, by (9.6) and (9.8), we have

1

a
i *H .
“gll 2

U\ Jas)
q2

x N0 0By = >

E/ Z Jd,mamH - Hel-]dgasH >

d<m<s

gl‘ls,sg H -
q

Again since 1/(2¢) = 1/(2x'/2) and ¢'|J, 5| < g, this is a contradiction unless J,; ; = 0.
We have now shown that J;,, = 0 for all 1 <d < m <. But then, by (9.5) and (9.7), the
polynomial g(y) is constant, contrary to assumption. O

Proof of Theorem 2.3. Lets > 1,k € Nand p > 0 be fixed, with k large enough in terms of s and p
small enough in terms of s,k. Let k < w < 1 be such that, denoting W =[] ,<,, p, all the rational
coefficients of the polynomial Q(Wy+ 1) (if there are any) are integers. Now, by restricting to the
smaller nil-Bohr set B = BN (WZ+ 1), and denoting Q(y) = Q(Wy+ 1), it suffices to prove that
the set

(Wn+1€P: |Qin)] < p}

has bounded gaps, with Q| now having the form

Ql(y):aSys_‘_“'—i_aly—i_aOv (X],...,GSE(R\Q)U{O}, as#o' (99)

In particular, the leading coefficient ¢ of Q; is irrational. We shall rename Q; as Q for simplicity.

Let H be an integer that satisfies the conclusion of Lemma 9.3 (for some fast-growing but fixed
function ¥). Note that H depends only on k, p, Q.

Since o is irrational, we may find an infinite set Q of integers ¢ > 1 such that for some
a coprime to g we have |ay —a/q| < 1/¢*. Set x = ¢*> with ¢ ranging over Q, and note that
x tends to infinity along an infinite subsequence of the integers. We are going to show that
{Wn+1€eN: ||Q(n)|| < p} contains infinitely many pairs of primes differing by < WH.

To prove this we shall apply the weighted version of Maynard’s sieve given by Proposition 8.2.
Let g = gp.1/(10000¢2) be the minorant for 1<, constructed before. We set our weight @, to be

w, =g(Q(n+h))---g(Q(n+hi)),
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where (hy,..., ) € [1,H]¥ is any k-tuple of distinct elements satisfying the conditions of Lemma
9.3.

Note that m, is a nonnegative minorant for the indicator function of {n: ||Q(n+j)||<pVj<
k}. By Lemma 9.3, we have

Y @, >0.99(2p)"x. (9.10)

n<x

We will show that the weight w, satisfies the hypotheses of Proposition 8.2, taking 0 =
¢s/10,0 = 1/10,Cy = 10 there, where c; is the constant in Lemma 9.4. After that from Proposition
8.2 we obtain the lower bound

) w, > ! Y w,> a
ks.p 77— Nk ko M Nk
n<x ! P (logx)k n<x " P (logx)k

{W (n+hy)+1,...,W (n+h)+1}NP|>(1/(10Cy) ) logk

for some constant C; > 1. By choosing k = [¢?°C:], this then proves that gaps of length at most
W max << j<x |h; —h;| < WH occur infinitely often in our Bohr set'.

We shall now inspect hypotheses (i)—(iv) of Proposition 8.2 for x large enough in terms of
k,s,p,H. They take the forms

(1) Prime number theorem: For 1 < h < H,

1 W
Z U)nZEWZCOn,

n<x n<x
W (n+h)+1eP

(ii) Level of distribution ¢;/10 for ®,:

max

Y oY wn’ X
(mod r) “or (logx)lmkz ’

n<x n<x

r<xes/10€
- n=c (mod r)

(iii) Level of distribution ¢;/10 for @y, Ly (44, +1ep for 1 <i <k:

W)
max ‘ W, — 0, < ——
L (Li)n)=1 ; "oe(Wr) ; "I (logx) 1014
- n=c (mod r) W (n+h;)+1€P
W (n+h;)+1€P

(iv) A Brun-Titchmarsh type bound for @,:

10
max Z W, < — Z w,,
¢ (mod r) n<x n<x
n=c (mod r)

uniformly for 1 <r < x¢s/10,

UIn fact, if one lets k — oo one sees that for any m there are infinitely many intervals of bounded length containing m
primes from our nil-Bohr set.
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Note that any nonnegative constant sequence satisfies hypotheses (i)—(iv) by the prime number
theorem, the Bombieri—Vinogradov theorem, and the Brun—Titchmarsh inequality. By Lemma 9.2,
we may expand @, as a Fourier series:

@, = (2p(1 —1/(10000k%)))* + ) cjyrcie(j1on+1) 4+ jkQ(n+k)),
Jlseeesd

where the coefficients ¢; have the properties stated in Lemma 9.2. Then truncate the Fourier
expansion of ®, to |j| <M := (logx)ZOOkz. Recalling properties (ii) and (iii) of the Fourier

expansion of g(x) as well as (9.10), it suffices to verify that
@, = e(1Q(n+1)+---+ jxQ(n+k))

for any integer tuple (ji,...,ji) € [-M,M]*\ {0} for which j;Q(y +hy) + -+ jkQ(y + hy) is
non-constant, satisfies the following hypotheses:

(i)
D VI ER D M R s
n<x n<x (Ing)
W (n+h)+1€P
(i1’)
D M T ] e —
p<xes/10 € (mod 7) n<x "or ot " (logx)2006>”
B n=c (mod r)
(iii’)
(W) ,
max ‘ o — o<« —% .
rges/10 (Wlethi)+1,r)=1 ,E; " o(Wr) E} " (log x)200%°
B n=c (mod r) W (n-+h;)+1€P
W (n4-hi)+1€P
@v’)
wy, | Lol olee)
¢ (mod r) = " r(log x)200¢* :

n=c (mod r)

for1 <r< x6s/10,

Note that by Lemma 9.4 (and the assumption |a; — a/q| < 1/¢* with ¢ = x'/?) the sequence
o, is totally x~“-equidistributed as a nilsequence and has mean < x“ over [1,x]. Hypothesis (i’)
then follows immediately by combining Lemma 9.1 with the converse to the quantitative Leibman
theorem (Theorem 3.6).

Then, to deal with (ii’) and (iv’), note that as @}, is a degree < s nilsequence that is totally
x~%-equidistributed and has mean value < x~%, also for any 1 < ¢ <r < x%/2 the sequence
(0,11 ¢)m<x/r is a degree < s nilsequence that is x~%/2_equidistributed on [x/r,2x/r] with mean
value < x~%/2, 50 (9.11) automatically holds, in fact in a stronger form where the right-hand side
is replaced with o((x/r)'~¢/?). This stronger form immediately implies hypothesis (ii’) as well.
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Lastly, we deal with (iii’). Note that for any ¢ coprime to d we have

Z a)r,l = Z 1]P)(Wl)a)(,m—l)/W—h,- + 0(1)
n<x m<Wx
n=c (mod r) m=1 (mod W)
W (n+h;)+1€P m=W (c+h;)+1 (mod d)
< max 1 o] 1+1.

=1 (mod W) [m=¢'  (mod dW)

Since ) is totally x~“-equidistributed with mean value < x~, also Oy —1)/w—p, 18 totally x6s/2

equidistributed with mean value < x /2. Thus, hypothesis (iii’) follows from our Bombieri—
Vinogradov theorem for equidistributed nilsequences (Theorem 4.3) after applying partial summa-
tion to replace 1p(m) with A(m).

Now hypotheses (i’)—(iv’) have been verified, so Theorem 2.3 follows. ]

10 CHEN PRIMES IN NIL-BOHR SETS

Our task in this section is to prove Theorem 2.5 on Chen primes in nil-Bohr sets.

Proof of Theorem 2.5. Let Q(x) = oxx* + - - - + ax + 0. By assumption, we can find at least one
1 < j < s such that ¢ is irrational. By Dirichlet’s approximation theorem, we can then find
infinitely many pairs (a,q) of coprime integers with |a; —a/q| < 1/¢*. Restrict to those x that can
be written as x = ¢> for some such ¢; this is a sequence of integers that tends to infinity.

Let 6; > 0 be a small enough constant. Let g = g, 1> be the minorant function arising from
Lemma 9.2 with p = x~%. Then we can estimate

Y o= Y 8(0(0p): (10.1)
p<x p<x
pE?ChC" pe?Chcn

Define m, := g(Q(n)). By applying Chen’s sieve in the form of Proposition 8.3 to (@, ),<x, We see
that the right-hand side of (10.1) is

Zg 0(x"?),

provided that hypotheses (i)—(iii) of Proposition 8.3 are satisfied.
Expanding out the Fourier series of g(x) given by Lemma 9.2 and truncating it from height
M := x*%, we can estimate

1 b~ 1 : 1-26,
g0 X + cj B(JQ(H))+O<X S)
ng; 2 (logx)? ~ (logx)? 0<§‘<M ],E}
1 x1=0
= — 0 —Cs _
<2 + 0k )> (logx)?

for x large enough and some constant ¢; > 0, where for the last inequality we used Lemma 9.1 and
the assumption that x = ¢* where g satisfies |a; —a/q| < 1/4* (so ||{a;|| > 2171 for 1 </0<gq/2).

logx (logx)?
(10.2)
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Therefore, to conclude the proof of Theorem 2.5, it suffices to verify hypotheses (i)—(iii) of
Proposition 8.3 for @, = g(Q(n)). Since

1
wnzix_ef—l- Z cje(jQ(n))—FO(xl_ze“)
0<|jl<M

with |¢;| < x~ %, and since any nonnegative constant sequence satisfies hypotheses (i)—(iii), it
suffices to verify that (using the notation of Proposition 8.3) for 0 < | j| < M = x*% the sequence
o, :=e(jO(n)) satisfies

(")
1D DTV VR (103)
r<xl/2—€ n<x
(r2)=1 n+2=0 (mod r)
nelP
@i1")
Y A Y e« (10.4)
r<xl/2-¢ n<x
(r2)=1 n=0 (mod r)
n+2€B;
(iii")
Y o +‘ Y o) <x 4 (10.5)
n<x n<x
neB; n+2€B;

where A, is well-factorable of level x'/27¢, A/ is either well-factorable of level x'/2~¢ or
Al =1,cpp) * A} with 2" well-factorable of level x'/2~¢ /P and 2P > P' > P € [x!/10 x1/3¢],

Note that @), is a degree s nilsequence and that, by the quantitative Leibman theorem and the
fact that ||/c;| > z—lq for 1 < /¢ < gq/2, it is totally x~“-equidistributed for some small constant
¢s > 0, Moreover, by Lemma 9.1, @), has mean value < x~“ over [1,x].

We first verify hypothesis (i’). By applying partial summation, it suffices to prove (i’) with the
condition n € IP replaced by the weight A(n). Then, by Vaughan’s identity, it suffices to prove that

Z Al Z Ambp @), | < x' 70

r<xl/2—€ mn<x
(r2)=1 ~mn=-2 (modr)
’ M<m<2M

where either M € [x'/2 x*/3+°()] and |a,|, |by| < d(n)°0) (type I case), or M < x'/3+°(1) and
b, € {l,logn} (type I case). Note that @), is a degree s nilsequence which is totally x~ -
equidistributed and has mean < x “ on [1,x]. Now, by applying Proposition 5.2 in the type
I case and Proposition 6.6 in the type II case (and making use of the “partial well-factorability” of
2! to write it as a convolution of two factors supported on [1,x'~¢/2/M] and [1, Mx~'/?]), we obtain
for the left-hand side of (10.3) a bound of < x!~¢, where Cs.e 1s small enough. If we require that
0, < c5¢/5, the bound obtained is good enough.
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For verifying hypothesis (ii’), we note that

g (n)="Y, aw 1))=Y a, (10.6)
n=mp n=mp
p>x1/10 p>x/10

where a,, is the indicator of m being of the form p| p, with x1/10 <p < x1/3-€ and x!/3-¢ <p <
((2x+2)/p1)"/? and d, is the indicator of m being of the form p;p, with x'/37¢ < p; < p, <
((2x+2)/p1)"/2. Thus 1, (n), 1p,(n) are both type II convolutions with the m variable supported
in [xl/ 3,x2/ 3+0(1)]. Hence, from Proposition 6.5, we obtain for the left-hand side of (10.4) a bound
of < x' e for some constant ¢ e > 0. If we require that 8; < c{ /4, the bound is good enough.

Lastly, to handle hypothesis (iii’), we appeal to (10.6) again to reduce matters to type II sums,
and then apply Proposition 6.7 (taking only the d = 1 term in the sum there). We obtain for the
left-hand side of (10.5) a bound of < x'~¢ for some ¢y > 0. If we require that 8; < c{ /4, the
bound obtained is strong enough. /

The proof is now complete. O

11 LINEAR EQUATIONS IN PRIMES IN ARITHMETIC PROGRESSIONS
We now turn to the proof of Theorem 2.7, which also includes the proof of Theorem 2.9.

Proof of Theorem 2.7. We adapt some arguments from [17]. Let w = w(x) be a positive integer
that tends to +oo slowly enough. By dividing the variables n into residue classes modulo & (w), it
suffices to show that the result holds when 2 (w) | g, with O4(Q(logx)~*) exceptions. The details
of this reduction is similar to the argument in [17, Section 5].

Henceforth assume that & (w) | q. By the generalized von Neumann theorem [17, Proposition
7.1] and the relative version of the inverse theorem for the Gowers norms [17, Proposition 10.1]
(see also [20, Theorem 1.3]), we have (2.3) for g outside an exceptional set of size <4 Q(logx) ™4,
provided that the following two conditions hold.

(i) For all but <4 Q(logx) ™ choices of ¢ < Q the following holds. For each invertible residue
class a (mod g), the function A, 4(n) := @A(qn + a) is majorized by Cyv(n), where v is D-
pseudorandom with D large enough in terms of #,d, M (see [17, Section 6] for the definition of the

pseudorandomness conditions).

(ii) For all but <4 Q(logx)™ choices of ¢ < Q we have the Gowers norm bound [|A,, —
|yt = Ow—s00(1) 4+ Owinseo(1) for all k > 1. (This is precisely the content of Theorem 2.9.)

Verifying (i):

For showing condition (i), we follow [17, Appendix D] that establishes the analogous claim for
g = 1, indicating the necessary modifications (see also [3, Proposition 6.1] that handles the case
q <4 (logx)*). Let

Q:={g < Q: Q(q) <Cloglogx},



BOMBIERI-VINOGRADOV FOR NILSEQUENCES 51

where C is a large enough constant and Q(g) denotes the number of prime factors of g with
multiplicities. We have

[1,0]\ Q| < 27 Clogleex Y 22(0) « O(logx) /2,
q<Q

so it suffices to prove condition (i) for g € Q.
As in [17, Appendix D], we define

v(n):= %—F lv(”l)a
L el _ () load'y )
with v(n) = TA%Rg(qn—i—a) = T(logR) (dqzn;ra“(d)%<10gR>> ’
d<R

where ¥ is a smooth function compactly supported in [—1,1] and x(0) = 1, with 0 < y(y) < 1
everywhere. Note that since &(w) | ¢, the W-trick is already incorporated in the definition of
Ay R2-

Let N be a prime of size (Cp + o(1))x for large enough Cp > 0, and extend v(n) to [1,N] by
defining it to be = 1 elsewhere. Embed v(n) into the cyclic group Z/NZ in the obvious way. Then
the function Vv is our choice of a pseudorandom measure.

We will inspect that the Goldston—Y1ldirim estimate of [17, Theorem D.3] (with N = x) holds
for the family of linear forms n +— (L;(gn+a),...,L;,(gn+a)). The case ¢ = 1 is [17, Theorem
D.3]. We will then deduce the linear forms and correlation conditions for V() by following [17,
pp- 75=77]. Both of these arguments ([17, Theorem D.3] and [17, pp. 75-77]) go through in our
setting with the following minor modifications:

* The factor ¢?X) (logR)~'/? in [17, Theorem D.3] is o(1) and therefore harmless, since

X <arl +Zp_1/2 < logloglogN
plg

by the assumption g € Q and the fact that the “exceptional” primes p in [17, Theorem D.3]
are either Oy, £ (1) or divide g.

* In the proof of [17, Theorem D.3] there are a few conditions (such as o(p,B) = 1/p and
B, =1+ 0(1/p)) that only hold for the primes p { ¢ in our setting (as opposed to all large
enough primes). This makes little difference in the argument, since we can separate the
contribution of the primes p | ¢ from the rest and the contribution of the rest of the primes
gives the correct local factors, whereas for p | ¢ quantities such as E,, ¢ in [17, Lemma D.5]
are easy to compute, which ultimately leads to the value 8, = p/@(p) for p | ¢, as desired.

* When verifying the linear forms and correlation conditions in [17, pp. 75-77], one should
replace W with ¢ and conditions such as p < w with p | g and p > w with p { q. The estimates
in [17, p. 77] go through verbatim with these modifications.

Thus condition (i) has been verified.
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Verifying (ii):

We utilize Theorem 1.3, which implies that for any A > 2 we have

P(q)V x
’él\a,q(’l)‘lf(”) ~olgV) E} lI/(”)‘ <kAAe Tlog)’

(gn+a,V)=1

max  sup 1 (11.1)

(@.9)=1 yew, (A logx) ?(q)

for all but O(Q(logx) ) values of ¢ < Q, where V = Z((logx)?) for some sufficiently large
constant B = B(A,k,A) > 0. Let

< ?(q)V
Aa,q (n) = m : 1(qn—i—a,V):l

be the function appearing in the second sum in (11.1). We claim that this function (embedded to a
cyclic group) is D-pseudorandom for any fixed D. To see this, let ¥ be a smooth function supported
on [—1,1] with x(y) =1 for |[y| < 1/2and 0 < x(y) < I everywhere. Let

Agcvl)n(n) = (10gR)< dz “(d)x(logd)y’

logR

v
d<R

where R = N? for small enough y > 0. Then we have

Aag(n) = (1+0(1)) GO

¢(qV)(logR)" **

72(qn+a) +0( o
where

2
E(”) = d(n) lﬂm\n,mzR‘/z,m is V—smooth*

Similarly as in the proof of Theorem 4.6, the term E(gn + a) (which is bounded by a divisor-type
function) is negligible in the linear forms and correlation conditions for (a,q) = 1 and all but

<4 Q/(logx)* values of ¢ < Q. The function %Agj}m@n +a) (embedded into a cyclic
group) in turn is a pseudorandom measure for (a,q) = 1 and g < Q, outside an exceptional set of
moduli ¢ of size <4 Q/(logx)*, by the same argument that was used to verify condition (i). Thus

Agq(n) itself is a pseudorandom measure.
Now by [20, Theorem 1.3], [17, Proposition 10.1] and condition (i), (11.1) implies

[Aag _/N\a,qHUk[x] =o(1)

for almost all g. Thus it remains to establish that ||/~\a7q — 1|y = o(1). But this follows from the
the pseudorandomness of /~\W together with [16, Lemma 5.2]. ]

Lastly, in view of Remark 1.8, we note that as a consequence of the proof method (in fact with
some simplifications in the sense that we do not need pseudorandom majorants), we obtain the
following result for the Mobius function.
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Corollary 11.1. Let € > 0and A,t,d,M > 1 be given. Let x > 10 and Q < x'/3~¢. Then for all but
<earam Q) (logx)t choices of 1 < q < Q the following holds. For every a € (Z/qZ)? and every
finite complexity tuple ¥ = (Ly(n),...,L;(n)) of non-constant affine-linear forms in d variables of
size ||| < M we have

Y u(Li(gn+a))---pu(L(n+a) = o0 gum(x?). (11.2)

ne(l,x)4
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