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Abstract

Anomaly detection aims at identifying data points
that show systematic deviations from the major-
ity of data in an unlabeled dataset. A common
assumption is that clean training data (free of
anomalies) is available, which is often violated
in practice. We propose a strategy for training
an anomaly detector in the presence of unlabeled
anomalies that is compatible with a broad class
of models. The idea is to jointly infer binary la-
bels to each datum (normal vs. anomalous) while
updating the model parameters. Inspired by out-
lier exposure (Hendrycks et al., 2018) that con-
siders synthetically created, labeled anomalies,
we thereby use a combination of two losses that
share parameters: one for the normal and one for
the anomalous data. We then iteratively proceed
with block coordinate updates on the parameters
and the most likely (latent) labels. Our exper-
iments with several backbone models on three
image datasets, 30 tabular data sets, and a video
anomaly detection benchmark showed consistent
and significant improvements over the baselines.

1. Introduction

From industrial fault detection to medical image analysis or
financial fraud prevention: Anomaly detection—the task of
automatically identifying anomalous data instances without
being explicitly taught how anomalies may look like—is
critical in industrial and technological applications.

The common approach in deep anomaly detection is to
first train a neural network on a large dataset of “normal”
samples minimizing some loss function (such as a deep one-
class classifier (Ruff et al., 2018)) and to then construct an
anomaly score from the output of the neural network (typi-
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cally based on the training loss). Anomalies are then iden-
tified as data points with larger-than-usual anomaly scores
and obtained by thresholding the score at particular values.

A standard assumption in this approach is that clean training
data are available to teach the model what “normal” samples
look like (Ruff et al., 2021). In reality, this assumption is of-
ten violated: datasets are frequently large and uncurated and
may already contain some of the anomalies one is hoping to
find. For example, a dataset of medical images may already
contain cancer images, or datasets of financial transactions
could already contain unnoticed fraudulent activity. Naively
training an unsupervised anomaly detector on such data may
suffer from degraded performance.

In this paper, we introduce a new unsupervised approach
to training anomaly detectors on a corrupted dataset. Our
approach uses a combination of two coupled losses to ex-
tract learning signals from both normal and anomalous data.
We stress that these losses do not necessarily have a proba-
bilistic interpretation; rather, many recently proposed self-
supervised auxiliary losses can be used (Ruff et al., 2018;
Hendrycks et al., 2019; Qiu et al., 2021; Shenkar & Wolf,
2022). In order to decide which of the two loss functions to
activate for a given datum (normal vs. abnormal), we use a
binary latent variable that we jointly infer while updating the
model parameters. Training the model thus results in a joint
optimization problem over continuous model parameters
and binary variables that we solve using alternating updates.
During testing, we can use threshold only one of the two
loss functions to identify anomalies in constant time.

Our approach can be applied to a variety of anomaly detec-
tion loss functions and data types, as we demonstrate on
tabular, image, and video data. Beyond detection of entire
anomalous images, we also consider the problem of anomaly
segmentation which is concerned with finding anomalous
regions within an image. Compared to established baselines
that either ignore the anomalies or try to iteratively remove
them (Yoon et al., 2021), our approach yields significant
performance improvements in all cases.

The paper is structured as follows. In Section 2, we discuss
related work. In Section 3, we introduce our main algorithm,
including the involved losses and optimization procedure.
Finally, in Section 4, we discuss experiments on both image
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and tabular data and discuss our findings in Section 5 !.

2. Related Work

We divide our related work into methods for deep anomaly
detection, learning on incomplete or contaminated data, and
training anomaly detectors on contaminated data.

Deep anomaly detection. Deep learning has played an
important role in recent advances in anomaly detection. For
example, Ruff et al. (2018) have improved the anomaly de-
tection accuracy of one-class classification (Scholkopf et al.,
2001) by combining it with a deep feature extractor, both in
the unsupervised and the semi-supervised setting (Ruff et al.,
2019). An alternative strategy to combine deep learning with
one-class approaches is to train a one-class SVM on pre-
trained self-supervised features (Sohn et al., 2020). Indeed,
self-supervised learning has influenced deep anomaly detec-
tion in a number of ways: The self-supervised criterion for
training a deep feature extractor can be used directly to score
anomalies (Golan & El-Yaniv, 2018; Bergman & Hoshen,
2020). Using a multi-head RotNet (MHRot), Hendrycks
et al. (2019) improve self-supervised anomaly detection by
solving multiple classification tasks. For general data types
beyond images, anomaly detection using neural transfor-
mations (NTL) (Qiu et al., 2021; 2022) learns the trans-
formations for the self-supervision task and achieves solid
detection accuracy. Schneider et al. (2022) combine NTL
with representation learning for detecting anomalies within
time series. On tabular data, anomaly detection with internal
contrastive learning (ICL) (Shenkar & Wolf, 2022) learns
feature relations as a self-supervised learning task. Other
classes of deep anomaly detection includes autoencoder vari-
ants (Principi et al., 2017; Zhou & Paffenroth, 2017; Chen &
Konukoglu, 2018) and density-based models (Schlegl et al.,
2017; Deecke et al., 2018).

All these approaches assume a training dataset of “normal”
data. However, in many practical scenarios there will be
unlabeled anomalies hidden in the training data. Wang
et al. (2019); Huyan et al. (2021) have shown that anomaly
detection accuracy deteriorates when the training set is con-
taminated. Our work provides a training strategy to deal
with contamination.

Anomaly Detection on contaminated training data. A
common strategy to deal with contaminated training data
is to hope that the contamination ratio is low and that
the anomaly detection method will exercise inlier prior-
ity (Wang et al., 2019). Throughout our paper, we refer
to the strategy of blindly training an anomaly detector as
if the training data was clean as “Blind” training. Yoon

!Code is available at https://github.com/
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et al. (2021) have proposed a data refinement strategy that
removes potential anomalies from the training data. Their
approach, which we refer to as “Refine”, employs an ensem-
ble of one-class classifiers to iteratively weed out anomalies
and then to continue training on the refined dataset. Simi-
lar data refinement strategy are also combined with latent
SVDD (Gornitz et al., 2014) or autoencoders for anomaly
detection (Xia et al., 2015; Beggel et al., 2019). However,
these methods fail to exploit the insight of outlier exposure
(Hendrycks et al., 2018) that anomalies provide a valuable
training signal. Zhou & Paffenroth (2017) used a robust au-
toencoder for identifying anomalous training data points, but
their approach requires training a new model for identifying
anomalies, which is impractical in most setups. Hendrycks
et al. (2018) propose to artificially contaminate the training
data with samples from a related domain which can then
be considered anomalies. While outlier exposure assumes
labeled anomalies, our work aims at exploiting unlabeled
anomalies in the training data. Notably, Pang et al. (2020)
have used an iterative scheme to detect abnormal frames in
video clips, and Feng et al. (2021) extend it to supervised
video anomaly detection. Our work is more general and pro-
vides a principled way to improve the training strategy of
all approaches mentioned in the paragraph “deep anomaly
detection” when the training data is likely contaminated.

3. Method

We will start by describing the mathematical foundations
of our method. We will then describe our learning algo-
rithm as a block coordinate descent algorithm, providing
a theoretical convergence guarantee. Finally, we describe
how our approach is applicable in the context of various
state-of-the-art deep anomaly detection methods.

3.1. Problem Formulation

Setup. In this paper, we study the problem of unsuper-
vised (or self-supervised) anomaly detection. We consider a
data set of samples x;; these could either come from a data
distribution of “normal” samples, or could otherwise come
from an unknown corruption process and thus be considered
as “anomalies”. For each datum x;, let y; = 0 if the datum
is normal, and y; = 1 if it is anomalous. We assume that
these binary labels are unobserved, both in our training and
test sets, and have to be inferred from the data.

In contrast to most anomaly detection setups, we assume
that our dataset is corrupted by anomalies. That means, we
assume that a fraction (1 — «) of the data is normal, while its
complementary fraction « is anomalous. This corresponds
to a more challenging (but arguably more realistic) anomaly
detection setup since the training data cannot be assumed
to be normal. We treat the assumed contamination ratio «
as a hyperparameter in our approach and denote « as the
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ground truth contamination ratio where needed. Note that an
assumed contamination ratio is a common hyperparameter
in many robust algorithms (e.g., Huber, 1992; 2011), and
we test the robustness of our approach w.r.t. this parameter
in Section 4.

Our goal is to train a (deep) anomaly detection classifier
on such corrupted data based on self-supervised or unsuper-
vised training paradigms (see related work). The challenge
thereby is to simultaneously infer the binary labels y; dur-
ing training while optimally exploiting this information for
training an anomaly detection model.

Proposed Approach. We consider two losses. Similar to
most work on deep anomaly detection, we consider a loss
function £2 (x) = L,,(fs(x)) that we aim to minimize over
“normal” data. The function fp(x) is used to extract features
from x, typically based on a self-supervised auxiliary task,
see Section 3.4 for examples. When being trained on only
normal data, the trained loss will yield lower values for
normal than for anomalous data so that it can be used to
construct an anomaly score.

In addition, we also consider a second loss for anoma-
lies £0(x) = L,(fo(x)) (the feature extractor fp(x) is
shared). Minimizing this loss on only anomalous data will
result in low loss values for anomalies and larger values
for normal data. The anomaly loss is designed to have op-
posite effects as the loss function £ (x). For example, if
L% (x) = || fo(x) —c||? as in Deep SVDD (Ruff et al., 2018)
(thus pulling normal data points towards their center), we
define £9%(x) = 1/||fs(x) — c||? (pushing abnormal data
away from it) as in (Ruff et al., 2019).

Temporarily assuming that all assignment variables y were
known, consider the joint loss function,

N
L(0,y)=> (1 —y)Lo() +uill(x). (1)

i=1

This equation resembles the log-likelihood of a probabilistic
mixture model, but note that £ (x;) and £?(x;) are not
necessarily data log-likelihoods; rather, self-supervised aux-
iliary losses can be used and often perform better in practice
(Ruff et al., 2018; Qiu et al., 2021; Nalisnick et al., 2018).

Optimizing Eq. 1 over its parameters 6 yields a better
anomaly detector than £ trained in isolation. By construc-
tion of the anomaly loss £, the known anomalies provide
an additional training signal to £ : due to parameter sharing,
the labeled anomalies teach £ where not to expect normal
data in feature space. This is the basic idea of Outlier Ex-
posure (Hendrycks et al., 2018), which constructs artificial
labeled anomalies for enhanced detection performance.

Different from Outlier Exposure, we assume that the set
of y; is unobserved, hence latent. We therefore term our

approach of jointly inferring latent assignment variables y
and learning parameters 6 as Latent Outlier Exposure (LOE).
We show that it leads to competitive performance on training
data corrupted by outliers.

3.2. Optimization problem

“Hard” Latent Outlier Exposure (LOEy). In LOE, we
seek to both optimize both losses’ shared parameters ¢ while
also optimizing the most likely assignment variables ;. Due
to our assumption of having a fixed rate of anomalies « in
the training data, we introduce a constrained set:

N
Y={ye{0,1}V:> yi=aN} )

=1

The set describes a “hard” label assignment; hence the name
“Hard LOE”, which is the default version of our approach.
Section 3.3 describes an extension with “soft” label assign-
ments. Note that we require a./N to be an integer.

Since our goal is to use the losses £? and LY to identify
and score anomalies, we seek £% (x;) — £9(x;) to be large
for anomalies, and £9 (x;) — L% (x;) to be large for normal
data. Assuming these losses to be optimized over 6, our best
guess to identify anomalies is to minimize Eq. (1) over the
assignment variables y. Combining this with the constraint
(Eq. (2)) yields the following minimization problem:

minmin £(6,y). 3
inmin £(9,y) 3)
As follows, we describe an efficient optimization procedure
for the constraint optimization problem.

Block coordinate descent. The constraint discrete opti-
mization problem has an elegant solution.

To this end, we consider a sequence of parameters 6% and
labels y* and proceed with alternating updates. To update 6,
we simply fix y* and minimize £(6,y*) over 6. In practice,
we perform a single gradient step (or stochastic gradient
step, see below), yielding a partial update.

To update y given #%, we minimize the same function subject
to the constraint (Eq. (2)). To this end, we define training
anomaly scores,

Strain — 8 (x;) — £%(x;). 4)

These scores quantify the effect of y; on minimizing Eq. (1).
We rank these scores and assign the (1 — «)-quantile of the
associated labels y; to the value 0, and the remainder to the
value 1. This minimizes the loss function subject to the label
constraint. We discuss the sensitivity of our approach to
the assumed rate of anomalies « in our experiments section.
We stress that our testing anomaly scores will be different
(see Section 3.3).
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Algorithm 1 Training process of LOE
Input: Contaminated training set D (a anomaly rate)
hyperparamter o
Model: Deep anomaly detector with parameters 6
foreach Epoch do
foreach Mini-batch M do
Calculate the anomaly score SI"*™ for x; € M
Estimate the label y; given S{™" and «
Update the parameters 6 by minimizing £(6,y)

end
end

Assuming that all involved losses are bounded from below,
the block coordinate descent converges to a local optimum
since every update improves the loss.

Stochastic optimization. In practice, we perform stochas-
tic gradient descent on Eq. (1) based on mini-batches. For
simplicity and memory efficiency, we impose the label con-
straint Eq. (2) on each mini-batch and optimize # and y in
the same alternating fashion. The induced bias vanishes for
large mini-batches. In practice, we found that this approach
leads to satisfying results?.

Algorithm 1 summarizes our approach.

3.3. Model extension and anomaly detection

We first discuss an important extension of our approach and
then discuss its usage in anomaly detection.

“Soft” Latent Outlier Exposure (LOEg). In practice, the
block coordinate descent procedure can be overconfident in
assigning y, leading to suboptimal training. To overcome
this problem, we also propose a soft anomaly scoring ap-
proach that we term Soft LOE. Soft LOE is very simply
implemented by a modified constraint set:

N

Y ={ye{0,05":> 5 =05aN}. (5

i=1

Everything else about the model’s training and testing
scheme remains the same.

The consequence of an identified anomaly y; = 0.5 is
that we minimize an equal combination of both losses,
0.5(L% (x;) + £%(x;)). The interpretation is that the al-
gorithm is uncertain about whether to treat x; as a normal
or anomalous data point and treats both cases as equally
likely. A similar weighting scheme has been proposed for
supervised learning in the presence of unlabeled examples

Note that an exact mini-batch version of the optimization
problem in Eq. (3) would also be possible, requiring memorization
of y for the whole data set.

(Lee & Liu, 2003). In practice, we found the soft scheme to
sometimes outperform the hard one (see Section 4).

Anomaly Detection. In order to use our approach for
finding anomalies in a test set, we could in principle proceed
as we did during training and infer the most likely labels as
described in Section 3.2. However, in practice we may not
want to assume to encounter the same kinds of anomalies
that we encountered during training. Hence, we refrain
from using £Y during testing and score anomalies using
only EZ. Note that due to parameter sharing, training EZ
jointly with £% has already led to the desired information
transfer between both losses.

Testing is the same for both “soft” LOE (Section 3.2) and
“hard” LOE (Section 3.3). We define our testing anomaly
score in terms of the “normal” loss function,

St = L (x;). (6)

3.4. Example loss functions

As follows, we review several loss functions that are compat-
ible with our approach. We consider three advanced classes
of self-supervised anomaly detection methods. These meth-
ods are i) MHRot (Hendrycks et al., 2019), ii) NTL (Qiu
etal., 2021), and iii) ICL (Shenkar & Wolf, 2022). While no
longer being considered as a competitive baseline, we also
consider deep SVDD for visualization due to its simplicity.

Multi-Head RotNet (MHRot). MHRot (Hendrycks et al.,
2019) learns a multi-head classifier fy to predict the applied
image transformations including rotation, horizontal shift,
and vertical shift. We denote /' combined transformations
as {T1,...,Tx}. The classifier has three softmax heads,
each for a classification task /, modeling the prediction dis-
tribution of a transformed image p'(-| fo, Tk (x)) (or p. (+x)
for brevity). Aiming to predict the correct transformations
for normal samples, we maximize the log-likelihoods of the
ground truth label ¢}, for each transformation and each head;
for anomalies, we make the predictions evenly distributed
by minimizing the cross-entropy from a uniform distribution
U to the prediction distribution, resulting in

L(x) ==Yy Yy logp(th[x),
L(x) = Y1y Yy CEWU, pl(-|x))

Neural Transformation Learning (NTL). Rather than
using hand-crafted transformations, NTL learns K neural
transformations {7} 1, ..., T, i } and an encoder fy parame-
terized by 6 from data and uses the learned transformations
to detect anomalies. Each neural transformation generates a
view xj, = Tp 1 (x) of sample x. For normal samples, NTL
encourages each transformation to be similar to the origi-
nal sample and to be dissimilar from other transformations.
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To achieve this objective, NTL maximizes the normalized
probability py = h(xy, x)/ (h(xk, X) + 324, h(xk, X))
for each view where h(a, b) = exp(cos(fa(a), fo(b))/T)
measures the similarity of two views 3. For anomalies, we
“flip” the objective for normal samples: the model instead
pulls the transformations close to each other and pushes
them away from the original view, resulting in

K K
L£0(x) = — Zlogpk, L£0(x) = — Zlog(l — Pk).
k=1 k=1

Internal Contrastive Learning (ICL). ICL is a state-of-
the-art tabular anomaly detection method (Shenkar & Wollf,
2022). Assuming that the relations between a subset of the
features (table columns) and the complementary subset are
class-dependent, ICL is able to learn an anomaly detector by
discovering the feature relations for a specific class. With
this in mind, ICL learns to maximize the mutual informa-
tion between the two complementary feature subsets, a(x)
and b(x), in the embedding space. The maximization of
the mutual information is eqll(livalent to minimizing a con-
trastive loss £9 (x) := —>","_, log pj, on normal samples
with p = h(ar(x),bx(x))/ 312y h(ai(x), br(x)) where
h(a,b) = exp(cos(fo(a), go(b))/T) measures the similar-
ity of two feature subsets in the embedding space of two
encoders fy and gy. For anomalies, we flip the objective as

LI(x) == = Yy log(1 — py).

4. Experiments

We evaluate our proposed methods and baselines for unsu-
pervised anomaly detection tasks on different data types:
synthetic data, tabular data, images, and videos. The data
are contaminated with different anomaly ratios. Depending
on the data, we study our method in combination with spe-
cific backbone models. MHRot applies only to images and
ICL to tabular data. NTL can be applied to all data types.

We have conducted extensive experiments on image, tabular,
and video data. For instance, we evaluate our methods
on all 30 tabular datasets of Shenkar & Wolf (2022). Our
proposed method sets a new state-of-the-art on most datasets.
In particular, we show that our method gives robust results
even when the contamination ratio is unknown.

4.1. Toy Example

We first analyze the methods in a controlled setup on a syn-
thetic data set. For the sake of visualization, we created a
2D contaminated data set with a three-component Gaussian
mixture. One larger component is used to generate nor-
mal samples, while the two smaller components are used to
generate the anomalies contaminating the data (see Fig. 1).

*where T is the temperature and cos(a, b) := a”b/||al|||b]|

For simplicity, the backbone anomaly detector is the deep
one-class classifier (Ruff et al., 2018) with radial basis func-
tions. Setting the contamination ratio to ap = a = 0.1,
we compare the baselines “Blind” and “Refine” (described
in Section 2, detailed in Appendix B) with the proposed
LOEg and LOEg (described in Section 3) and the theoreti-
cally optimal G-truth method (which uses the ground truth
labels). We defer all further training details to Appendix A.

Fig. 1 shows the results (anomaly-score contour lines after
training). With more latent anomaly information exploited
from (a) to (e), the contour lines become increasingly accu-
rate. While (a) “Blind” erroneously treats all anomalies as
normal, (b) “Refine” improves by filtering out some anoma-
lies. (c) LOEg and (d) LOEy use the anomalies, resulting
in a clear separation of anomalies and normal data. LOE
leads to more pronounced boundaries than LOEg, but it
is at risk of overfitting, especially when normal samples
are incorrectly detected as anomalies (see our experiments
below). A supervised model with ground-truth labels (“G-
truth”) approximately recovers the true contours.

4.2. Experiments on Image Data

Anomaly detection on images is especially far developed.
We demonstrate LOE’s benefits when applied to two lead-
ing image anomaly detectors as backbone models: MHRot
and NTL. Our experiments are designed to test the hypoth-
esis that LOE can mitigate the performance drop caused
by training on contaminated image data. We experiment
with three image datasets: CIFAR-10, Fashion-MNIST, and
MVTEC (Bergmann et al., 2019). These have been used
in virtually all deep anomaly detection papers published at
top-tier venues (Ruff et al., 2018; Golan & El-Yaniv, 2018;
Hendrycks et al., 2019; Bergman & Hoshen, 2020; Li et al.,
2021), and we adopt these papers’ experimental protocol
here, as detailed below.

Backbone models and baselines. We experiment with
MHRot and NTL. In consistency with previous work
(Hendrycks et al., 2019), we train MHRot on raw images
and NTL on features outputted by an encoder pre-trained
on ImageNet. We use the official code by the respective
authors*>. NTL is built upon the final pooling layer of a
pre-trained ResNet152 for CIFAR-10 and F-MNIST (as
suggested in Defard et al. (2021)), and upon the third resid-
ual block of a pre-trained WideResNet50 for MVTEC (as
suggested in Reiss et al. (2021)). Further implementation
details of NTL are in the Appendix C.

Many existing baselines apply either blind updates or a
refinement strategy to specific backbone models (see Sec-

*nttps://github.com/hendrycks/ss-ood.git
Shttps://github.com/boschresearch/
NeuTralL-AD.git



Latent Outlier Exposure for Anomaly Detection with Contaminated Training Data

® Normality

0.160

(a) Blind (b) Refine

(c) LOEs

® Anomaly

(d) LOEx (e) G-truth

Figure 1. Deep SVDD trained on 2D synthetic contaminated data (see main text) trained with different methods: (a) “Blind” (treats all
data as normal), (b) “Refine” (filters out some anomalies), (¢) LOEs (proposed, assigns soft labels to anomalies), (d) LOE;; (proposed,
assigns hard labels), (e) supervised anomaly detection with ground truth labels (for reference). LOE leads to improved region boundaries.

tion 2). However, a recent study showed that many of
the classical anomaly detection methods such as autoen-
coders are no longer on par with modern self-supervised
approaches (Alvarez et al., 2022; Hendrycks et al., 2019)
and in particular found NTL to perform best among 13
considered models. For a more competitive and unified
comparison with existing baselines in terms of the training
strategy, we hence adopt the two proposed LOE methods
(Section 3) and the two baseline methods “Blind” and “Re-
fine” (Section 2) to two backbone models.

Image datasets. On CIFAR-10 and F-MNIST, we follow
the standard “one-vs.-rest” protocol of converting these data
into anomaly detection datasets (Ruff et al., 2018; Golan &
El-Yaniv, 2018; Hendrycks et al., 2019; Bergman & Hoshen,
2020). We create C' anomaly detection tasks (where C' is
the number of classes), with each task considering one of
the classes as normal and the union of all other classes as
abnormal. For each task, the training set is a mixture of
normal samples and a fraction of o abnormal samples.
For MVTEC, we use image features as the model inputs.
The features are obtained from the third residual block of
a WideResNet50 pre-trained on ImageNet as suggested in
Reiss et al. (2021). Since the MVTEC training set contains
no anomalies, we contaminate it with artificial anomalies
that we create by adding zero-mean Gaussian noise to the
features of test set anomalies. We use a large variance for
the additive noise (equal to the empirical variance of the
anomalous features) to reduce information leakage from the
test set into the training set.

Results. We present the experimental results of CIFAR-10
and F-MNIST in Table 1, where we set the contamination
ratio ap = o = 0.1. The results are reported as the mean
and standard deviation of three runs with different model
initialization and anomaly samples for the contamination.
The number in the brackets is the average performance
difference from the model trained on clean data. Our pro-

Table 1. AUC (%) with standard deviation for anomaly detection
on CIFAR-10 and F-MNIST. For all experiments, we set the con-
tamination ratio as 10%. LOE mitigates the performance drop
when NTL and MHRot trained on the contaminated datasets.

CIFAR-10 F-MNIST
Blind 91.3+0.1 (-44) 85.0£0.2 (-9.7)
2 Refine 93.5+0.1 (-2.2) 89.1£0.2 (-5.6)
Z  LOEg (ours) | 94.940.2 (-0.8) 92.9+0.7 (-1.8)
LOEs (ours) | 94.9+0.1 (-0.8) 92.540.1 (-2.2)
< Blind 84.0+0.5 (-4.2) 88.8+0.1 (-4.9)
e Refine 84.41+0.1 (-3.8) 89.6%£0.2 (-4.1)
% LOEy (ours) | 86.4+0.5(-1.8) 91.4+0.2 (-2.3)
LOEgs (ours) | 86.3£0.2(-1.9) 91.2+0.4 (-2.5)

Table 2. AUC (%) with standard deviation of NTL for anomaly
detection/segmentation on MVTEC. We set the contamination
ratio of the training set as 10% and 20%.

Detection Segmentation

10% 20% 10% 20%
Blind 94.2+0.5 89.44+0.3 | 96.17+0.08 95.09+0.17

(-3.2) (-8.0) (-0.78) (-1.86)
Refine 95.3+0.5 93.24+0.3 | 96.55+0.04 96.09+0.06

(-2.1) (-4.2) (-0.40) (-0.86)
LOEg | 95.9+0.9 929404 | 95.97£0.22 93.29+0.21
(ours) (-1.5) (-4.5) (-0.98) (-3.66)
LOEs | 954+£0.5 93.6+0.3 | 96.56+£0.04 96.11+0.05
(ours) (-2.0) (-3.8) (-0.39) (-0.84)

posed methods consistently outperform the baselines and
mitigate the performance drop between the model trained
on clean data vs. the same model trained on contaminated
data. Specifically, with NTL, LOE significantly improves
over the best-performing baseline, “Refine”, by 1.4% and
3.8% AUC on CIFAR-10 and F-MNIST, respectively. On
CIFAR-10, our methods have only 0.8% AUC lower than
when training on the normal dataset. When we use another
state-of-the-art method MHRot on raw images, our LOE
methods outperform the baselines by about 2% AUC on
both datasets.
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Figure 2. Anomaly detection performance of NTL on CIFAR-10, F-MNIST, and two tabular datasets (Arrhythmia and Thyroid) with
ao € {5%,10%, 15%, 20%}. LOE (ours) consistently outperforms the “Blind” and “Refine” on various contamination ratios.

Table 3. F1-score (%) for anomaly detection on 30 tabular datasets studied in (Shenkar & Wolf, 2022). We set ap = o« = 10% in all
experiments. LOE (proposed) outperforms the “Blind” and “Refine” consistently. (See Tables 5 and 6 for more details, including AUCs.)

NTL ICL
Blind Refine LOEy (ours) LOEg (ours) Blind Refine LOEy (ours) LOEg (ours)

abalone 3794134 552+159 42.8+26.9 59.3+12.0 50.9£1.5 54.3+2.9 53.445.2 51.74+2.4
annthyroid 29.7+3.5 42.747.1 47.7+11.4 50.3+4.5 29.1+£2.2 38.54+2.1 48.7+7.6 43.0£8.8
arrhythmia 57.6+2.5 50.1£2.1 62.1£2.8 62.7+3.3 53.9+0.7 60.9+2.2 62.4+1.8 63.6+2.1
breastw 84.0£1.8 93.1+0.9 95.6+0.4 95.3+0.4 92.6£1.1 93.4+1.0 96.0+0.6 95.7+0.6
cardio 21.8+4.9 45.2+7.9 73.0+7.9 57.84£5.5 50.2+4.5 56.24+3.4 71.1+3.2 62.242.7
ecoli 0.0+0.0 88.9+14.1 100+0.0 100+0.0 17.8+£15.1 46.7+£25.7 75.6+4.4 75.6+4.4
forest cover 20.4+4.0 56.2+4.9 61.1£34.9 67.6+30.6 9.244.5 8.0+3.6 6.81+3.6 11.14+2.1
glass 11.1£7.0 15.6+£5.4 17.8+£54 20.0+8.3 8.9+4.4 11.1+0.0 11.1+£7.0 8.9+8.3

ionosphere 89.0£1.5 91.04+2.0 91.0+1.7 91.3+2.2 86.5£1.1 859423 85.7£2.8 88.6+0.6
kdd 95.94+0.0 96.0+1.1 98.1+0.4 98.4+0.1 99.3£0.1 99.440.1 99.5+0.0 99.440.0
kddrev 98.4+0.1 98.440.2 89.1£1.7 98.61+0.0 97.940.5 98.44+0.4 98.8+0.1 98.24+0.4
letter 36.4+3.6 44.443.1 25.44+10.0 45.61+10.6 43.04+2.5 51.243.7 54.4+5.6 47.244.9
lympho 53.3+12.5 60.0+8.2 60.0+13.3 73.31+22.6 43.348.2 60.0+8.2 80.0£12.5 83.3+10.5
mammogra. 5.542.8 2.6+1.7 3.34+1.6 13.54+3.8 8.8+1.9 11.4+1.9 34.0+20.2 42.8+17.6
mnist tabular | 78.61+0.5 80.3+1.1 71.8+1.8 76.342.1 72.1£1.0 80.7£0.7 86.0+0.4 79.240.9
mulcross 45.549.6 58.24+3.5 58.24+6.2 50.14+8.9 70.4+13.4 944463 100+0.0 99.9+0.1
musk 21.0+3.3 98.8+0.4 100+0.0 100+0.0 6.243.0 100+0.0 100+0.0 100+0.0
optdigits 0.240.3 1.5+0.3 41.7445.9 59.1+48.2 0.840.5 1.3+1.1 1.2+1.0 0.9+0.5

pendigits 5.0£2.5 32.6£10.0 79.44+4.7 81.9+4.3 10.3+4.6 30.1£8.5 80.3+6.1 88.6+2.2
pima 60.3£2.6 61.0+1.9 61.3+2.4 61.04+0.9 58.1£2.9 59.3+1.4 63.0+1.0 60.1+1.4
satellite 73.6+0.4 74.1+0.3 74.8+0.4 74.740.1 72.7+1.3 72.74+0.6 73.6+0.2 73.240.6
satimage 26.8+1.5 86.8+4.0 90.741.1 91.0+0.7 7.34+0.6 85.1+1.4 91.3£1.1 91.54+0.9
seismic 11.9+1.8 11.5+1.0 18.1+0.7 17.1£0.6 149+14 17.3+2.1 23.64+2.8 24.2+1.4
shuttle 97.0£0.3 97.04+0.2 97.1+0.2 97.04+0.2 96.6+0.2 96.740.1 96.940.1 97.0+0.2
speech 6.9+1.2 8.2+2.1 43.31+5.6 50.8+2.5 0.3£0.7 1.6£1.0 2.0+0.7 0.7£0.8

thyroid 43.445.5 55.14+4.2 82.44+2.7 82.442.3 45.8+7.3 71.6+2.4 83.2+2.9 80.942.5
vertebral 22.0+4.5 21.34+4.5 22.7+11.0 25.3+4.0 8.94+3.1 8.9+4.2 7.8+£4.2 10.0+2.7
vowels 36.0+1.8 50.4+8.8 62.8+9.5 48.446.6 42.14£9.0 60.4+7.9 81.6+2.9 74.4+£8.0
wbc 25.7+£12.3 45.7+£15.5 76.2+6.0 69.5+3.8 50.5+5.7 50.5+2.3 61.0+4.7 61.0+£1.9
wine 24.0+18.5 66.0£12.0 90.0+0.0 92.0+4.0 4.0+4.9 10.0£8.9 98.0+4.0 100+0.0

We also evaluate our methods with NTL at various contam-
ination ratios (from 5% to 20%) in Fig. 2 (a) and (b). We
can see 1) adding labeled anomalies (G-truth) boosts perfor-
mance, and 2) among all methods that do not have ground
truth labels, the proposed LOE methods achieve the best
performance consistently at all contamination ratios.

We also experimented on anomaly detection and segmenta-
tion on the MVTEC dataset. Results are shown in Table 2,

where we evaluated the methods on two contamination ra-
tios (10% and 20%). Our method improves over the “Blind”
and “Refine” baselines in all experimental settings.

4.3. Experiments on Tabular Data

Tabular data is another important application area of
anomaly detection. Many data sets in the healthcare and
cybersecurity domains are tabular. Our empirical study
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demonstrates that LOE yields the best performance for two
popular backbone models on a comprehensive set of con-
taminated tabular datasets.

Tabular datasets. We study all 30 tabular datasets
used in the empirical analysis of a recent state-of-the-
art paper (Shenkar & Wolf, 2022). These include the
frequently-studied small-scale Arrhythmia and Thyroid
medical datasets, the large-scale cyber intrusion detection
datasets KDD and KDDReyv, and multi-dimensional point
datasets from the outlier detection datasets®. We follow the
pre-processing and train-test split of the datasets in Shenkar
& Wolf (2022). To corrupt the training set, we create ar-
tificial anomalies by adding zero-mean Gaussian noise to
anomalies from the test set. We use a large variance for the
additive noise (equal to the empirical variance of the anoma-
lies in the test set) to reduce information leakage from the
test set into the training set.

Backbone models and baselines. We consider two ad-
vanced deep anomaly detection methods for tabular data
described in Section 3.4: NTL and ICL. For NTL, we use
nine transformations and multi-layer perceptrons for neural
transformations and the encoder on all datasets. Further de-
tails are provided in Appendix C. For ICL, we use the code
provided by the authors. We implement the proposed LOE
methods (Section 3) and the “Blind” and “Refine” baselines
(Section 2) with both backbone models.

Results. We report Fl-scores for 30 tabular datasets in
Table 3. The results are reported as the mean and standard
derivation of five runs with different model initializations
and random training set split. We set the contamination
ratio g = « = 0.1 for all datasets. More detailed results,
including AUCs and the performance degradation over clean
data, are provided in Appendix D (Tables 5 and 6).

LOE outperforms the “Blind” and “Refine” baselines con-
sistently. Remarkably, on some datasets, LOE trained on
contaminated data can achieve better results than on clean
data (as shown in Table 5), suggesting that the latent anoma-
lies provide a positive learning signal. This effect can be
seen when increasing the contamination ratio on the Arrhyth-
mia and Thyroid datasets (Fig. 2 (c¢) and (d)). Hendrycks
et al. (2018) noticed a similar phenomenon when adding
labeled auxiliary outliers; these known anomalies help the
model learn better region boundaries for normal data. Our
results suggest that even unlabelled anomalies, when prop-
erly inferred, can improve the performance of an anomaly
detector. Overall, we conclude that LOE significantly im-
proves the performance of anomaly detection methods on
contaminated tabular datasets.

*http://odds.cs.stonybrook.edu/

Table 4. AUC (%) for different contamination ratios for a video
frame anomaly detection benchmark proposed in (Pang et al.,
2020). LOEgs (proposed) achieves state-of-the-art performance.

Method Contamination Ratio

10% 20% 30%*
(Tudor Ionescu et al., 2017) - - 68.4
(Liu et al., 2018) - - 69.0
(Del Giorno et al., 2016) - - 59.6
(Sugiyama & Borgwardt, 2013) 55.0 56.0 56.3
(Pang et al., 2020) 68.0 70.0 71.7
Blind 852+1.0 76.0£2.7 66.6+£2.6
Refine 82.7+1.5 749424 69.3£0.7
LOEy (ours) 823+1.6 59.6£3.8 56.84£9.5
LOEg (ours) 86.8+1.2 79.2+1.3 71.5+24

*Default setup in (Pang et al., 2020), corresponding to cg =~ 30%.

4.4. Experiments on Video Data

In addition to image and tabular data, we also evaluate our
methods on a video frame anomaly detection benchmark
also studied in (Pang et al., 2020). The goal is to iden-
tify video frames that contain unusual objects or abnormal
events. Experiments show that our methods achieve state-
of-the-art performance on this benchmark.

Video dataset. We study UCSD Peds1’, a popular bench-
mark for video anomaly detection. It contains surveillance
videos of a pedestrian walkway. Non-pedestrian and un-
usual behavior is labeled as abnormal. The data set contains
34 training video clips and 36 testing video clips, where all
frames in the training set are normal and about half of the
testing frames are abnormal. We follow the data preprocess-
ing protocol of Pang et al. (2020) for dividing the data into
training and test sets. To realize different contamination
ratios, we randomly remove some abnormal frames from
the training set but the test set is fixed.

Backbone models and baselines. In addition to the
“Blind” and “Refine” baselines, we compare to (Pang et al.,
2020) (a ranking-based state-of-the-art method for video
frame anomaly detection already described in Section 2)
and all baselines reported in that paper (Sugiyama & Borg-
wardt, 2013; Liu et al., 2012; Del Giorno et al., 2016; Tu-
dor Ionescu et al., 2017; Liu et al., 2018).

We implement the proposed LOE methods, the “Blind”, and
the “Refine” baselines with NTL as the backbone model.
We use a pre-trained ResNet50 on ImageNet as a feature
extractor, whose output is then sent into an NTL. The feature
extractor and NTL are jointly optimized during training.

Results. We report the results in Table 4. Our soft LOE
method achieves the best performance across different con-

"http://www.svcl.ucsd.edu/projects/
anomaly/dataset.htm
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Figure 3. A sensitivity study of the robustness of LOEx, LOEs, and “Refine” to the mis-specified contamination ratio. We evaluate them
with NTL on CIFAR-10 in terms of AUC. LOEy and LOEg yield robust results and outperform “Refine” in the most cases.

tamination ratios. Our method outperforms Deep Ordinal
Regression (Pang et al., 2020) by 18.8% and 9.2% AUC
on the contamination ratios of 10% and 20%, respectively.
LOEg outperforms the “Blind” and “Refine” baselines sig-
nificantly on various contamination ratios.

4.5. Sensitivity Study

The hyperparameter « characterizes the assumed fraction of
anomalies in our training data. Here, we evaluate its robust-
ness under different ground truth contamination ratios. We
run LOEy and LOEg with NTL on CIFAR-10 with varying
true anomaly ratios o and different hyperparameters . We
present the results in a matrix accommodating the two vari-
ables. The diagonal values report the results when correctly
setting the contamination ratio.

LOEy (Fig. 3 (a)) shows considerable robustness: the
method suffers at most 1.4% performance degradation when
the hyperparameter « is off by 5%, and is always better than
“Blind”. It always outperforms “Refine” (Fig. 3 (c)) when er-
roneously setting a smaller « than the true ratio ay. LOEg
(Fig. 3 (b)) also shows robustness, especially when erro-
neously setting a larger « than ag. The method is always
better than “Refine” (Fig. 3 (c)) when the hyperparameter v
is off by up to 15%, and always outperforms “Blind”.

5. Conclusion

We propose Latent Outlier Exposure (LOE): a domain-
independent approach for training anomaly detectors on
a dataset contaminated by unidentified anomalies. During
training, LOE jointly infers anomalous data in the train-
ing set while updating its parameters by solving a mixed
continuous-discrete optimization problem; iteratively up-
dating the model and its predicted anomalies. Similar to
outlier exposure (Hendrycks et al., 2018), LOE extracts a
learning signal from both normal and abnormal samples by

considering a combination of two losses for both normal and
(assumed) abnormal data, respectively. Our approach can
be applied to a variety of anomaly detection benchmarks
and loss functions. As demonstrated in our comprehen-
sive empirical study, LOE yields significant performance
improvements on all three of image, tabular, and video data.
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A. Details on Toy Data Experiments

We generate the toy data with a three-component Gaus-
sian mixture. The normal data is generated from p,, =
N(x;[1,1],0.071), and the anomalies are sampled from
pa = N(x;[—0.25,2.5],0.03T) + N (x;[—1.,0.5],0.031).
There are 90 normal samples and 10 abnormal samples. All
samples are mixed up as the contaminated training set.

To learn a anomaly detector, we used one-class Deep
SVDD (Ruff et al., 2018) to train a one-layer radial ba-
sis function (RBF) network where the Gaussian function is
used as the RBF. The hidden layer contains three neurons
whose centers are fixed at the center of each component and
whose scales are optimized during training. The output of
the RBF net is a linear combination of the outputs of hidden
layers. Here we set the model output to be a 1D scalar, as
the projected data representation of Deep SVDD.

For Deep SVDD configuration, we randomly initialized the
model center (not to be confused with the center of the
Gaussian RBF) and made it learnable during training. We
also added the bias term in the last layer. Although setting a
learnable center and adding bias terms are not recommended
for Deep SVDD (Ruff et al., 2018) due to the all-zero trivial
solution, we found these practices make the model flexible
and converge well and learn a much better anomaly detector
than vice verse, probably because the random initialization
and small learning rate serve as regularization and the model
converges to a local optimum before collapses to the trivial
solution. During training, we used Adam (Kingma & Ba,
2014) stochastic optimizer and set the mini-batch size to be
25. The learning rate is 0.01, and we trained the model for
200 epochs. The decision boundary in Figure 1 plots the
90% fraction of the anomaly scores.

B. Baseline Details

Across all experiments, we employ two baselines that do not
utilize anomalies to help training the models. The baselines
are either completely blind to anomalies, or drop the per-
ceived anomalies’ information. Normally training a model
without recognizing anomalies serves as our first baseline.
Since this baseline doesn’t take any actions to the anomalies
in the contaminated training data and is actually blind to
the anomalies that exist, we name it Blind. Mathematically,
Blind sets y; = 0 in Eq. 1 for all samples.

The second baseline filters out anomalies and refines the
training data: at every mini-batch update, it first ranks the
mini-batch data according to the anomaly scores given cur-
rent detection model, then removes top o most likely anoma-
lous samples from the mini-batch. The remaining samples
performs the model update. We name the second base-
line Refine, which still follows Alg. 1 but removes EZ in
Eq. 1. Both these two baselines take limited actions to the

anomalies. We use them to contrast our proposed methods
and highlight the useful information contained in unseen
anomalies.

C. Implementation Details

We apply NTL to all datasets including both visual datasets
and tabular datasets. Below we provide the implementation
details of NTL on each class of datasets.

NTL on image data NTL is built upon the final pool-
ing layer of a pre-trained ResNet152 on CIFAR-10 and
F-MNIST (as suggested in Defard et al. (2021)), and upon
the third residual block of a pre-trained WideResNet50 on
MVTEC (as suggested in Reiss et al. (2021)). On all im-
age datasets, the pre-trained feature extractors are frozen
during training. We set the number of transformations as
15 and use three linear layers with intermediate 1d batch-
norm layers and ReLU activations for transformations mod-
elling. The hidden sizes of the transformation networks
are [2048,2048,2048] on CIFAR-10 and F-MNIST, and
[1024, 1024, 1024] on MVTEC. The encoder is one linear
layer with units of 256 for CIFAR-10 and MVTEC, and is
two linear layers of size [1024, 256] with an intermediate
ReLU activation for F-MNIST. On CIFAR-10, we set mini-
batch size to be 500, learning rate to be 4e-4, 30 training
epochs with Adam optimizer. On F-MNIST, we set mini-
batch size to be 500, learning rate to be 2e-4, 30 training
epochs with Adam optimizer. On MVTEC, we set mini-
batch size to be 40, learning rate to be 2e-4, 30 training
epochs with Adam optimizer. For the “Refine” baseline and
our methods we set the number of warm-up epochs as two
on all image datasets.

NTL on tabular data On all tabular data, we set the num-
ber of transformations to 9, use two fully-connected network
layers for the transformations and four fully-connected net-
work layers for the encoder. The hidden size of layers in the
transformation networks and the encoder is two times the
data dimension for low dimensional data, and 64 for high
dimensional data. The embedding size is two times the data
dimension for low dimensional data, and 32 for high dimen-
sional data. The transformations are either parametrized as
the transformation network directly or a residual connection
of the transformation network and the original sample. We
search the best-performed transformation parameterization
and other hyperparameters based on the performance of the
model trained on clean data. We use Adam optimizer with
a learning rate chosen from [5e — 4, le — 3, 2e — 3]. For
the “Refine” baseline and our methods we set the number
of warm-up epochs as two for small datasets and as one for
large datasets.
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NTL on video data Following the suggestions of Pang
et al. (2020), we first extract frame features through a
ResNet50 pretrained on ImageNet. The features are sent to
an NTL with the same backbone model as used on CIFAR-
10 (see NTL on image data) except that 9 transformations
are used. Both the ResNet50 and NTL are updated from end
to end. During training, we use Adam stochastic optimizer
with the batch size set to be 192 and learning rate set le-4.
We update the model for 3 epochs and report the results with
three independent runs.

MHRot on image data MHRot (Hendrycks et al., 2019)
applies self-supervised learning on hand-crafted image trans-
formations including rotation, horizontal shift, and vertical
shift. The learner learns to solve three different tasks: one
for predicting rotation (r € R = {0°,£90°,180°}), one
for predicting vertical shift (s* € S” = {0px, =8 px}),
and one for predicting horizontal shift (s" € S" =
{0 px, =8 px}). We define the composition of rotation, ver-
tical shift, and horizontal shiftas 7 € 7 = {r o s¥ o s" |
r € R,s¥" € 8, s" € S"}. We also define the head la-
bels t1 = 74,12 = s, t3 = s for a specific composed
transformation T}, = rg o s} © sf Overall, there are 36
transformations.

We implement the model on the top of GOAD (Bergman &
Hoshen, 2020), a similar self-supervised anomaly detector.
The backbone model is a WideResNet16-4. Anomaly scores
is used for ranking in the mini-batch in pseudo label assign-
ments. For F-MNIST, we use Efl, the normality training
loss, as the anomaly score. For CIFAR-10, we find that
using a separate anomaly score mentioned in (Bergman &
Hoshen, 2020) leads to much better results than the original
training loss anomaly score.

During training, we set mini-batch size to be 10, learning
rate to be le-3 for CIFAR-10 and 1le-4 for F-MNIST, 16
training epochs for CIFAR-10 and 3 training epochs for
F-MNIST with Adam optimizer. We report the results with
3-5 independent runs.

D. Additional Experimental Results

We provide additional results of the experiments on tabular
datasets. We report the F1-scores in Table 5 and the AUCs
in Table 6. The number in the brackets is the average per-
formance difference from the model trained on clean data.
Remarkably, on some datasets, LOE trained on contami-
nated data can achieve better results than on clean data (as
shown in Tables 5 and 6), suggesting that the latent anoma-
lies provide a positive learning signal. Overall, we can see
that LOE improves the performance of anomaly detection
methods on contaminated tabular datasets significantly.
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Table 5. Fl-score (%) with standard deviation for anomaly detection on 30 tabular datasets which are from the empirical study of Shenkar
& Wolf (2022). For all experiments, we set the contamination ratio of the training set as 10%. The number in the brackets is the average
performance difference from the model trained on clean data. LOE outperforms the “Blind” and “Refine” baselines.

NTL ICL
Blind Refine LOEpy (ours) LOEg (ours) Blind Refine LOEy (ours) LOEg (ours)
balone 379L134 552+159 4281269  59.3L12.0 | 509+L15 543129 5341552 517424
(-25.3) (-8.0) (-20.4) (-3.9) (-11.2) (-7.8) (-8.7) (-10.4)
annthyroid 297435 427471 4774114 503445 | 29.1422  38.5+2.1 48.7+7.6 43.048.8
(-21.6) (-8.6) (-3.6) (-1.0) (-12.0) (-2.6) (+7.6) (+1.9)
arthythmia 576425  59.1+2.1 62.14£2.8 627433 | 539407 609422  624+18 63.6+2.1
(-3.0) (-1.5) (+1.5) (+2.1) (-7.6) (-0.6) (+0.9) (+2.1)
broastw 84.0+£1.8  93.1+£09  95.640.4 953404 | 92.6+1.1  934+1.0  96.0+0.6 95.740.6
(-8.4) (+0.7) (+3.2) (+2.9) (-2.4) (-1.6) (+1.0) (+0.7)
" 218449 452479  73.0+7.9 578455 | 502445 562434 711+3.2 62.242.7
cardio (-35.0) (-11.6) (+16.2) (+1.0) (-19.5) (-13.5) (+1.4) (-7.5)
ecoli 0.0£0.0  88.9+14.1  100+0.0 100+£0.0 | 17.8415.1 4674257  75.6+4.4 75.61+4.4
(-95.6) (-6.7) (+4.4) (+4.4) (-55.5) (-26.6) (+2.3) (+2.3)

forestcover | 204F40 562449 611349 67.6£30.6 | 9.2+4.5 8.0+£3.6 6.843.6 11.1+2.1
(-44.2) (-8.4) (-3.5) (+3.0) (-37.8) (-39.0) (-40.2) (-35.9)

glass 11.1£7.0  15.6£5.4 17.845.4 20.0+8.3 89444  11.1+0.0 11.1£7.0 8.948.3
(-6.7) (-2.2) (+0.0) (+2.2) (-13.3) (-11.1) -11.1) (-13.3)

ionosphere 89.0£1.5  91.042.0  91.0&+1.7 913422 | 86.5+1.1 859423 85.742.8 88.6--0.6
(-3.5) (-1.5) (-1.5) (-1.2) (-5.7) (-6.3) (-6.5) (-3.6)

rdd 95.940.0  96.0+1.1 98.140.4 98.4+0.1 | 99.3+0.1  99.4+0.1 99.5+0.0 99.4-40.0
(-2.4) (-2.3) (-0.2) (+0.1) -0.1) (+0.0) (+0.1) (+0.0)

Kddrev 98.440.1  98.440.2 89.1+£1.7 98.60.0 | 97.9+40.5 984404  98.840.1 98.2:0.4
(+0.2) (+0.2) (-9.1) (+0.4) (-0.9) (-0.4) (+0.0) (-0.6)

etter 36443.6 444431 2544100  45.6+10.6 | 43.0425 512437  54.4+5.6 472449
(-11.0) (-3.0) (-22.0) (-1.8) (-15.5) (-7.3) (-4.1) (-11.3)

Ivmoho 533+125  60.0£82  60.0+133 7334226 | 433482  60.0£82  80.0+125  83.3+10.5
ymp (-20.0) (-13.3) (-13.3) (+0.0) (-40.0) (-23.3) (-3.3) (+0.0)

mammogra 55428  2.6+17 33+1.6 13.5+3.8 88419  114£1.9 3404202  42.8+17.6
: (-21.3) (-24.2) (-23.5) (-13.3) (-14.0) (-11.4) (+11.2) (+20.0)

st ablar 78605 803+L1 718418 76342.1 | 721410 807407  86.0+0.4 79.240.9
(-6.6) (-4.9) (-13.4) (-8.9) (-10.5) (-1.9) (+3.4) (-3.4)

muleross 45549.6 582435  58.2+6.2 50.14£8.9 | 70.4+134 944463 100-£0.0 99.940.1
(-50.5) (-37.8) (-37.8) (-45.9) (-29.6) (-5.6) (+0.0) (-0.1)

musk 21.0£3.3  98.840.4 100-:0.0 100-:0.0 62430  100-0.0 100-:0.0 100--0.0
(-79.0) (-1.2) (+0.0) (+0.0) (-93.8) (+0.0) (+0.0) (+0.0)

optdigits 0.240.3 15403  41.7+459  59.1+48.2 | 0.84+0.5 1.3+1.1 1241.0 0.940.5
(-24.7) (-23.4) (+16.8) (+34.2) (-62.4) (-61.9) (-62.0) (-62.3)

endiits 50425  32.6+100  79.444.7 81.9+4.3 103+£4.6  30.1£8.5 80.346.1 88.6:2.2
pendig (-56.3) (-28.7) (+18.1) (+20.6) (-67.9) (-48.1) (+2.1) (+10.4)

. 603426  61.0£1.9  61.3+2.4 61.0£0.9 | 58.14£29 593+14  63.0:1.0 60.1+=1.4
pima (-1.2) (-0.5) (-0.2) (-0.5) (-2.2) (-1.0) (+2.7) (-0.2)

satellie 73.6404  74.140.3 74.84+0.4 74740.1 | 727413 727406  73.6+0.2 73.240.6
(-1.0) (-0.5) (+0.2) (+0.1) (2.1 (-2.1) (-1.2) (-1.6)
. 268415  86.844.0  90.7+1.1 91.0+0.7 73406  85.1+14  91.3%1.1 91.540.9
satimage (-65.2) (-5.2) (-1.3) (-1.0) (-82.0) (-4.2) (+2.0) (+2.2)
seismic 119418  11.5+1.0 18.1-£0.7 17.14£0.6 | 149414  17.342.1 23.6+2.8 242414
(-0.6) (-1.0) (+5.6) (+4.6) (-3.0) (-0.6) (+5.7) (+6.3)

shuttle 97.0£0.3  97.0£0.2  97.1+0.2 97.040.2 | 96.6+£02  96.7+0.1 96.9-40.1 97.0-:0.2
(+0.3) (+0.3) (+0.4) (+0.3) (-0.4) (-0.3) -0.1) (+0.0)

specch 69412 82421 433456 50.8+2.5 0.340.7 1.6£1.0 2.0+0.7 0.740.8
(-2.6) (-1.3) (+33.8) (+41.3) (-4.1) (-2.8) (-2.4) (-3.7)

thyroid 434455  55.1442 824427 824423 | 458+73  71.6424 832429 80.9+2.5
(-34.4) (-22.7) (+4.6) (+4.6) (-31.4) (-5.6) (+6.0) (+3.7)

vertebral 220445 213445  22.7+11.0 25.3+4.0 8.943.1 8.9+4.2 78442 10.04+2.7
(-8.7) (-9.4) (-8.0) (-5.4) (-7.8) (-7.8) (-8.9) (-6.7)

| 36.0£1.8 504488 628495 484466 | 42.14£9.0  604+79  81.6+2.9 74.448.0
vowels (-40.7) (-26.3) (-13.9) (-28.3) (-37.5) (-19.2) (+2.0) (-5.2)

whe 2574123 4574155  76.246.0 69.5£3.8 | 50.545.7  50.5+2.3 61.0£4.7 61.0+1.9
(-39.1) (-19.1) (+11.4) (+4.7) (-8.2) (-8.2) (+2.3) (+2.3)

wine 2404185 66.0£12.0  90.0+0.0 92.0+4.0 40449  10.04£89  98.0+4.0 100--0.0
(-68.0) (-26.0) (-2.0) (+0.0) (-86.0) (-80.0) (+8.0) (+10.0)
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Table 6. AUC (%) with standard deviation for anomaly detection on 30 tabular datasets which are from the empirical study of Shenkar &
Wolf (2022). For all experiments, we set the contamination ratio of the training set as 10%. The number in the brackets is the average
performance difference from the model trained on clean data. LOE outperforms the “Blind” and “Refine” baselines.

NTL ICL
Blind Refine LOEgy (ours) LOEg (ours) Blind Refine LOEy (ours) LOEg (ours)

“balone OT4+1.7 933L17  934%1.0 94.6+1.4 | 83.1L15 9125108  935+1.0 93.60.8
(-2.4) (-0.5) (-0.4) (+0.8) (-10.1) (-2.0) (+0.3) (+0.4)

annthvroid 66.142.8 782466  83.947.0 85.9+14.8 | 655423 73.1425  82.4+5.6 76.7+6.8
y (-19.1) (-7.0) (-1.3) (+0.7) (-8.7) 1.1 (+8.2) (+2.5)

arthvihmia 80.5+1.1 825408 827418 84.8£1.7 | 755403  77.1+£0.7  79.2+0.2 78.4-0.8
y (-0.7) (+1.3) (+1.5) (+3.6) (-2.3) -0.7) (+1.4) (+0.6)

breastw 89.542.1 96.1£0.8  99.040.3 98.240.5 | 97.1£0.8 97.4+0.8  98.7+0.3 98.8--0.4
(-6.8) (-0.2) +2.7) (+1.9) (-1.0) (-0.7) (+0.6) (+0.7)

cardio 635438 769438  92.64+3.7 853+42 | 80.0+1.4 833409  91.1+1.9 87.542.1
(-19.7) (-6.3) (+9.4) (+2.1) (-10.0) (-6.7) (+1.1) (-2.5)

ecoli 749482  99.6+0.5  100-+0.0 100-£0.0 80.4+4.2 858+1.5  88.5+1.8 89.1+0.8
(-24.9) (-0.2) (+0.2) (+0.2) (-8.8) (-3.4) (-0.7) (-0.1)

forest cover | 91222 986407 977427 98.64+2.1 | 73.0£11.7 77.8467 789432 81.7+2.7
‘ (-7.4) (+0.0) (-0.9) (+0.0) (-22.3) (-17.5) (-16.4) (-13.6)

glass 751440  76.6+£33  77.8+4.8 771446 | 547+114  66.6£57  654+12.0 71.549.2
(+2.6) (+4.1) (+5.3) (+4.6) (-25.9) (-14.0) (-15.2) (-9.1)

. 95.6+0.8 96.8:0.8  96.141.0 96.840.9 | 92.6+£1.1 933+1.3  88.743.3 93.4+1.0
ionosphere (-2.3) (-1.1) (-1.8) (-1.1) (-4.9) (-4.2) (-8.8) (-4.1)

dd 99.740.0 994402  99.740.0 99.740.0 | 99.940.0 99.9+0.0  99.9-0.0 99.9-0.0
(-0.2) (-0.5) (-0.2) (-0.2) (+0.0) (+0.0) (+0.0) (+0.0)

cddrev 99.540.1 99.4+0.1  96.140.9 99.540.1 | 99.5+02 99.7+0.1  99.8+0.0 99.640.1
(+0.0) (-0.1) (-3.4) (+0.0) (-0.3) 0.1) (+0.0) (-0.2)

etter 79.840.5 83.5+0.8  76.246.0 84.314.8 | 823429 84.1420 862428 83.742.0
(-5.0) (-1.3) (-8.6) (-0.5) (-5.4) (-3.6) (-1.5) (-4.0)

Ivmbho 90.846.7 937432  96.6+1.7 981422 | 94.14£2.0 96.1+£1.0  98.9+1.0 98.9-1.1
ymp (-6.3) (-3.4) (-0.5) (+1.0) (-5.3) (-3.3) (-0.5) (-0.5)

mammogra, 087462 678420 692438 785432 | 642443 697447  80.0+£7.7 84.0-4.3
: (-13.8) (-14.7) (-13.3) (-4.0) (-14.8) (-9.3) (+1.0) (+5.0)

st ablar | 961E02 96704 947405 96.140.4 | 941404 964403  97.9+0.1 96.340.2
(-1.9) (-1.3) (-3.3) (-1.9) (-3.1) (-0.8) (+0.7) (-0.9)

uleross 81.747.5 912+14  90.844.5 82.64+10.5 | 937444 99.4+0.7  100-0.0 100--0.0
(-17.9) (-8.4) (-8.8) (-17.0) (-6.3) (-0.6) (+0.0) (+0.0)

sk 762423 100-0.0 100-0.0 100--0.0 78.842.9  100+0.0 100--0.0 100--0.0
(-23.8) (+0.0) (+0.0) (+0.0) (-21.2) (+0.0) (+0.0) (+0.0)

ondieits 31.043.7 387438 7094278  72.6+33.6 | 13.8+442 163+43 159451 14.643.7
pldig (-53.7) (-46.0) (-13.8) (-12.1) (-83.6) (-81.1) (-81.5) (-82.8)

endicits 64.049.3  859+6.6  99.140.5 98.9404 | 779468 833447  99.2+0.6 99.7-+0.1
pendigits (-33.1) (-11.2) (+2.0) (+1.8) (-21.3) (-15.9) (+0.0) (+0.5)

. 59.5434  60.6£2.6  60.8-1.8 60.81.0 | 582437 59.0+14  64.1£1S5 61.1+:1.4
pima (-2.2) -1.1) (-0.9) (-0.9) (-2.1) (-1.3) (+3.8) (+0.8)

satellite 809404 822403  82.6+0.4 829403 | 78.5+12 783+1.0  79.3£0.9 79.5+1.0
(-1.5) (-0.2) (+0.2) (+0.5) (-6.7) (-6.9) (-5.9) (-5.7)

satimage 923421  99.740.1  99.7+0.1 99.740.1 | 89.841.6 99.6+02  99.7+0.1 99.740.1
(-7.5) (-0.1) (-0.1) (-0.1) (-9.9) (-0.1) (+0.0) (+0.0)

L 51.6+0.5 497420  50.343.0 55.6+3.8 | 56.942.7 584423  68.0+:1.9 66.341.6
se1smic (-1.3) (-3.2) (-2.6) +2.7) (-6.5) (-5.0) (+4.6) (+2.9)

huttle 99.740.1  99.8+0.1  99.740.1 99.740.1 | 99.7+0.1  99.6+0.0  99.7-0.0 99.7-+0.1
(+0.1) (+0.2) (+0.1) (+0.1) (-0.3) (-0.4) (-0.3) (-0.3)

N 486412 532414  78.843.0 855+41.6 | 17.14£1.9 218415  24.2+13 18.041.9
speec (-13.9) (-9.3) (+16.3) (+23.0) (-41.3) (-36.6) (-34.2) (-40.4)

thyroid 943+£12 964403  99.140.2 993402 | 96.0£09 977403  99.4-+0.2 99.240.3
(-3.9) (-1.8) (+0.9) (+1.1) (-2.4) (-0.7) (+1.0) (+0.8)

vertebral 54.844.6 553443 4794120 592498 | 433415 50.5+27 456457 46.844.9
(-5.0) (-4.5) (-11.9) (-0.6) (-10.5) (-3.3) (-8.2) (-7.0)

vowels 87.6422 926435  96.3+1.9 927427 | 91.042.6 95.642.0  99.2+0.3 98.3+0.6
(-10.4) (-5.4) (-1.7) (-5.3) (-7.9) (-3.3) (+0.3) (-0.6)

whe 81247.0 885450  94.9+2.2 934424 | 863420 868+1.1  91.5+1.1 91.040.5
-11.6) (-4.3) (+2.1) (+0.6) (-4.6) (-4.1) (+0.6) (+0.1)

. 6434144  93.1+£77  99.640.1 99.840.1 | 49.9+12.6 546483  99.740.7 100-£0.0
wine (-35.4) (-6.6) (-0.1) (+0.1) (-48.6) (-43.9) (+1.2) (+1.5)




