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Motivated by the video recommendation in short-video platforms such as TikTok, Instagram Reels
and YouTube Shorts, we introduce and study the online Bayesian recommendation problem. Here we
describe the problem in the language of video recommendation. Consider a sequential interaction
between a video platform and a population of users with the same private preference and belief. At
each time, there is a video displayed by the platform to an incoming user. To capture the uncertain
characteristics of the video, we study a Bayesian model, in which the payoff-relevant characteristics
of the video is captured by a (random) state of the video. The platform and user each have their own
preferences over the video states, which are captured by their utility functions respectively. We
assume a natural information asymmetry between the platform and users — only the platform can
privately observe the realized state of each video, whereas all users only have a prior belief about the
video state. Notably, the platform also has its own prior belief over the video state, which is allowed
to be different from the users’ belief. The platform designs and commits to a recommendation
strategy which makes different levels of recommendation (e.g., “standard”, “recommended”, “highly
recommended”) based on his private information about the video, i.e., its realized state. After
observing the recommendation level, together with her initial belief, the user forms a posterior
belief about the video and decides either to watch this video or skip it.

In the idealized situation when the platform knew both the user’s preferences and prior beliefs,
this sequential Bayesian recommendation problem turns out to be a standard Bayesian persuasion
problem and thus can be solved by a linear program [1-3]. This paper, however, addresses the more
realistic yet challenging situation in which the platform does not know user’s preferences neither
user’s prior beliefs. Therefore, the platform has to adaptively update his recommendation strategy
based on user’s past behaviors, so as to maximize its own accumulated utility. The goal of this
paper is to design online learning policies with no Stackelberg regret for the platform.

Main results. Our first result is an online algorithm (Algorithm 1) that achieves O(2™ - loglogT)
regret, where T is the number of rounds and m is the number of video states. In the optimum
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policy in hindsight that has the complete knowledge of users’ preference and belief, the signaling
schemes in all rounds are identical and can be solved separately as the classic Bayesian persuasion
problem. By the revelation principle, this optimum signaling scheme in hindsight is a direct signaling
scheme which has binary recommendation level. In particular, it specifies an order (based on users’
preference and belief) over all states and recommends every state above a threshold state in this
order. When the platform has no knowledge of users’ preference or belief, the order as well as
the threshold state specified in the optimum signaling scheme in hindsight remains unknown.
Unfortunately, designing an online policy to pin down this order with logarithm regret seems
implausible. On the other hand, suppose this order is given, a specific binary search over the
threshold state can be accomplished with the double logarithm regret dependence on T, under a
careful treatment due to the feedback feature. We formalize this idea and design Algorithm 1. To
overcome the uncertainty of the aforementioned order, Algorithm 1 enumerates over all possible
orders over all states. As a consequence, Algorithm 1 achieves the double logarithm dependence on
the number of rounds T, but exponential dependence on the number of states m.

To also shed lights for problem instances with large m, we introduce Algorithm 2 that achieves
O(poly(m -log T)) regret. Algorithm 2 is designed by phrasing the problem as optimizing a linear
program with membership oracle access. In particular, the optimum signaling scheme in hindsight
can be formulated as the optimal solution of a linear program as follows. Every feasible solution
corresponds to a signaling scheme. The objective is the platform’s utility. The constraints are the
feasibility constraint and the persuasiveness constraint. Here the feasibility constraint ensures that
every feasible solution of the linear program is indeed a signaling scheme, and the persuasiveness
constraint ensures that the user prefers to follow the recommendation. When the platform does
not know users’ preference or belief, the persuasiveness constraint remains unknown. Nonetheless,
the platform may check the persuasiveness of a given signaling scheme by deploying it to users. In
this sense, the platform obtains a membership oracle for the aforementioned linear program.

Similar to the optimum policy in hindsight, both Algorithm 1 and Algorithm 2 only use direct
signaling schemes with binary recommendation level. Such direct signaling schemes are also
prevalent in real-world applications such as For You in TikTok. However, one may wonder whether
restricting to direct signaling schemes with binary recommendation level is still without loss of
generality (i.e., whether the revelation principle still holds) in our situations with unknown user
preferences. We prove that introducing more recommendation levels cannot improve the regret’s
order-wise dependence on T. Namely, no online policy can achieve a regret better than Q(log log T)
even for problem instances with binary state. To show this negative result, we first reduce the
single-item dynamic pricing problem [4] to a special case of our online Bayesian recommendation
problem with binary state, and the signaling schemes are restricted to have binary signal space.
Then, we argue that in our problem with m = 2, every online policy can be converted into an online
policy which only uses direct signaling scheme with the same regret. The full version of this
paper can be found at https://arxiv.org/abs/2202.06135.
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