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Abstract—Channel training in reconfigurable intelligent sur-
faces (RIS) is different from MIMO; in addition to pilots, it also
requires setting RIS training states. Several RIS training schemes
are studied in the literature, but the effect of training overhead
and accuracy on capacity has not received the deserved attention.
This is necessary for guiding the choice of RIS dimensionality
and the parameters of modulation and coding. The present work
fills this gap and shows that the spectral efficiency of RIS with
DFT training (that uses the columns of DFT matrix for the RIS
training states) is higher than that with the canonical training
(that uses the canonical basis for RIS training states). Specifically,
with 32 RIS elements, DFT training achieves a 2 bits/s/Hz gain
compared to canonical training when the coherence interval is
150 time slots. Our results also reveal that beyond a certain
critical RIS array size, further increase in size is not beneficial
and that the optimal array size goes down with increase in SNR.

I. INTRODUCTION

Reconfigurable intelligent surfaces (RIS) are passive, con-
trollable arrays of small reflectors that allow them to direct
radio waves toward or away from a target node, thus enabling
a better management of signals and interference in wireless
networks. Their interpretation as a means of controlling the
propagation environment, or as a passive beamforming mech-
anism that significantly magnifies the scope of capabilities in
wireless networking, has fascinated and attracted the research
community [1], [2], [3], [4], [5], [6].

Most RIS applications aim to improve SNR at a desired user
or reduce interference on other users, requiring passive beam-
forming by the RIS. Toward this end, several beamforming
techniques for RIS are proposed in the literature (see [7], [8],
[9], [10] and the references therein). RIS-beamforming needs
channel estimates that are difficult to measure because of the
large number of links created by the RIS elements requiring
estimation. Further, the passive RIS is unable to transmit
nor receive pilots for channel estimation. The exploration of
options for addressing this problem includes [11], [12], [13],
[14], [15], [16], [17].

The effect of training overhead and training error on the
spectral efficiency of RIS-aided systems, however, has not re-
ceived the attention it deserves. This is essential for guiding the
choice of RIS array size, as it reveals the trade-offs between
the RIS dimensionality and the performance. Specifically, a
large RIS can consume too much time for training and leave
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less time for data, whereas, a small RIS may not effectively
capitalize on the passive beamforming, both of which resulting
in sub-optimal performance. Motivated by this, the present
work analyzes the spectral efficiency of RIS with channel
training.

The training in RIS is different from that in MIMO since,
in addition to transmitting pilot signals, it also requires setting
training amplitudes and phases at the RIS, referred as the RIS
training states. The present work shows that, for the same pilot
sequence, different choices of RIS training states result in dif-
ferent achieved spectral efficiencies. Specifically, we analyze
the spectral efficiency with two training schemes, namely, the
canonical training and the DFT training. Canonical training
is inspired by MIMO training in which channels from the
transmitter to the receiver via each of the RIS elements are
estimated individually by activating one RIS element in each
training slot with the rest of the elements deactivated1 [11].
Although this is intuitive, the pilot signal in canonical training
is reflected by only one RIS element (smaller area) in each
training slot, leading to less received pilot power. The DFT
training uses the columns of the DFT matrix as the RIS
training states [17]. Since DFT training does not deactivate
RIS elements, the received pilot power is higher than that in
canonical training, resulting in better training quality. We also
derive optimal power allocation between training and data for
both canonical and DFT training.

Our results show that, for RIS with 32 elements and
a channel with coherence interval of 150 time slots, DFT
training achieves a gain of 3.5 bits/s/Hz compared to canonical
training with equal power allocation between training and data,
and a gain of 2 bits/s/Hz with optimal power allocation. Our
results also reveal the trade-offs between RIS array size and
spectral efficiency. Specifically, beyond a certain critical RIS
size that depends on SNR, further increase of array size is not
beneficial. At low SNR, power is at a premium while degrees
of freedom are not, therefore a larger RIS is beneficial. At
high-SNR, training overhead becomes more critical and hence
larger array is unhelpful.

II. SYSTEM MODEL

Consider a single antenna transmitter and receiver as-
sisted by an RIS with N passive elements. Let h1 =

1A deactivated RIS element reflects no energy. This assumption is widely
used, but its practical possibility is still unclear in the literature.
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[h1(1) h1(2) . . . h1(N)]T denote the N ×1 channel between
the transmitter and the RIS, hH

2 = [h2(1) h2(2) . . . h2(N)]
denote the 1 × N channel between RIS and the receiver.
The channel gains follow i.i.d CN (0, 1)2. We assume that
there is no direct path between transmitter and receiver. Let
Φ = diag[α1e

jϕ1 , α2e
jϕ2 , . . . , αNejϕN ] denote the RIS matrix

with αi ∈ [0, 1] being the amplitude and ϕi ∈ [0, 2π) being
the phase induced by the ith RIS element on the impinging
signal. Let x denote the transmit baseband signal such that
E(|x|2) = 1. Then, the system model is given by

y =
√
ρhH

2 Φh1x+ w, (1)

where w is additive noise distributed CN (0, 1). The system
model can be written as

y =
√
ρ

N∑
i=1

h1(i)h2(i)αie
jϕix+ w. (2)

Let g(i) ≜ h1(i)h2(i) denote the product channel3

corresponding to ith RIS element and let gH ≜
[g(1) g(2) . . . g(N)] denote the 1×N product channel vector.
Also, let θ ≜ [α1e

jϕ1 α2e
jϕ2 . . . αNejϕN ]T denote the N×1

RIS vector. With this, the system model can be alternatively
written as

y =
√
ρgHθx+ w. (3)

From (3), it is sufficient to estimate the product channel g
for passive beamforming at RIS and for signal detection at
receiver.

III. CHANNEL ESTIMATION

In this section, we present two training schemes that differ
in their choice of RIS training states.

A. Canonical Training

In canonical training, the pilot signal x = 1 is transmitted
over N training slots and the RIS elements are sequentially
activated one at a time in each training slot with the remaining
N − 1 elements deactivated. In the ith training slot, αi = 1,
ϕi = 0, and αj = 0, j ̸= i, and therefore, the RIS training
state is given by

θi = [0 . . . 1︸︷︷︸
ith element

. . . 0]T .

Let ρτ denote the training power. Then, from (3), the received
signal in the ith training slot is given by

y(i) =
√
ρτg(i) + w(i).

From [18, Eq. (26)], the MMSE estimate for g(i) is given by

ĝ(i) =

√
ρτy(i)

ρτE(|g(i)|2) + 1
.

Since E(|g(i)|2) = E(|h1(i)|2|h2(i)|2) = 1,

ĝ(i) =

√
ρτy(i)

ρτ + 1
. (4)

2As there are no well accepted, experimentally verified baseband channel
models for RIS yet, we assume i.i.d Gaussian gains in this work.

3Also referred as cascaded channel in the literature.

B. DFT Training
In DFT training, pilot signal x = 1 is transmitted over the

N training slots and the RIS training states are set equal to
the columns of N ×N DFT matrix. That is,

[θ1 θ2 . . . θN ] = FN ,

where FN is the N × N DFT matrix. Let yH
τ =

[y(1) y(2) . . . y(N)] be the received pilot sequence. Then,
we have

yH
τ =

√
ρτg

HFN +wH ,

where wH = [w(1) w(2) . . . w(N)]. The MMSE estimate
for g is obtained as [18]

ĝH = yH
τ

(
ρτF

H
NE(ggH)FN + IN

)−1√
ρτF

H
NE(ggH)

=

√
ρτy

H
τ FH

N

Nρτ + 1
, (5)

where we have used E(ggH) = IN which follows since

E(g(i)g(j)∗) =

{
E(|g(i)|2) = 1 for i = j

E(h1(i)h
∗
1(j))E(h2(i)h

∗
2(j)) = 0 for i ̸= j

IV. SPECTRAL EFFICIENCY WITH TRAINING

Let g̃ = g − ĝ denote the channel estimation error and ρd
denote the data transmission power. Then, the received signal
can be written as

y =
√
ρdĝ

Hθx+
√
ρdg̃

Hθx+ w

=
√
ρdĝ

Hθx+ w′, (6)

where w′ =
√
ρdg̃

Hθx + w. From the property of MMSE
estimator, ĝ and g̃ are uncorrelated. We assume that the
estimated CSI at the receiver is communicated to the RIS
through an error free channel for passive beamforming. With
this we have the following results on the spectral efficiency of
RIS-based system with canonical and DFT training.

Proposition 1. The capacity of RIS-assisted system using
canonical training satisfies the following lower bound:

C ≥ Eĝ log2

(
1 +

ρd
(∑N

i=1 |ĝ(i)|
)2

1 + Nρd

1+ρτ

)
(7)

Proof. The capacity of RIS-assisted system with estimated
CSIR is

C = max
p(x,θ)

I(x; y, ĝ),

where the maximization is over the joint distribution of input
x and the RIS phase vector θ. We have,

I(x; y, ĝ) = I(x; y|ĝ) + I(x; ĝ)

= I(x; y|ĝ),

where the last equality follows since x is independent of ĝ.
With this, we have

C = max
p(x,θ)

I(x; y|ĝ)

≥ max
θ(ĝ),p(x)

I(x; y|ĝ), (8)
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where θ(ĝ) is a deterministic function of the estimated channel
ĝ and the inequality follows since we no longer jointly opti-
mize over the distributions of x and θ. That is, we consider a
scheme where RIS phases are set based on estimated channel,
which is practical but not proven optimal and hence the
inequality. From the worst case uncorrelated noise theorem
[19, Theorem 1], if E(w′x∗|ĝ) = 0, then

max
p(x)

I(x; y|ĝ) ≥ Eĝ log2

(
1 +

ρd|ĝHθ(ĝ)|2

σ2
w′

)
, (9)

where σ2
w′ is the variance of w′. To see that E(w′x∗|ĝ) = 0,

we have

E(w′x∗|ĝ) = E((g̃Hθ(ĝ)x+ w)x∗|ĝ)
= E(g̃Hθ(ĝ)|ĝ)E(|x|2|ĝ) + E(wx∗|ĝ)
= E(g̃H |ĝ)θ(ĝ)
= E((g − ĝ)H |ĝ)θ(ĝ)
= 0 · θ(ĝ) = 0,

where the final equality follows from the property of MMSE
estimator and hence (9) holds. Now,

σ2
w′ = E(w′Hw′|ĝ)

= E
(
(
√
ρdg̃

Hθ(ĝ)x+ w)H(
√
ρdg̃

Hθ(ĝ)x+ w)|ĝ
)

= ρdθ(ĝ)
HE(g̃g̃H |ĝ)θ(ĝ) + 1.

From [18, Eq. 27], we have

E(g̃g̃H |ĝ) =
(

1

1 + ρτ

)
IN , (10)

and hence

σ2
w′ =

ρd∥θ(ĝ)∥2

1 + ρτ
+ 1

=
Nρd
1 + ρτ

+ 1. (11)

Substituting (11) in (9) and combining with (8), we have

C ≥ max
θ(ĝ)

Eĝ log2

(
1 +

ρd|ĝHθ(ĝ)|2

1 + Nρd

1+ρτ

)
. (12)

It can be seen that the choice of RIS states (and hence θ(ĝ))
that maximize the rate term above is ϕi = −∠ĝ(i), αi =
1, i = 1, . . . , N . Substituting these values in (12) proves the
proposition.

Proposition 2. The capacity of RIS-assisted system using DFT
training satisfies the following lower bound:

C ≥ Eĝ log2

(
1 +

ρd
(∑N

i=1 |ĝ(i)|
)2

1 + Nρd

1+Nρτ

)
(13)

Proof. The proof follows similar steps as that of Proposition 1
with the only difference being that the covariance of estimation
error for scheme 2 is

E(g̃g̃H |ĝ) =
(

1

1 +Nρτ

)
IN , (14)

and hence the effective noise variance becomes

σ2
w′ =

Nρd
1 +Nρτ

+ 1. (15)

Using (15) in (9) and following similar arguments as in
proposition 1 completes the proof.

Remark 1. In canonical training, the transmitted pilot is re-
flected by only one RIS element in each training slot resulting
in reduced received pilot energy. Whereas, in DFT training,
the transmitted pilot is reflected by all the RIS elements in all
the training slots, which shows up in the spectral efficiency
expression for DFT training as a factor N multiplied to the
pilot power ρτ .

Let T be the coherence interval (block length) of the product
channel in number of channel uses. In both the training
schemes discussed above, training consumes N channel uses.
Let Td denote the number of channel uses available for data
transmission. Then, by conservation of time, we have:

T = N + Td.

Also, by conservation of energy we have:

ρT = ρτN + ρdTd.

Accounting for the training time, the training-based capacity
using canonical training is lower bounded as:

Cτ ≥
(
1− N

T

)
Eĝ log2

(
1 +

ρd
(∑N

i=1 |ĝ(i)|
)2

1 + Nρd

1+ρτ

)
. (16)

Similarly, the training-based capacity using DFT training is
lower bounded as:

Cτ ≥
(
1− N

T

)
Eĝ log2

(
1 +

ρd
(∑N

i=1 |ĝ(i)|
)2

1 + Nρd

1+Nρτ

)
. (17)

Lemma 1. The optimal data and training powers with canon-
ical training are given by ρdTd = β∗

1ρT and ρτN = (1 −
β∗
1)ρT , where

β∗
1 =

√(
1 + ρT

N

)(
1 + NρT

T−N

)
−

(
1 + ρT

N

)(
NρT
T−N − ρT

N

) (18)

Proof. The power allocation enters the spectral efficiency in
(16) through the factor

γ ≜
ρdσ

2
ĝ

1 + Nρd

1+ρτ

,

where σ2
ĝ denotes the variance of estimate. If σ2

g̃ denotes the
variance of estimation error, then by orthogonality of MMSE
estimator, σ2

ĝ = 1− σ2
g̃ = ρτ

1+ρτ
. Therefore,

γ =
ρdρτ

1 + ρτ +Nρd
.
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Fig. 1: Training-based bounds on capacity with canonical and
DFT training.

Let β1 denote the fraction of total power allocated for data.
That is, ρdTd = β1ρT . Similarly, we have ρτN = (1−β1)ρT
as the training power. With this, we have

γ =

β1ρT
Td

(1−β1)ρT
N

1 + Nβ1ρT
Td

+ (1−β1)ρT
N

Maximizing γ with respect to β1 through differentiation proves
the proposition. We skip these details for brevity.

Lemma 2. The optimal data and training powers with DFT
training are given by ρdTd = β∗

2ρT and ρτN = (1− β∗
2)ρT ,

where

β∗
2 =

√
(1 + ρT )

(
1 + NρT

T−N

)
− (1 + ρT )(

NρT
T−N − ρT

) . (19)

Proof. The proof follows similar ideas as that of Lemma 1
and hence skipped for brevity.

V. SIMULATIONS AND DISCUSSIONS

Figure 1 shows the training-based bounds on the capacity of
RIS-assisted system with 32 RIS elements when the channel
coherence interval is T = 150 slots. It can be seen that the
spectral efficiency with DFT training is higher than that with
canonical training. Specifically, with equal power allocation
between training and data, DFT training achieves a gain of
3.5 bits/s/Hz compared to canonical training and with optimal
power allocation it achieves a gain of 2 bits/s/Hz. This is due
to the fact that the training power is not efficiently utilized
in canonical training since the pilot signal is reflected by only
one RIS element in each training slot. On the other hand, DFT
training activates all the RIS elements in all the training slots,
thereby efficiently utilizing the available training power.

Figure 2 shows the mean squared error (MSE) for canonical
and DFT training schemes with equal and optimal power
allocations. It can be seen that, the optimal power allocation,
in addition to improving the spectral efficiency (as seen in
Fig. 1), also leads to reduced MSE compared to equal power
allocation for both the schemes.
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Fig. 2: MSE for canonical and DFT training.
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Fig. 3: Training-based bounds on capacity as a function of
block length.

Figure 3 shows the training-based bounds on capacity as
a function block length T for RIS with 32 elements at
ρ = 10 dB. It can be seen that DFT training achieves better
performance across all T . Also, for both the schemes, the
optimal power allocation results in higher gains in spectral
efficiency at larger block lengths.

Figure 4 shows optimal training and data power allocation
as a function of block length T for RIS with 32 elements at
ρ = 10 dB. It can be seen that for canonical training, the
optimal training power is greater than the optimal data power
for all T . This is because, the power allocation compensates
for the lesser received pilot power by a higher transmit pilot
power for achieving good training quality. Whereas, with DFT
training, it can be seen that ρd > ρτ for T < 64 and ρτ >
ρd for T > 64. This can be explained as follows. For T <
64, the number of data slots Td < 32 since N = 32 and
T = N + Td. That is, more than half the block length is used
for training, which is compensated by allocating higher power
for data. Whereas for T > 64, more slots are available for
data and hence higher power is allocated for training to obtain
reliable channel estimates, which can then be used during data
transmission.

Figure 5 shows the training-based bounds on capacity as a
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Fig. 4: Optimal power allocation between training and data as a function of block length.
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Fig. 5: Training-based bounds on capacity as a function of number of RIS elements.
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Fig. 6: Optimum RIS size that maximizes spectral efficiency.

function of number of RIS elements for ρ = 10 dB and block
length T = 150. From the figure, it can be seen that for both
canonical and DFT training schemes, the spectral efficiency
increases up to a certain critical value of N beyond which
increasing the RIS size is unhelpful. This is because, beyond

the critical RIS array size, training overhead consumes more
time, leaving less time for RIS beamforming to be exploited,
as a result the spectral efficiency suffers. Figure 6 shows the
optimum RIS array size as a function of SNR. It can be seen
that the optimum array size goes down with increase in SNR.
This is because, at low SNR, power is at a premium while
degrees of freedom are not, therefore a larger RIS is beneficial.
At high-SNR, training overhead becomes more important, and
therefore larger array is unhelpful.

VI. CONCLUSIONS

We analyzed the spectral efficiency of RIS with canonical
and DFT training and showed that canonical training, although
intuitive, is inefficient compared to DFT training. Our simula-
tions revealed that, beyond a certain critical RIS size, further
increase in number of elements in unhelpful and that the
optimum RIS array size goes down with increase in SNR.
The present work did not consider optimization over training
time, which could be a potential future work. Extending the
analysis to multiple antenna systems and reduced overhead
training schemes are also topics of future research.
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