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Abstract – Driven quantum systems coupled to an environment typically exhibit effectively ther-
mal behavior with relaxational dynamics near criticality. However, a different qualitative behavior
might be expected in the weakly dissipative limit due to the competition between coherent dy-
namics and weak dissipation. In this work, we investigate a driven-dissipative infinite-range Ising
model in the presence of individual atomic dissipation, a model that emerges from the paradig-
matic open Dicke model in the large-detuning limit. We show that the system undergoes a dy-
namical crossover from relaxational dynamics, with a characteristic dynamical exponent ζ = 1/2,
to underdamped critical dynamics governed by the exponent ζ = 1/4 in the weakly dissipative
regime; a behavior that is markedly distinct from that of equilibrium. Finally, utilizing an exact
diagrammatic representation, we demonstrate that the dynamical crossover to underdamped crit-
icality is not an artifact of the mean-field nature of the model and persists even in the presence
of short-range perturbations.

Copyright c© 2022 EPLA

Introduction. – The search for new physics in non-
equilibrium quantum systems has been fervently ongo-
ing in recent years. A generic setting is provided by
driven quantum systems coupled to the environment
—also known as driven-dissipative systems. This set-
ting has been realized in diverse platforms such as cir-
cuit QED [1], cavity QED [2,3], and trapped ions [4–6],
among others, and has led to a flurry of theoretical ef-
forts aiming to understand many-body open quantum sys-
tems far from equilibrium. These systems can harbor new,
non-equilibrium phases of matter, and in the era of noisy
intermediate-scale quantum devices [7], offer an ideal set-
ting to study how noise affects quantum systems.

It has become increasingly clear that generic driven-
dissipative systems exhibit an effectively thermal behavior
and relaxational dynamics near criticality [8–22]. This is
because dissipation —together with the external drive—
masks the underlying coherent dynamics. On the other
hand, the dynamics could be qualitatively different in a
weakly dissipative system where incoherent effects occur
infrequently [23–25]; this is particularly relevant to sys-
tems where some (though small) degree of dissipation is
always present.

(a)E-mail: pazdanie@msu.edu (corresponding author)

In this work, we study the paradigmatic open Dicke
model describing the collective interaction between atoms
and a cavity mode, both subject to dissipation. This
model hosts a phase transition to a superradiant phase
with a macroscopic photonic population, which is observed
in several experiments [2,3,6,26–29]. However, in the limit
of large detuning, the open Dicke model can be effec-
tively described by the infinite-range driven-dissipative
Ising model (DDIM) in a transverse field [30,31]. The
DDIM representation provides us with a minimal driven-
dissipative model with non-trivial critical features. In
contrast with the relaxational dynamics characteristic of
driven-dissipative phase transitions, we show that this sys-
tem undergoes a dynamical crossover to underdamped
dynamics in the weakly dissipative limit; the nature of
this crossover is unique to driven-dissipative systems, and
distinct from that of equilibrium in the absence of dis-
sipation. Together with exact numerical simulation, we
employ an analytical approach based on an extension of
the Suzuki-Trotter quantum-to-classical mapping to the
non-equilibrium realm of open quantum systems. In this
letter, we utilize this mapping to analytically determine
the scaling forms of the correlation and response functions
near criticality in the thermodynamic limit, from which
we can extract static and dynamical finite-size scaling
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exponents. The dynamical crossover might be viewed
as an artifact of the mean-field character of the model;
however, we show that it persists even in the presence
of non-mean-fieldperturbations. Specifically, we consider
perturbative short-range interactions which we can treat
using a systematic diagrammatic representation. The
technical details of the aforementioned techniques are re-
ported in [30]. Here, we focus on the main results.

Model. – The open Dicke model has become one of
the quintessential models of open quantum systems [22].
It is characterized by a system of 2-level atoms that are
driven externally, experience spontaneous emission, and
are coupled to a single-mode lossy cavity. In the rotating
frame of the drive, the coherent dynamics is governed by
the Hamiltonian

HDicke = ω0a
†a + ΔSz +

2g√
N

Sx(a + a†) , (1)

with g the atom-cavity coupling strength, ω0 the cavity
detuning, and Δ the atomic level-splitting. We have also
defined the total spin operators Sα =

∑
i σα

i where σα for
α ∈ {x, y, z} are the usual Pauli matrices. The incoherent
dynamics is described by photon loss at a rate κ together
with spontaneous emission of individual spins at a rate Γ.
This leads to the effective Liouvillian, recalling that we
are in the rotating frame of the drive,

ρ̇ = L[ρ] = −i[HDicke, ρ] + κDa[ρ] + Γ
∑

i

Dσ−
i

[ρ] , (2)

where the dissipator is DL(ρ) = LρL† − 1
2{L†L, ρ}. The

driven-dissipative variant of the Dicke model circumvents
issues such as the controversial diamagnetic term, and
avoids the need for ultra-strong light-matter coupling to
observe the superradiant phase transition. A microscopic
derivation of this model that discusses these details can
be found in ref. [32]. In the limit of large detuning and
cavity loss, the cavity mode can be adiabatically elimi-
nated [30,31,33–35], and the model can be described by
an effective driven-dissipative infinite-range Ising model
in a transverse field (schematically shown in fig. 1(a)),

L(ρ) ≡ −i[H, ρ] + Γ
∑

i

Dσ−
i

[ρ],

with H = − J

N
S2

x + ΔSz ,

(3)

where J = 16g2ω0/(κ2 + 4ω2
0). The absence of a global

dephasing Lindblad operator in the Liouvillian after adi-
abatic elimination of the photons is due to the large-
detuning limit, ω0 � κ [30,31]. While we focus on the
effective spin model, we emphasize that our results are ap-
plicable to the open Dicke model in the adiabatic regime,
and possibly beyond as eqs. (2) and (3) are in the same
universality class. Just like the Dicke model, the DDIM
has a Z2 symmetry under σx,y → −σx,y (which does not
imply a conserved quantity for open systems [36]). This

Figure 1: (a) Schematic depiction of the infinite-range driven-
dissipative Ising model (DDIM) with J the Ising interaction
and Γ the rate of atomic spontaneous emission. (b) Phase di-
agram of the DDIM. The shaded region denotes the ordered
phase. The weakly dissipative critical point of the DDIM,
Γ → 0, exhibits underdamped dynamics in contrast with the
relaxational dynamics at a generic critical point. The weakly
dissipative critical point is an unstable fixed point with respect
to dissipation, giving rise to a dynamical crossover.

symmetry is spontaneously broken in the transition from
the normal (〈Sx〉 = 0) to the ordered (〈Sx〉 	= 0) phase.

We represent the spin model in an exact field-theoretical
description amenable to analytical treatment. This is
achieved by exactly mapping the non-equilibrium parti-
tion function

Z = Tr[ρ(t)] = Tr
[
eLt(ρ0)

]
,

to a scalar field theory. (While Z = Tr(ρ) = 1, quanti-
ties of interest can be computed by inserting sources [20].)
To this end, we adapt the Suzuki-Trotter decomposi-
tion [37] to this non-equilibrium setting [30]. The Ising
interaction in the resulting classical action is then con-
veniently decoupled via a Hubbard-Stratonovich transfor-
mation. The result is a path integral representation of the
non-equilibrium partition function [30]

Z =
∫

D[m(u/l)]eiS[m(u)(t),m(l)(t)] , (4)

where m(u/l) are the Hubbard-Stratonovich fields, u/l the
“forward/backward” branches of the Keldysh contour [38],
and D[m(u/l)] is the path-integral measure containing
unimportant prefactors left over from the quantum-to-
classical mapping. The action, which is exact, is given
by

S = −2JN

∫
t

mc(t)mq(t) − iN ln Tr
[
T e

∫
t

T(mc/q(t))
]
. (5)

Here, T denotes time ordering, and the “classi-
cal/quantum” fields mc/q = (m(u) ± m(l))/

√
2 are defined

for future convenience, and the matrix T is given by

T =

⎛
⎜⎜⎜⎜⎜⎜⎝

−Γ
4 + i2

√
2Jmq iΔ −iΔ Γ

4

iΔ − Γ
2 − 3Γ

4 + i2
√

2Jmc −Γ
4 −iΔ − Γ

2

−iΔ − Γ
2 −Γ

4 − 3Γ
4 − i2

√
2Jmc iΔ − Γ

2

Γ
4 −iΔ iΔ −Γ

4 − i2
√

2Jmq

⎞
⎟⎟⎟⎟⎟⎟⎠
,

(6)
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with the time dependence of the fields mc/q made im-
plicit. This formalism in terms of a single scalar field
(reflecting the Ising symmetry) provides an intriguing de-
scription particularly in the presence of individual atomic
dissipation where existing (Holstein-Primakoff [15] or
fermionic [39]) techniques are either inapplicable or rather
complex. Finally, the collective nature of the Ising inter-
action leads to an overall factor of N in the action, en-
abling us to obtain exact results from the saddle-point
approximation.

Correlation and response functions. – We first
compute the magnetization through the saddle-point ap-
proximation, exact in the thermodynamic limit N → ∞.
To this end, we set δS/δmc/q(t) = 0 and seek a solu-
tion with mq(t) = 0 and mc(t) ≡ m = const. Besides
the normal phase (for Γ > Γc ≡ 4

√
Δ(2J − Δ)) with

the trivial solution m = 0, an ordered phase emerges
(when Γ < Γc) with two nontrivial stable solutions,
m = ±

√
−Γ2 − 16Δ2 + 32ΔJ/4J , signifying the break-

ing of the Z2 symmetry; see the phase diagram in fig. 1(b).
Notice the absence of ordering at Δ = 0, which can be gen-
erally proved in driven-dissipative Ising-type models [40].
To characterize fluctuations, we expand the action in pow-
ers of fluctuations around mc/q = 0. We have, up to the
quadratic order,

S(2) =
1
2

∫
t,t′

(
mc, mq

)
t

(
0 PA

PR PK

)
t−t′

(
mc

mq

)
t′

, (7)

with

PR(t) = PA(−t) = −2Jδ(t) + Θ(t)8J2e−Γ
2 |t| sin (2Δt),

PK(t) = i8J2e− Γ
2 |t| cos (2Δt). (8)

In a slight abuse of notation, a factor of
√

N has been
absorbed into both mc and mq. Higher-order terms are
suppressed as O(1/N), therefore, the above action is exact
in the large-N limit away from the critical point. We can
then investigate the auto-correlation and spectral response
functions:

C(t) =
1
N

〈{Sx(t), Sx(0)}〉 = 〈mc(t)mc(0)〉 ,

χ(t) =
1

iN
〈[Sx(t), Sx(0)]〉

=
1
i
〈mc(t)mq(0) − mq(t)mc(0)〉.

These functions can be obtained by inverting the kernel in
eq. (7). For the exact relationship between the fields mc/q

and the spin operator Sx, see ref. [30]. Fourier trans-
forming eq. (7), defined as m(t) = 1

2π

∫
dωe−iωtm(ω),

and inverting the kernel gives the correlation and response
functions in frequency space:

C(ω) =
−iPK(ω)

PR(ω)PA(ω)

=
Γ(Γ2 + 4(4Δ2 + ω2)

(ω − ω1)(ω − ω2)(ω − ω∗
1)(ω − ω∗

2)
,

(9)

χ(ω) =
1

PR(ω)
− 1

PA(ω)

= 4Δ
[
(ω − ω∗

1)(ω − ω∗
2) − (ω − ω1)(ω − ω2)

(ω − ω1)(ω − ω2)(ω − ω∗
1)(ω − ω∗

2)

]
,

(10)

where we have defined the poles ω1/2 = −i(Γ ∓ Γc)/2.
Fourier transforming eqs. (9) and (10) back to the time
domain, we arrive at

C(t) =
e−Γ|t|/2

Γc

(
ΓΓc + 16(J − Δ)Δ

Γ + Γc
e−Γc|t|/2

+
ΓΓc − 16(J − Δ)Δ

Γ − Γc
eΓc|t|/2

)
, (11)

χ(t) = sgn(t)
4Δ
Γc

e−Γ|t|/2
(
e−Γc|t|/2 − eΓc|t|/2

)
. (12)

These are exact expressions for the correlation and re-
sponse functions in the N → ∞ limit.

Critical properties and finite-size scaling. – To
identify the critical properties, we define the distance from
the critical point Γc as γ = Γ−Γc. By taking the limit γ �
Γ and long times (t � 1/Γ) in eqs. (11) and (12), we can
neglect the exponential terms that decay as exp[−(Γ+Γc)t]
and find

C(t) ∼ 16JΔ
γΓc

e−γ|t|/2, χ(t) ∼ sgn(t)
−4Δ
Γc

e−γ|t|/2. (13)

Equation (13) is, in fact, the scaling form of the correlation
and response functions near criticality at finite dissipation.
The critical behavior near the phase transition can be
characterized by an effective temperature via the classical
fluctuation-dissipation relation, χ(t) = ∂tC(t)/2Teff [41].
Equation (13) then reveals that Teff = J everywhere along
the phase boundary. Note that correlations diverge as 1/γ
upon approaching the critical point, γ → 0, while the
response function remains finite. These scaling proper-
ties determine the scaling dimensions of the fields, upon
rescaling time (or inversely rescaling γ), as [mc] = 1

2 and
[mq] = − 1

2 . These are consistent with the relaxational
dynamics of the mean-field classical Ising model [42].

Next, we turn our attention to the weakly dissipative
critical point where Γ → 0 and Δ = 2J ; see fig. 1(b).
In this limit, dissipation is weak, and distinct qualita-
tive behavior may be expected. Beginning with eqs. (11)
and (12), we take the limit that Δ → 2J , which is identi-
cal to taking the limit Γc → 0, while keeping Γt arbitrary.
This limit is straightforward for the response function, but
it must be taken with care for the correlation function,
where we find

lim
Δ→2J

C(t) ∼ e−Γ|t|/2

ΓcΓ2

(
(ΓΓc − 32J2)(Γ − Γc)(1 − Γc|t|/2)

+ (ΓΓc + 32J2)(Γ + Γc)(1 + Γc|t|/2)
)

. (14)

To obtain this expression, we have combined the two terms
in eq. (11) and then expanded the exponentials to first
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order while setting Δ = 2J in terms that remain finite.
This expression can be further simplified by only retaining
terms to the zeroth order in Γc, which leads us to a main
result of this work:

C(t) ∼ 32J2

Γ2
(2 + Γ|t|)e−Γ|t|/2,

χ(t) ∼ −8Jt e−Γ|t|/2.

(15)

Correlations now diverge as 1/Γ2 upon approaching the
weakly dissipative critical point Γ → 0 for fixed t. In ad-
dition, the response function scales linearly with t. These
observations yield the scaling dimensions [mc] = 1 and
[mq] = 0, which are distinct from those at a generic
critical point discussed above. Indeed, one can see that
Im PR(ω) ∼ Γω at low frequencies, therefore the effective
dissipation vanishes in the limit Γ → 0, a fact that under-
scores its distinct scaling behavior. We shall see shortly
that the weakly dissipative critical point is described by
underdamped, rather than overdamped, dynamics.

So far, we have inspected the critical behavior near, but
away from, the critical point. The divergence of the corre-
lation function at the critical point will be regularized by
the finite size of the system, but requires finite-size scaling.
To this end, we first remark that the most relevant inter-
action term in the action is given by the “classical vertex”
∼ 1

N

∫
t m3

c(t)mq(t) as [mc] > [mq]. Upon rescaling time
(t → λt), this term remains invariant only if N is rescaled
appropriately. Using the scaling dimensions of the fields,
we find that N has to be rescaled as N → λ2N at a generic
critical point, while N → λ4N at the weakly dissipative
critical point. The correlation function at criticality can
then be written as

C(t) = NαC(t/N ζ) , (16)

where the exponent α dictates the scaling of fluctuations,
and the exponent ζ defines a dynamical critical exponent.
While static fluctuations always scale as N1/2, identifying
α = 1/2, the generic and weakly dissipative critical points
are characterized by two distinct dynamical exponents,
ζ = 1/2 and ζ = 1/4, respectively. Furthermore, in con-
trast with the purely relaxational dynamics at a generic
critical point [30], the weakly dissipative regime exhibits
underdamped critical dynamics (fig. 2).

The underdamped criticality in the weakly dissipative
regime does not only emerge in the extreme limit Γ → 0,
but rather more generally for moderate values of Γ de-
pending on system size. In fig. 2, we show the under-
damped dynamics and a universal dynamical scaling for
Γ/J = 0.5 where Jt � 20 and N � 120. Remarkably, this
critical behavior persists, for the same system sizes, up to
Γ � 1 (while keeping on the phase boundary). The un-
derdamped critical dynamics persists even at long times
compared to 1/Γ, as one can see from fig. 2, therefore, it
should not be viewed as an artifact of short times where
dissipation has not acted. As Γ is further increased, the

Figure 2: Finite-size scaling of the correlation function near the
weakly dissipative critical point, where Δ is tuned such that we
lie along the phase boundary (J = 1, Γ = 0.5). The dynamics is
underdamped in contrast with the purely relaxational behavior
at a generic driven-dissipative phase transition, and exhibits
the critical scaling t ∼ N1/4 to be contrasted with t ∼ N1/2

of relaxational dynamics. The inset shows the unscaled plots
for comparison. Underdamped universal dynamics persist for
t � 1/Γ.

relaxational dynamics eventually sets in, and thus the sys-
tem exhibits a dynamical crossover between distinct dy-
namical criticalities. We can identify this crossover as a
function of Γ and the system size N . Indeed, a simple
scaling analysis (upon rescaling t → λt) requires Γ → Γ/λ
at the weakly dissipative critical point, resulting in a flow
equation dΓ/dl = Γ where we substituted λ = e−l. This
identifies Γ∗ = 0 as an unstable fixed point, as schemati-
cally shown in fig. 1(b). Since eq. (7) is exact in the ther-
modynamic limit, this simple flow equation is also exact.
Together with finite-size scaling, N → λ4N , at the weakly
dissipative critical point, we are led to a general scaling
form for the time scale associated with underdamped os-
cillations as

τ = N1/4τ̂ (ΓN1/4), (17)

where τ̂ is a general scaling function. We confirm this
scaling behavior in fig. 3 where we have identified τ as the
first zero of the correlation function. Notice that this time
scale diverges around ΓN1/4 ≈ 6, signifying the onset of
the dynamical crossover. The relatively weak scaling of Γ
with N means that this effect could very well be observed
in experimental settings —such as trapped ions [43,44]—
with moderate system sizes. For a system size of N = 100,
for example, our analysis predicts underdamped critical
dynamics when Γ/J � 1.9. A similar crossover emerges in
equilibrium as the temperature is turned on; however, the
interplay between unitary and dissipative dynamics sets
the nature of this crossover and even the critical exponents
apart from those in equilibrium [30].

Beyond mean-field models. – The open Dicke model
and its spin-only Ising variant are special due to their
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Figure 3: First zero of correlation function τ as a function of Γ
and for different system sizes. For any value of Γ, we choose Δ
such that we remain on the phase boundary. Above a threshold
of ΓN1/4 ≈ 6, the time τ diverges, signaling the onset of the
crossover from underdamped to overdamped dynamics. The
inset shows the unscaled plots for comparison.

mean-field character. An immediate question is to what
extent the dynamical features discussed here persist in the
presence of generic (non-mean-field) perturbations such as
short-range interactions. Such perturbations couple the
collective field m to “spin waves” σ̃x

k =
∑

j e−ikjσx
j for

k 	= 0. One can show that these spin waves are effectively
at the same temperature as the order parameter [30].
Therefore, m can be viewed as a “macroscopic” degree
of freedom coupled to a large thermal bath of spin waves
(with ∼ N modes). The conventional wisdom —borrowed
from the Caldeira-Leggett model [45], for example— is
that the thermal bath induces dissipation on the dynam-
ics of m. Of course, the Markovian bath already leads to
dissipative dynamics at any finite Γ even in the absence
of spin waves; however, in the limit Γ → 0, spin-wave–
induced dissipation could drastically change the nature of
the dynamics and spoil the underdamped critical behav-
ior. Surprisingly, this is not the case and the dynamical
crossover is robust against non-mean-field perturbations,
as we show next. To be concrete, let us consider a pertur-
bative nearest-neighbor interaction,

HNN = H − λ
∑

i

σx
i σx

i+1 , (18)

assuming λ � J . Using our quantum-to-classical map-
ping, we can systematically treat spin waves in a field-
theoretical framework where mk represents spin waves
that emerge from the Hubbard-Stratonovich transforma-
tion of the short-range Hamiltonian [30]. To find the spin-
wave–induced dissipation, we need to characterize the self
energy ΣR(ω); this quantity provides the first correction
to PR(ω) due to the nonlinear coupling to spin waves.
We compute the self energy perturbatively in powers of
λ using a diagrammatic representation. A representative
diagram, and its contribution to the self energy, is shown
in fig. 4. We report the details of this analysis in ref. [30],

Figure 4: (a) A representative diagram showing a quartic in-
teraction vertex between the collective mode mc/q and the spin
waves mc,k with momentum k �= 0. This diagram is time or-
dered from right to left. (b) The one-loop contribution of the
diagram in (a) to the self energy ΣR; here, GK

k is the Keldysh
Green’s function corresponding to spin waves [30].

and just quote the result at one loop (to the order O(λ2))
in the low-frequency limit:

ΣR(ω) =
[

1536J2Δ
(Γ2 + 16Δ2)2

+
8192J2ΔΓ

(Γ2 + 16Δ2)3
iω

]
λ2. (19)

Interestingly, Im ΣR(ω) vanishes as Γ → 0, which means
that the coupling to a thermal bath of spin waves does
not induce dissipation in this limit. We thus conclude
that the underdamped critical behavior is robust against
short-range perturbations, at least to the order λ2, and
is not just a mean-field artifact. This is a nontrivial re-
sult as coupling the order parameter to spin-wave fluctu-
ations is expected to lead to chaotic behavior in quench
dynamics [46]. Finally, we remark that the real part of
ΣR renormalizes the critical point, which in turn makes
the ordered region of the phase diagram shrink, as should
be expected [30,46,47].

Summary and outlook. – In this work, we have
considered an experimentally relevant limit of the open
Dicke model, namely the driven-dissipative Ising model
with infinite-range interactions. We have shown that the
critical dynamics becomes underdamped in the weakly
dissipative regime, in contrast with the relaxational dy-
namics at a generic critical point. We have further
identified the dynamical crossover and its distinct nature
from that of equilibrium. Finally, we have shown that
the underdamped critical behavior persists in the pres-
ence of short-range perturbrations, and thus is not an ar-
tifact of the mean-field nature of the model considered
here.

Extension of this work to the full open Dicke model
outside the domain of adiabatic elimination is a natu-
ral direction for future research. Determining the ex-
istence of an analogous dynamical crossover in generic
short-range driven-dissipative systems is also an impor-
tant open question. The diagrammatic techniques used
here to treat short-range perturbations should prove valu-
able in studying the short-range version of eq. (3), and
will be investigated in future work. Recently, much
attention has been brought to the interesting proper-
ties of exceptional points in open quantum systems
[48–50]. This topic constitutes a worthwhile direction
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in the research on driven-dissipative dynamics and phase
transitions.
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