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ABSTRACT. Resolving a conjecture of Helson, Harper recently established that partial sums
of random multiplicative functions typically exhibit more than square-root cancellation.
Harper’s work gives an example of a problem in number theory that is closely linked to
ideas in probability theory connected with multiplicative chaos; another such closely related
problem is the Fyodorov—Hiary—Keating conjecture on the maximum size of the Riemann
zeta function in intervals of bounded length on the critical line. In this paper we consider a
problem that might be thought of as a simplified function field version of Helson’s conjecture.
We develop and simplify the ideas of Harper in this context, with the hope that the simplified
proof would be of use to readers seeking a gentle entry-point to this fascinating area.

1. INTRODUCTION

The aim of this article is to describe, in a simple setting, some recent work of Harper [24]
on the distribution of random multiplicative functions. The study of random multiplicative
functions has been very active in recent years, and turns out to be closely related to problems
of “multiplicative chaos” which have recently received attention in the probability literature.
On the number theory side, the study of mean values of random multiplicative functions is
closely related to problems involving the size of the Riemann zeta function in short intervals
of the critical line, a line of investigation originating in the conjectures of Fyodorov, Hiary
and Keating [14]. Let us begin by quickly describing the model problem that we study here,
and then giving its connections with the problem of random multiplicative functions.

Consider a sequence (X (k))g>1 of independent standard complex Gaussians; thus the real
and imaginary parts of X (k) are distributed like independent real Gaussian random variables
with mean 0 and variance 3. Define a sequence of random variables (A(N))n=o by the formal
power series identity

(1.1) exp <i %Z’“) = iA(n)z".

The random variables A(n) are naturally determined by the independent random variables
X (k); for example, A(0) =1, A(1) = X (1), A(2) = X(1)?/2 + X(2)/v/2, and so on. With
this notation, the main result that we wish to explain is the following.

Corollary 1.1. For all N > 1,

(1.2) E[JA(N)[] = 1.

However there are positive constants Cy and Cy such that for N > 2
C C

(1.3) — <E[AN)] < —

(log N) (log N)t°
In particular, E[|A(N)|]] = 0 as N — oo.
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As mentioned already, the result above is motivated by a breakthrough of Harper on
the partial sums of random multiplicative functions. A random Steinhaus multiplicative
function f : N — {|z| = 1} is obtained by picking independent random variables f(p) (for
prime numbers p) distributed uniformly on the unit circle, and extending this to all natural
numbers by (complete) multiplicativity. Thus if n = p{* ---pi* then f(n) is the random
variable f(py)** -+ f(pr)™. Given such a random multiplicative function, an important goal
is to understand the partial sums ) _ f(n). Since E[f(m)f(n)] = 1 if m = n and 0
otherwise it follows that

(1.4) e[| S 5m)| ] = Lz} == + o)

nx

Harper showed that even though the variance is about x, surprisingly the typical size of

> nee f(n) is smaller than /z:
(1.5) H 3 fn H VT

n<s (loglog)
Here the relation A < B means that C1 B < A < (3B for some absolute positive constants
Cy and Cy. Harper’s result established the conjecture of Helson [26] that partial sums of
random multiplicative functions typically exhibit more than square-root cancellation; the
truth of Helson’s conjecture seemed far from clear at the time, and indeed earlier work of
Harper, Nikeghbali and Radziwilt [25] had suggested the opposite of Helson’s conjecture.
Identifying N with log x, we see a strong parallel between the variances given in and
(1.4), and the estimates for the first moment in and . For large k, the quantity

> ekepcer J(p) behaves like a complex Gaussian with mean 0 and variance Y ori1 1,
which by the prime number theorem is on the scale of e*(e — 1)/k. After normalization,
the sum over primes behaves analogously to X (k)/vk. Then the random variable A(N)
is analogous to e V/2 anez\f f(n). The key relation of the generating functions is
paralleled by the Euler product formula

SIPSTI0-) e (S5

The analogy between our model problem and Harper’s work is perhaps clearer in the
“function field setting.” Consider the polynomial ring F,[¢t] where ¢ is a prime power, and F,
is a finite field with ¢ elements. Many problems in the integers have close parallels in this
polynomial ring, and for example a study of multiplicative functions in this framework may
be found in [17]. The role of positive integers is played by M, the set of monic polynomials.
Let M,, denote the monic polynomials of degree n, so that |[M,,| = ¢", which mirrors integers
of size about z. The role of primes is played by P, the set of irreducible monic polynomials.
Letting P,, denote the monic irreducibles of degree n, there is also a well-known analogue of
the prime number theorem (indeed of the Riemann hypothesis): |P,| = ¢"/n + O(¢"/%/n).
We can model Steinhaus multiplicative functions in this setting by considering (for monic
irreducibles P) independent random variables f(P) uniformly distributed on the unit circle,
and then extending these to M by complete multiplicativity: if F' = Py --- P.* then put

fE) = f(P)* - f(Bp)™.
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In the function field context, our goal is to understand Y p.y,  f(F). If we set A(n) =
g "? ZFeMn f(F), then

S A = 3 FF) (g2 = I (1 _ f(P)(qf%Z>deg(P))

-1

FeM P
Writing
vk Sy
X =T 2 =
deg(P)|k
r=k/deg(P)

we may see that the generating function above equals

exp(Zi%f(P)r )deg( > exp(Z \/_ )

P r=1

This relation mirrors (L.1). Moreover, note that if ¢* is large then X (k) is a (normalized)
sum of about ¢*/k independent random variables uniformly distributed on the unit circle, so
that X (k) is distributed very nearly like a standard complex Gaussian. In this manner we see
that our model problem corresponds approximately to the study of Steinhaus multiplicative
functions in the F[t] setting, and corresponds exactly to the limiting case when ¢ — co.
Perhaps one of the earliest occurrences of the model is in the work of Hughes, Keating,
O’Connell [28] where it arises as a prototypical example of a log-correlated field. Our interest
arose in trying to simplify and understand Harper’s work, and while we lectured on these
results earlier (see for example [8]), we have been slow with writing up this version. In the
meantime, independent work of Najnudel, Paquette and Simm [31) (1.14) and Lemma 7.5]
motivated by random matrix theory studies more general versions of this model (which they

term “holomorphic multiplicative chaos”), establishing the upper bounds in [Corollary 1.1

(and [Theorem 2.1) below).

We conclude our introduction with a brief discussion of related work. In addition to the
Steinhaus model of random multiplicative functions mentioned above, another natural model
is the Rademacher class of random multiplicative functions taking values +1 (independently
and with equal probability) on the primes, and extended multiplicatively to all square-free
numbers. Harper [24] also established the analogue of in this class. Indeed as we
shall discuss in the next section, Harper [24] determined the order of magnitude of the 2¢-th
moment of partial sums for all 0 < ¢ < 1, with the key feature being that the low moments
exhibit more cancellation than what would be obtained by using Holder’s inequality with
the second moment. The complementary range of high moments is studied by Harper in
[21]. While the partial sums of random multiplicative functions are typically smaller than
expected, there are variant problems where the behavior follows expected Gaussian laws.
For example, the sums of random multiplicative functions over suitable short intervals or
suitable arithmetic progressions [9], or when restricted to integers without too many prime
factors [20], [27], exhibit Gaussian behavior.

Given a random Steinhaus multiplicative function f, one can ask whether almost surely one
has 3, .. f(n) = O(y/z) for all z. That is, here we are choosing the multiplicative function
f at random, and asking about the behavior of partial sums as x varies, in contrast with our
earlier discussion where x is first fixed and the random multiplicative function varies. This
problem, which is an analogue of the law of the iterated logarithm, was raised by Halasz [18],
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and investigated further in [19] and [29]. Recently Haldsz’s problem was answered in the
negative by Harper [23], who established that almost surely there are arbitrarily large x with
| > new f()] = Va(loglog 2)17¢ for any £ > 0. The law of the iterated logarithm shows that
sums of independent random variables (for example taking values +1 with equal probability)
attain values as large as y/x loglogx occasionally, and Harper’s result differs from this by
about the same amount (loglog x)_i that appears in . Harper’s result suggests that in
our model problem, almost surely there exist arbitrarily large N with [A(N)| > (log N)i—<
It would be of interest to make this precise, and perhaps obtain a more accurate law of the
iterated logarithm in this context.

Another problem in number theory that is closely related to this circle of ideas concerns
the distribution of the Riemann zeta function over typical intervals of length 1 on the critical
line Re(s) = 1/2. One vague connection between these problems is that ((5 + it) may be

thought of as > n~ 371 for suitable ranges of n, and if ¢ is chosen randomly, the function
n' behaves in some ways like a random Steinhaus multiplicative function. More precisely, a
conjecture of Fyodorov, Hiary, and Keating (see [14], [15]) states that if ¢ is chosen uniformly
from [T, 2T then
(1.6)
loglog T — 3 logloglog T — ¢(T') < t<%132}i110g 1¢(5 +iu)| < loglogT — 2logloglog T + ¢(T),
holds with probability tending to 1 as g(T) tends to infinity with 7. The key feature of
this conjecture is the secondary term ——log loglogT', which is smaller than the answer
log loglog T that may be suggested by a crude application of Selberg’s classical theorem
that log [¢(3 + it)| is distributed like a normal random variable with mean 0 and variance
~ = log log T. Another closely related conjecture states that

(17) _/ logT/ (L +zt+m)|2dh) (loglogT)

Since fT IC(5 + it)]2dt ~ TlogT, the Cauchy-Schwarz inequality shows that the above
quantity is < 1 and the interest above is that it is still smaller, and by a factor very similar to
that arising in . Indeed there is a very strong analogy between and [Propositions 3.2|
and below. There has been a lot of recent progress towards the conjectures in and
and other related questions, see [2], [3], [4], [5], [16], [23], [30]. Most notably, the upper
bound portion of has been established by Harper [22], who also established a slightly
weaker version of the upper bound in . An even more precise version of the upper
bound in has been established by Arguin, Bourgade and Radziwilt [4]. For a recent
comprehensive survey on this topic see [6].

The multiplication table problem (which asks for the number of integers n up to N?
that may be written as n = ab with a,b < N) exhibits some features in common with
these problems, although the link here is perhaps less clearly defined. We content ourselves
with referring the reader to [13], and pointing out also the interesting analogous problem of
counting permutations in Ssy that leave some N-element set fixed (so that such permutations
may be thought of as the product of two permutations on N element sets) [12].

Lastly, we mention that there is an extensive literature in probability where related prob-
lems are studied under “critical multiplicative chaos”; a few sample references are [7], [10],
[11), 133,
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2. PRELIMINARIES

In this section we set up some convenient notation, and make preliminary observations for
our analysis of A(N).

By a partition A we mean a non-increasing sequence of non-negative integers A\; > Ay > .. .,
with A, = 0 from some point onwards. We denote by |A| the sum of the parts A\; + Ao + ...,
and for an integer k£ > 1 we denote by my = my(\) the number of parts in A that are equal
to k. Given a partition A, define
X (k))mk 1

(2.1) a(A) =a(NX) = —
s

where, as in the introduction, X (k) is a sequence of independent standard complex Gaussians.
With this notation, we have

'7
mi.

exp (g %zg = Z a(\)2,

A
so that

(2.2) AN) =) a(v).

IN=N
Recall that a standard complex Gaussian Z satisfies
7))
It follows that if A and A are two different partitions then
(2.3) Ela(\)a(V]] =0,
while if A = X\’ then

(2.4) EllaV)P] = [] Bl X ()] = [ —

mk!2/€mk B mk'kmk ’

where we again use the notation that the partition A contains my; parts equal to k. We

deduce that .
E[|A(N)]?] = Z Ella(N)[’] = Z Hm =1,

IN=N IN=N k&
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where the last step follows from the familiar formula for the number of permutations in Sy
whose cycle decomposition corresponds to the partition A\. This establishes , and our
main task is to bound the first moment in (1.3]).

In fact we will determine the order of magnitude of all low moments E[|A(N)[*] for
0 < g < 1, following Harper who determined the order of magnitude for such moments for
random multiplicative functions.

Theorem 2.1. Uniformly for any integer N > 1 and any 0 < ¢ < 1,

1 q
E[|A(N)]* x( ) .
(AN (1—¢q)yIogN +1
In particular (1.3)) holds.

Naturally one can study A(N) through the generating function >~ A(n)z", which con-
verges almost surely for |z| < 1. For example, by Cauchy’s theorem we have for r < 1 the
almost sure identity

1 - dz
AN) = — A " .
( ) Iri iolr nz% (n)z ZN+1

Indeed since A(N) depends only on the random variables X (k) for k < N, we can avoid all
issues of convergence and write (for any K > N and any r > O)

AN) = % (Z Vi k) SN+L

k<K

We will not use this relation, but it motivates us to define (for any real number K > 1)

(2.5) Fr(z) =exp ( Z \/_ >

k<K

When the parameter K is clear from context, we shall abbreviate Fix(z) to F(z).
We shall relate the problem of bounding E[|A(N)[*] to that of estimating

(2.6) E[(% /0277 ]FK(reiG)Pd@)q}

Here K will be a parameter of size about N, and r will be a parameter close to 1.

Lemma 2.2. For any K > 1, any r > 0, and any 6 € R, we have
2k

E[|Fi(re?)?) = exp (3 ).

k<K

Proof. Since the complex Gaussian is rotationally symmetric, the variables X (k) and X (k)e®*
are identically distributed and therefore |Fg(re?)|? is distributed identically as |Fg(r)|?.
Now Re Y, p X(k)r¥/ Vk is a sum of independent Gaussians, and therefore is distributed
like a real Gaussian with mean 0 and variance 3, _, 7**/k. The lemma follows upon re-

calling that if Z is a real Gaussian with mean zero and variance o2 then E[e'?] = e/**/2. [

From and Holder’s inequality it follows that
2%k

en E[(5- /0 N Fire®)Pas)’] < (B[ /0 K Fere)Pat] )" = exp (430 ).

k<K
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Thinking of r = 1 and K = N for simplicity (this is the most relevant range of the param-
eters) this furnishes an upper bound of size N¢ above. The true size of the quantity on the
left side above turns out to be a little bit smaller, by a factor (1 + (1 — g)v/log N)? exactly
as in m We point out that there are close parallels between the moment in ([2.7))
(for ¢ = 1/2) and the corresponding problem for |C (3 + it)| considered in (L.7).

Ultimately the smaller size of the left side of (| can be traced to the “ballot problem”
in probability theory; see [1], [32] for introductions to this classical problem. We will borrow
from Harper the following extension of classical results on Gaussian random walks.

Lemma 2.3 (Harper). Let a > 1. For any integer n > 1, let Gy, ...,G, be independent real
Gaussian random variables, each having mean zero and variance between 5 and 20, say. Let
h be a function such that |h(j)| < 10logj. Then

(ZG <a+h(j),v1 Sjén)xmin(l,%).
Proof. This is |24, Probability Result 1, p. 29]. Harper states the result with @ and n being
large, but this may be relaxed by adjusting the implied constants suitably. 0

The term h(j) in [Lemma 2.3 is needed, for example, in the upper bound part of our
argument to obtain convergence of some sums. It should be thought of as largely harmless,
since a sum of j independent Gaussian variables would typically exhibit fluctuations on the
scale of v/j and h(j) is negligible in comparison to this natural scale.

With the one exception of above, we have kept the proof of [Theorem 2.1 self-
contained. For convenience, we have split the paper into two parts, focussing first on the
upper bound implicit in (see Sections [3|to [7])) and then dealing with the lower
bound (see Sections |8 to [L1]). Note that the relation A < B means that A < CB for some
absolute positive constant C.

Part I: The upper bound of [Theorem 2.1

3. DEDUCING THE UPPER BOUND FROM TWO PROPOSITIONS

It is enough to prove the upper bound in the range % < ¢ < 1, since by Holder’s inequality
the bound would then hold for all smaller ¢ as well. As mentioned earlier, the problem of
bounding E[|A(N)[*?] may be related to the problem of bounding moments of the generating

function Fi (re) as in (2.6). We make this link precise here, and reduce the upper bound

part of the main theorem to two propositions that will be established in the following sections.

Proposition 3.1. For 1/2 < q < 1 and any integer N > 1, we have

(EfAv )|2q> Z( (5 /0%|FN/2j(exp(j/N+2'6’))|2d0>q]>21q—|—%,

where J = [4loglog(4N)].

Proposition 3.2. Let K > 1 be a real number and let F(z) = Fk(z) be as in (2.5).
Uniformly for 1/2 < g <1 and 1 <r < V'K we have

q

E[(%/O K|F(r€i9)|2d9>q] < ((1 —q)\/ll(mg—f(—l— 1) '
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Applying the estimate of |Proposition 3.2/in [Proposition 3.1 it follows that for 1/2 < ¢ < 1

N/2I 1 1 3
E[|A 2q> <« < >+—<<( )
< 1A Z (1—¢q)vIog N+ 1 (1 —-¢q)yIogN +1
This establishes the upper bound in [Theorem 2.1 in the range 1/2 < ¢ < 1.
4. PROOF OF [PROPOSITION 3.1]

Our starting point is the representation of A(/N) as a sum over partitions A of NV, recall
(2.1) and (2.2]). Group these partitions according to the size of their largest part \;. For

1< g < J write
AN = a,

[Al=N
N/27 <A <N/27 1

and put

[A=N
M <N/27

so that we have the natural decomposition

ZAJ ‘i‘AJ )

Minkowski’s inequality gives, for 1/2 < ¢ < 1,

1

w (EaP) <3 (e (i)

We begin by estimating the last term in the right side of (4.1]), showing that it is < 1/N.
By Holder’s inequality, we find that

(4.2) (EHZJ(NW) <E[JA;(N)P = > Hmk.kmk

[Al=N
M <N/27

The right side of is the proportion of elements in the symmetric group Sy whose
cycle decomposition has largest cycle < N/27 in length, and it is a familiar fact that such
permutations are rare (corresponding to the rarity of integers all of whose prime factors
are small). We may supply a quick bound (corresponding to Rankin’s trick with Diriohlet
series) on this quantity as follows. The right side of ( is the coefficient of 2V in the
generating function exp(_, /o1 % */k). Since the coefﬁ(nents of this generating function are

all non-negative, for any » > 0 we conclude that the right side of . is
k
_ r N 1
<r Nexp( Z E> < exp(— 2J)2—J < el
k<N/27

upon choosing r = exp(27/N). Inserting this into (4.2 we conclude that the last term in

(4.1) is < 1/N.

We now focus on bounding the contribution of the j-th term of the sum in (4.1)). Recall
that the term A;(N) sums over partitions A of N with largest part A\; lying between N/27



A MODEL PROBLEM FOR MULTIPLICATIVE CHAOS IN NUMBER THEORY 9

and N/2771. Decompose the partition A\ into p and o, where p consists of those non-zero
parts in A\ that lie between N/27 and N/2/71 and o consists of those non-zero parts of A
that are < N/27; note that p must have at least one non-zero term. It follows from ([2.1)
that a(\) = a(p)a(o). Thus, with the above understanding,

AN = Y alpalo)
|p|+p|;ﬁ:N
[p[>0
Observe that a(c) depends only on the random variables X (k) for k < N/27, while a(p)
depends only on the random variables X (k) with N/27 < k < N/2771,

We shall bound the expected value of |A;(N)| by first conditioning on the variables X (k)
for k < N/27 (so that a(o) is fixed in the notation above), and then bounding the expectation
over these small variables X (k). Let E; denote the conditional expectation when the variables
X (k) for k < N/27 are fixed. We shall show that

(43 ] < (5 [ 1 xnti/N -+ i0)a0)

so that, upon now taking the expectation over the variables X (k) with & < N/27, we may
conclude that

q
)

Bl < B[ (g [ 1Fvm ot/ +io)Pas)’]

This would complete the proof of our proposition.
[t remains now to establish (4.3). By Holder’s inequality,

q
B |4 (M) <Ej [l 4]
so that (4.3)) follows from the estimate

1 2m . »
(4.4) B [I40F] < (5ox /0 s (expl/N + i6) ).
Expanding out the expression for A;(N) in terms of a(p) and a(c), we find

Ell4MNE = Y Y aloa(e)E |ale)ale)]

p1,01 £2,02
lp1|+lo1|=N |p2|+|o2|=N
lp1[>0 lp2|>0

Now note (12.3) implies that E;[a(p1)a(p2)] = 0 unless p; = po. Thus, writing n = [p1]| = |p2
with N/29 <n < N (and so |01 = |oa] = N —n), we obtain

(4.5) EllampPl= X | ¥ o) L B[0P
N/2i<n<N  |o|=N-n lol=n

To proceed further, we must estimate the sum over the partitions p above. Recall that all
parts of p must be between N/2/ and N/2771, and denote (as before) by my, the number of
parts of size k in p (so N/2/ < k < N/2/71). Then by (2.4]), we have that

sfeor)- T st ()

N/2i <k<N/2i—1
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where r denotes the number of parts in p (so that 277'n/N < r < 2/n/N). Thus
2j r
SB[l < > #e: lpl=nphasrpartsy(5)
lp|=n 2i-1n/N<r<2in/N
The number of partitions p of n with 7 parts (all between N/2/ and N/2/71) is at most
([N/2j]+r

r—1 ) ]
the final part has at most one possibility. Thus, using r < 27 < N/27 for large N,

DB L D S o e SR =t

|p|=n 20-1n/N<r<2in/N 20-1n/N<r<2in/N

), since r — 1 parts may be freely chosen among the integers in (N/27, N/2/7] and

If n < N/2 then the sum over r above is < 1, while if n > N/2 we may bound the sum over
r above by < 277, Thus in both cases we may conclude that

ZE [\a ]<<—exp(2]N];n).

lp|=n

Inserting the above in (4.5)) it follows that

B0 <v X | X a0 e (200).

N/2i<n<N |o|=N-n

Now

() = > (D al)) =",

r lo|=r
and so by Parseval
1 2
N 2 | X e
N/2i<n<N |o|=N-n

This establishes (4.4)) and completes the proof of the proposition. 0

N —n I
. < J 1 ) 2 .
exp (2] N ) < 27rN/0 | F'nyjoi (exp(j /N +i0))[d0

5. PLAN FOR THE PROOF OF [PROPOSITION 3.2|

The proof of the upper bound portion of{I'heorem 2.1 has now been reduced to establishing
IProposition 3.2| By [Lemma 2.2/ we conclude that for 1 < r < e'/K,

2k

(5.1) EB%A%m@wWw}wm(zﬂf>xK

<

By Holder’s inequality it follows that for 0 < ¢ < 1 and 1 < r < /K

E[(é%p/QW|PKrew)Fd9>q < K1,
0

so that in|Proposition 3.2| we are looking for a small improvement over this easy upper bound.
As mentioned earlier, the source of this improvement is connected to the ballot problem in
probability.
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Definition 5.1. Let K > 3. Suppose 1 <r < e/% and1 < A < /log K. Define G.(A,0; K)
to be the following event: for each 1 < n <log K, one has

Z (Re%rljeike — %) < A+ 10logn.

k<em™

Further, define G.(A; K) to be the event where G.(A,0; K) holds for all 6 € [0,27).

We shall deduce [Proposition 3.2/ from the following two propositions concerning G, (A; K).

Proposition 5.2. For all 1 <r < e/% and all 1 < A < /Iog K we have
P[G,(A; K) fails] < exp(—A).

Thus the event G, (A; K) is very likely for large A. The crucial point is that on this large
set, we can improve upon the upper bound (5.1)) for the mean square of F(re').

Proposition 5.3. With notations as above, we have

; A
E[lgT(A’g;KﬂF(TG 9)|2:| = WK,

and therefore

K.

2m ) A
E[1g, Fre)?d0] <
gr(A,K)/O | (7"6 )| \/m
Deducing [Proposition 3.2 from [Propositions 5.3 and[5.3. Assume without loss that K > e?.
Partition the whole probability space into the events G,.(1; K), G,.(27; K)\G.(2°~%; K) for
1<j<J:=|(loglog K)/(2log?2)|, and G,(27; K)°. |Proposition 5.3 and Holder’s inequality
give

Rl /0% Fre)Pas)’| < (B {1000 /OQW F(re?)Pa0])" < (w/—kZK)q.

For 1 < j < J, the event G,.(27; K)\G,(277!; K) means that G,.(27; K') holds but G,(27%; K)
fails. Thus Holder’s inequality gives

27 ) q
K [1%(2]-;]()\%(23-,1;@ < / |[F(re") !2d9) ]
0

- . 1—q 2 08 12 q
< (IP [gr(ga . K) faﬂs]) (E [1@(23,[{) |F(re?)| dQD .
0
Using [Propositions 5.2 and [5.3] we see that this is
VK )q - < K
Viog K Vdiog K

<exp(~(1 - g2 ) (

) (2 exp(—(1 = )2 h).

Similarly we find that

E[1QT(2J;K)C ( /0 " |F(re“’)|2d9> q] < Kexp ( —(1- q)2J>.

Adding up these estimates, we deduce [Proposition 3.2| O
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6. PROOF OF [PROPOSITION 5.2

We prove that the event G,(4; K) is very likely by showing that >°, _.. ReX (k)r*e™? /\/k is
unlikely to exceed the stated barrier for any single 1 < n < log K and any single 6 € [0, 27].
From [Definition 5.1, the union bound gives

k0 2k
(A; K) fails] < [ —}
PG, ( ails] < Z P maXZRe A+1010gn+2 k
n<log K k<em™ k<en
(6.1) = Y P
n<log K

To estimate P,, we discretize the possible values of § € [0,27), setting ; = 2mj/[ne™]
for 0 < j < [ne"]. Roughly speaking, >, _.. X (k)r¥e*® /v/k varies with 6 on the scale
1/e™, and the finer discretization into intervals of length about 1/(ne™) allows for a precise
understanding of this sum. If the maximum over # in the definition of P, satisfies the
corresponding inequality, then we must have

zk@ A 2k

(6.2) ZR 5+510gn+ Z %, for some 0 < j < [ne"],

k<em™ k<emn

or for some 0 < j < (ne"] and some 6; < 6 < 64, we must have

X(k)yrk . ’ A
Re/ Z X \/_ezk‘y) Re Z ( )T (ezekz _ ezejk) > 5 + 5logn.

0; k<em™ k<e™

This second case only happens if
(6.3) / k)rk v ket

Since the random variables X (k) are independent and rotationally invariant, it follows that

(6.4) P, < ne" (77; - 7’;'),

A
dy > — 5 + 5logn, for some 0 < j < [ne"].

k<e™

where P, is the probability that the inequality in holds for j = 0, and P, is the
probability that the inequality in holds for 5 = 0.

Since Re >, _.. X(k)r*/Vk is a real Gaussian with mean 0 and variance 13", . r?/k,
it follows that

P,;<<exp<—<2—+ +5logn)/2%)<e>€p< Z——A—lOlogn)
k<em

where we used that ft e 24y < e /2 for t > 0. Thus, as 1 < r < /%,

/ e A
(6.5) P, < —5—

Now we turn to the task of estimating P,. By Holder’s inequality, it follows that if (6.3))
holds (with j = 0 there) then for any integer ¢ > 1 we must have

0?4—1/ ‘ZX k\/_ezky

k<em

A 2
dy > (5 +510gn> .
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Therefore, by Chebyshev’s inequality,

P < (§+5logn)_%0%“/ E[| 32 x (o) vEe™

k<em
_ (? +5log n) _%93%( 3 kr%) ,
k<em

since Y, .. X (k)r*Vke' is distributed like a complex Gaussian with variance >, __. k7
Since 0! < 0, 6y < 27/(ne™) and Y-, .. kr?* < e (as r < /) it follows that

P, < <§ +5logn> €£<226>%.

o

2k

Upon choosing ¢ to be an integer around n(A/2 + 5logn), we see that P, < e " 4/n'0;
indeed P, is much smaller than this, but we have just matched our earlier bound in (6.5).
Combining this with (6.4) and (6.5), it follows that P, < e /n’, which when inserted
in yields [Proposition 5.2. Note that the factor 1/n° ensures that the sum in
converges, and it is for this reason that the “safety valve” term 10logn was introduced in
Definition (and one of the reasons why Lemma has the flexible term h(j)). 0

7. PROOF OF [PROPOSITION 5.3|

The proof of the upper bound in [Theorem 2.1| has finally been reduced to |Proposition 5.3,
which we shall now obtain as an application of Lemma [2.3] We focus on showing that
A
K
Viog K
Since G,(A; K) is the event where G,(A, 0; K) holds for all 6, it then follows that

2 2
T ) T ) A
E[1g,(a / F(re”)db] < / E |16, (00| Flre?)[2| a8 < K,
Gr(AK) 0 | ( )| =X o gr(A,G:K)l ( )| \/W
completing the proof of the proposition. By rotational symmetry it is enough to establish

(7.1)) in the case § = 0.

Put z;, = Re(X (k)) so that the xj are independent real normal variables with mean 0 and
variance 1/2. Then we may write

2x rk
(7.2) E|:1g A,0;K) ’F( [KJ/Q / /exp kk _gji)>d$1dx2...dl'uq,
k<K

(7.1) E 1,400 | F(re”)?] =

where R C RIS is the region given by (ZEk> ,Elqu € R satisfying
2%

Z <xk—\/7;—%> <A+ 10logn

k<em

forall 1 <n <log K. Write yp = x), — 1%/ vk, which completes the square and allows us to
express the integral in as

eXp( WLK / /eXp yk)dyl"'dyLKJ7
k<K k<K

X
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where R’ C RIX] is the region given by 3, __. 447" /Vk < A+10logn for all 1 < n < log K.
Since 1 < r < e'/K | it follows that
2%

(7.3) E|1g, (a0 [F(r) 2| = exp (3 %)P[B] = KP|[B],

X

where B is the event that, for all 1 < n < log K, one has

(7.4) < A+ 10logn,

for independent normal random variables 3, with mean 0 and variance %

To complete the proof, we are now ready to apply with the random variables
Gum = om- then yer® /V/E for 1 < m < log K. Note that the variables G, are Gaussians
with variance § 3 1 oycom 72 /k which lies between 1/20 and 20 as required in [Lemma 2.3.
Thus, we deduce that P[B] < A/y/log K. Using this estimate in ([7.3)) now finishes the proof

of ([7.1)) in the case # = 0. This completes the proof of the proposition, and hence the upper
bound of [Theorem 2.1l O

Part II: The lower bound of [Theorem 2.1

8. DEDUCING THE LOWER BOUND FROM TWO PROPOSITIONS

Now, we turn our focus to the lower bound portion of [Theorem 2.1, If 0 < ¢ % then by
Holder’s inequality it follows that

E[JANV)]] < (E[AN)[F?]) 55 (AN P]) 7.

The upper bound E[|A(N)|*/?] < (log N)*?’/8 in [Theorem 2.1/ has already been established.
If we knew the lower bound E[|A(N)|] > (log N)~'/4, then the desired lower bound for
E[|A(N)|?7] would follow. Thus, it is enough to prove the lower bound in the range 3 < ¢ < 1.
Here we shall reduce the lower bound part of the main theorem to proposmons involving
bounds for the second moment of Fi(z) defined by for any real number K > 1.

Proposition 8.1. For % <g<1land0<r <1 we have

B1AP > (6] (o [ " Pvatrenan)] - B[ (5 / " te2as) )

Proposition 8 2. Let K > 100 be a real number, and let F(z) = Fg(z) be as in (2.5)).
Uniformly for 1 < ¢ <1 and e /40 L < 1 we have

[( [ it (o)

where log K. 1s the largest integer such that K, mm{4log K}

With r = e~Y/N for a suitably large, but fixed, constant V', [Proposition 8.2| gives

EKQ%N/O W Epalre”)Pd9) ] > <V(1 +(1 —1q)\/W)>q’
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while [Proposition 3.2| gives
N -V

E[(%N/O ” ’FN”(@Z'Q)PCM)(]} < (1 + (1jq)\/m)q'

Combining these estimates with [Proposition 8.1, and choosing V' to be a large enough con-
stant, we obtain the lower bound in [Theorem 2.1 in the range % <g< 1l

9. PROOF OF [PROPOSITION 8.1|

As with the upper bound in [Section 4, we begin by decomposing the definition of A(N)
in terms of a(A) for partitions A (see (2.1) and (2.2))), grouping terms according to the size

of the largest part A\;. Define

X(n ~
A=Y ay= Y% %A(N—n) and A(N)= Y a()),
IN=N N/2<n<N IN=N
N/2< <N A <N/2

so that A(N) = A;(N) + A;(N). Using that X(n) is distributed identically to —X (n) for
N/2 <n < N, we see that

91) EJAN)P] = ZE[[4(N) + ANP+ |~ AN) + LNP] > 1A

where the last inequality holds because max(| — z + w|, |z + w|) > |z| for any two complex
numbers z and w.

To obtain a lower bound on E[|A;(N)[?*], we first condition on the variables X (k) for all
k < N/2. Note that A(N —n) is then determined for all N/2 < n < N. Therefore

A= Y A,

N/2<n<N

being a linear combination of the independent standard complex Gaussians X (n), is dis-
tributed like a complex Gaussian with mean 0 and variance >y o,y [A(N — n)|*/n. With
E; denoting the conditional expectation (fixing X (k) for k£ < N/2), it follows that

Bfonr]-a( B S,

where C, = E[|Z]*] is the 2¢-th moment of a standard complex Gaussian Z with mean 0
and variance 1. Holder’s inequality gives

=
N
N
~—
v
2
—_

E[|Z[*) > E _

and so we obtain
1 JA(N —n)|?\e _ 1/1 q
2q — — 2
] > o 3 By L ey
N/2<n<N n<N/2
Now taking the full expectation and using (9.1)), we deduce that
1 1 q
2q - s 2
(92 AN > B[ (5 3 1AmP)].

n<N/2
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Write
Fuate) = e (3 2E) = 3 A
k<N/2 n=0

and note that A;(n) = A(n) for n < N/2. Note that Parseval’s identity gives, for any
0<r<l,

Yo AmPE= Y AP Y [ AmPrt =Ny A )

n<N/2 n<N/2 n=0

1 o 0N |2 r o 0N |2
:%/0 |[Faja(re®)] d@—g/o |Fyja(¢®)2d6.

Since |z + w|? < |z|7 + |w|? for ¢ < 1, it follows that

2)? L[ i0y(2 79 A 01270\
(X A@P) 2 (5 | 1Ewatre)Pdd) = (5= [ 1Fnpa(e?)Pdo)
n<N/2 0 0
and inserting this in (9.2)), we obtain |[Proposition 8.1| O

10. PLAN FOR THE PROOF OF [PROPOSITION 8.2l

The proof of the lower bound in has now been reduced to establishing
sition 8.2 Let £ = £(X) denote any (random) subset of § € [0, 27) with the random subset
depending possibly on the instantiation of the random variables X. Using Holder’s inequal-
ity, we obtain

e[( /0 27r|F(rew)|2d9)q] >E[(5- /ﬁ . Fre)as) ]
1 i0(2 24
] <E[21_ﬂ/ax> F(re) d6]2 -
(=15 [, 1FeePas) )

We apply this idea to a carefully chosen random subset £(X) where the second and fourth
moments will be of comparable size so that there is no loss involved in applying Holder’s
inequality in (10.1). The random set £(X) is defined similarly to [Definition 5.1 keeping
once again the ballot problem in mind.

(10.1)

Definition 10.1. Let K > 100. Suppose e~ /4% < r < 1 and define log K, to be the largest
integer such that K, < min {@,K}. Let A be a real number with 1 < A < log K,..

Define L(0) = L,.(A, 0; K) to be the following event: For each 1 < n < log K, one has

1k9 2k

Z(R Tk><A—510gn.

k<en

Define L = L,(A; K) to be the random subset of 6 € [0, 27| such that L(6) holds.



A MODEL PROBLEM FOR MULTIPLICATIVE CHAOS IN NUMBER THEORY 17

With this choice of the random subset £, we seek a lower bound for the numerator in
(10.1)) and an upper bound for the denominator there. We start with the easier case of the
lower bound. Since £ denotes the subset of 6 for which £(#) holds, we find that

1 2T 1 2T -
/\F SRGE {%/0 | F(re?)d) = 27?/0 E[12(0)|F(re”)[?] d6,

and by the rotational symmetry of the random variables X, this equals
E[15(0)|F(r)\2}.
Arguing as in we may see that

E[1.)|F(r)[*] = exp ( > %)P[B],
k<K

where B is the event that, for all 1 < n < log K, one has

k
< A—>5logn,

for independent normal random variables y; with mean 0 and variance % We now invoke
Lemma 2.3 with the random variables Gy, = Y m1pcom ykrk/\/E for 1 <m < log K,. Note
that these variables G, are Gaussian with variance § 3 -1 cpcm 72¥/k Which lies between

1/20 and 20 as required in [Lemma 2.3. Therefore it follows that P(B) < A/+/log K., and we
conclude that

1 - A r2k AK,
10.2 El— F(re)|2do _ — —
(10-2) [27?/5’ (re®) ]>>\/m“p<;( k>>>\/m

Now we turn to the harder problem of obtaining satisfactory upper bounds for the denom-
inator in ((10.1)). Expanding out we see that

/|F |d9 / / Le(on | F(re®) 1oy | F (re™®2) [2d0,dbs |,

and upon writing 6 = 6 — 6, (and taking 0 to be in [—7, 7)) and using rotational symmetry
this equals
1 ™

% E[lﬁ(o)|F(T)|21L(9)|F(T€i9)|2:| d9

Proposition 10.2. With notations as above, and any 0 € [—7,m) we have

_ K2 min(K,,27/|6])
(1000 |F (1)1 |F(re)|?] < A2e*A——r 7 '
[Le@ | F(r)P1e@) F(re”)P] < A% log K, (log min(X,, 27 /|6]))?

We postpone the proof of [Proposition 10.2| to the next section, and assuming this bound
now finish our proof of [Proposition 8.2l Applying [Proposition 10.2 we obtain

1 : 2 K? [T  min(K,,27/|0|) K?
Ell— F 012 AQ 2A r / T A2 24 By
<27T/L| (re®l d9> } <A log K, J_, (logmin(K,,27/|0|))8 40 < log K,
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Using this upper bound for the denominator in ((10.1)) together with the lower bound for the
numerator (given in ((10.2))) we conclude that

E[(% /0 o | F(mw”de)q] N 6—2A(1—q)(%>q.

Selecting A = /log K,./((1 — ¢)y/Iog K, + 1) completes the proof of [Proposition 8.2l Note
that log K, > 4 in [Definition 10.1, and so A > 1.

11. PROOF OF [PROPOSITION 10.2]
Given 0 € [—m, ), define M = M(r,0) to be the smallest integer such that
(11.1) eM > min{10%/|0|, K, /e}.
Note that log K, > 4 in [Definition 10.1, and so M > 1. Set

(11.2)  Ag(M)=TRe » (Xsf%rk - %) Ag(M) =Re > (%fljew - ’”—Zk)

and define for M + 1 < m < log K,

(11.3) Zom)=Re > SUPr Zm)=Re %rkeike‘

em—lgk<em em—lgk<em

Our goal is to bound the expected value of |F(r)[?| F(re?)|? when restricted to the event
L(0) N L(#). Recall that £(0) N L(A) is the event satisfying the inequalities (for 1 < n <
log K;)

Z (Re X\/(g)rk _ %) < A—>5logn, Z <Re%rkeike _ %) < A—5logn.

Since our goal is to obtain upper bounds, we replace the event £(0) N £(0) with a less

k<em™ k<em™

restrictive event which is easier to handle. This less restrictive event £ is defined by the
constraints

(11.4) Ao(M), Ag(M) < A—5log M,
together with, for M +1 < m < log K,
(11.5)

Z <Re %Tk—%>, Z (Re %Tkeike—%> < A—min(Ag(M), Ag(M),0).

Before entering into the details, let us give a loose description of the argument. The
values k below eM are thought of as small, and here e* may be thought of as close to 1.
The constraints imposed by £(0) and £(f) are strongly correlated for such k, and so are
the quantities Ag(M) and Ag(M). The “barrier events” in (11.4)) prevent the contribution
of these small k¥ from getting too large. In the range e < k < K,, the oscillation of
e becomes significant, and the terms Zy(m) and Zy(m) behave almost independently of
each other. This allows us to think of the constraints in as corresponding to two
independent applications of the ballot problem, leading eventually to the saving of log K, in
Proposition Lastly the terms with K > k > K, contribute a negligible amount as they
are weighted down by the factor r* which is small in this range.

eMk<em eMLk<em
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Returning to the proof, in the notation just introduced, we have
2k

E[Leonc F)Fre”)?] <exp (4 %)]E[l Fexp(240(M) + 245(M))
k<eM
[T o®@Z(m)+2Zs(m)) exp (2 3 —Re )+X(k;)eik9)>]
M+1<m<log K Kr<k<K

We make a few initial simplifications to this quantity, before getting to the crux of the proof.
Note that the terms involving X (k) with K, < k& < K are independent of the random
variables with & < K, and are not constrained by (11.4)) or (11.5). So we may separate
these terms from our expression above, and they contribute

2k

k

g [exp( Z ReX (k >—|—exp( Z Re(X ’ke)r—ﬂ = exp <4 Z %),
Kr<k<K Kr<k<K \/E Kr<k<K

since Y o Re(X(k))r*VEand Y-, _,_x Re (X (k)e™*®)r¥ /\/k are distributed like Gauss-

ian random variables with mean 0 and variance > _, - 7% /k (compare with|[Lemma 2.2).

Noting that

r2k 1
Y. <D, =M+0@1),  and )
k<eM k<eM Kr<k<K
we conclude that
E[10)nc@) | F(r)F(re?)|?]
(11.6) < e4M]E[1EeXp(2A0(M) 24,0) [ exp(2Zo(m) + 2zg(m))].

M+1<m<log K,

We now state a proposition (to be proved in the next section) which amounts to two
applications of the ballot problem, and granting this proposition, we will be able to finish
the proof of [Proposition 10.2|

Proposition 11.1. Keep notations as above. Given a real number B, let £ denote the
following event: for all M +1 < m < log K, one has

(11.7) Z (Re%rk — T—Zk), Z (ReX\/(g) rheikl %) < B.

eMLk<em eMLk<em

Then

K2/ 1+max(0,B) \?2
E[Lg exp(2Zo(m) +zzg(m))} < = ( ’ ) .
M+1<17110g1(r M\ /1 +log(K, /eM)

Assuming this proposition, we now resume the proof of [Proposition 10.2 starting from
(11.6). Applying [Proposition 11.1|with B = A — min(Ag(M), Ag(M),0) we obtain

E 10z F(r)F(re?))?]

KQ 2M )
S T Tog (K, Jei) ™ [1EQXP(2A0(M> +249(M)) (A + max(—Ag(M), —Ag(M),0)) } .

Here we have abused notation a little, and the event L refers now only to the constraint ({11.4])
on the variables X (k) with k < eM. Notice also that we have used [Proposition 11.1|treating




20 KANNAN SOUNDARARAJAN AND ASIF ZAMAN

X (k) for k < eM as fixed. By rotational symmetry, we may assume that Ay(M) < Ag(M);
the other case contributes an identical amount. Then bounding As(M) by A — 5log M, we
conclude that

E 120y | F(r)F(re”) ]

K2e2M 024

1+ log(K,/eM) MO

Now Re 3=, X (k)r*®/Vk is a real Gaussian with mean 0 and variance 1 3~ _ . r%/k.
Therefore, using also that >, . r**/k = M + O(1),

E |:1A0(M)§A—510gM exp(240(M)) (A + max(—Ao (M), 0))2}

1 A—5log M 2k k 2
= / e* (A + max(—z,0))* exp ( _ @t 2o 1 /K) )daz
\/7T Zk<eM T%/k —o0 Zk<eM T%/k

< (A% + M)e ™,
Inserting this in (11.8)), we conclude that
K2eM 24 K2eM A2024
< ‘e e (A% 1+ M) < Ze et
1+ log(K,/eM) MO 1+ log(K,/eM) M?

Upon recalling the definition of M in (11.1)), and noting that M (1 +log(K,/e™)) > 1 log K,,
this completes the proof of [Proposition 10.2| O

(11.8) < E [1AO(MKA_510gM exp(240(M)) (A + max(—Ag(M), 0))2] .

E[1z0)nc@)| F(r)F(re”) ]

12. PROOF OF |[PROPOSITION 11.1

The proof of the lower bound for has been reduced to [Proposition 11.1.
Here we are focussing on the range eM < K < K, where there is substantial oscillation
in the terms ¢*?  and we shall see that the variables Zy(m) and Zg(m) for M +1 < m <
log K, are largely uncorrelated (or more precisely, very weakly correlated). By exploiting
properties of bivariate Gaussian vectors, these weakly correlated Gaussians may be replaced
with independent Gaussians. Thus, the expectation in [Proposition 11.1| will essentially split
into two independent Gaussian random walks where an analysis similar to will
ultimately carry over.

We first dispense with the case when log(K,/e) < 10. Note that

Efte ] exp(2Zo(m) +27(m))

M+1<m<log K

<3 (& I ew@zm))+E] ] ew@ziom))

M+1<m<log K, M+1<m<log K,
X (k)rk
= IE[ H exp(4Z0(m))} = E[exp <4Re Z ﬂ,
M+1<m<log K eM k<K, \/E

by rotational symmetry. Now > v, Re (X(k)r/ Vk) is distributed like a Gaussian
random variable with mean 0 and variance % DM chek, r?* /k, and this variance is bounded

by our assumption that log(K,/e™) < 10. It follows that in this case, our desired quantity
is bounded by an absolute constant, and the proposition follows at once.
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Therefore we may assume that K, > e 719 below. Upon recalling the definition of M (see
(11.1)) we may thus assume that 6 € (—m, 7] satisfies 103/]0] < K, /e and that

M| > 10°.

With this easy case out of the way, we now embark on the proof proper.

For M+1 < m < log K, note that the variables Zy(m) and Zy(m) depend only on X (k) for
e™ 1 < k < e™, and so these variables Zy(m) and Zy(m) are independent for different values
of m. We therefore begin by discussing, for a given M + 1 < m < log K,., the probability
that Zy(m) and Zy(m) satisfy some event, and then by combining those results for different
m we will obtain [Proposition 11.1]

We recall that a pair of real random variables (Y7,Y3) is said to have a bivariate normal
distribution if every linear combination a1Y; + asYs with a;,as € R is a univariate normal
random variable. The bivariate normal distribution is determined by the means p; = E[Y]]
and o = E[Y5] together with the 2 x 2 (symmetric) covariance matrix E[Y;Y]] for 1 <i,j < 2.
Denote by o = E[V}?] for i = 1, 2, and by poj0, the covariance E[Y;Y5] so that |p| < 1.
For a bivariate normal vector (Yj,Y3) with these parameters, the probability density at
(71, 22) € R? is given by

1 1 — 1\ 2 - - — g\ 2
(12.1) exp <_ _ <<x1 Ml) _2p(9€1 Ml)(ﬂ?z M2>+($2 M2> ))
201094/ 1 — p? 2<1 —p ) o1 01 02 02

Here we ignore the degenerate case when |p| = 1.

If (Y71, Y5) is a bivariate normal vector, then in general Y] and Y, need not be independent,
and indeed the case when they are independent corresponds to requiring the covariance
E[Y1Y5] to be 0 (equivalently p = 0 above). We next observe that even in the general case,
we can upper bound the probability density in by replacing (Y7, Ys) by a suitable pair
of independent normal variables. This is especially useful when the covariance parameter p
is small, which will be the case for us.

Suppose (Y7, Ys) is a bivariate normal vector, with probability density as in . Since

() () < (M) + (),
01 09 01 09
we see that the probability density in (12.1]) is bounded above by
V1 1 1 — 12 — o)\ 2
(12.2) alll exp (- (=2) + (22,
V1= p|2mo102(1 + [pl) 2(1+ [p]) o1 P

Apart from the factor /(1 + |p])/(1 — |p|), the quantity above is the probability density of

a pair of independent normal variables (Y}, Y5) with means pi, po, and variances o?(1+ |p|),
05(1+|p|). Thus given any event B (thought of as a Borel measurable subset of R?) we have

1+ |pl

1—|pl
With this preliminary discussion in place, we are now ready to handle [Proposition 11.1.
Since Re(X (k)) and Im(X (k)) are independent normal variables, it follows that

(Re(X (k), Re(X (k)e™*)) = (Re(X (k)), cos(k@)Re(X (k)) — sin(k0)Im(X (k)))

is a bivariate normal vector. Being a linear combination of independent such vectors we see
that (Zy(m), Zp(m)) is also a bivariate normal vector. Note that both Zy(m) and Zy(m)

(12.3) P[(Y;,Ys) € B] < P[(Y1,Ys) € B].
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have mean 0, variance

2k
(12.4) E[|Zo(m)]”] = E[|Zo(m)]’] =00 = > o
em—lgk<em
and covariance
2k
(12.5) E[Zo(m)Zo(m)] = pm(O)os, = > o7 Cos(ko).
em—lgk<em
In the range M +1 < m < log K,
(12.6) 1<Z 1<2<Z L,
: VI T X0 on X5 T oot
4 7n71<k< m 4]{: 7n71<k< m k 2 26m !
because % < r?k < 1 for k < K,. Further the covariance satisfies
2 _ 2kCOS (k0) 2k—1 ko
127 @)l =] 3 <[ e <

em—l<k<em em—1l<k<em

since by summing the geometric series, and using |1 — t2e®| > |sin(0/2)| > |0|/7 (for all
0<t<1and®f e (—mmnl), we may see that

6rn—l _
Z $2k—1 zké)‘ < 201 _39 1 < 12t2[em—1}_1'
|1 — te'?| 0]

emfl<k<em
Thus in this range |p,,| < 47/(|0]e™™!) is small, being always < 47/10% < 1/10.

Now define independent normal random variables Zy(m) and Zy(m) distributed identically
with mean 0 and variance o2 (1 + |p,,(6)|). As noted in (12.2) and (12.3) we obtain that for
any event B (thought of as a Borel measurable subset of R?) we have

1+ [pm(0)]

1—|pm(6)|

Applying this to all M +1 < m <log K, (and recalling that Zy(m) and Zy(m) are indepen-
dent for different values of m) we conclude that

B[ I eo@@m+zm)|< ] V1tiea(0)]

M~+1<m<log K, MA+1<m<log K 1 —[pm(0)]

E [15 exp(2(Zo(m) + Ze<m))} < E [15 exp(2(Zo(m) + ’Z“e(m))} .

x T [15 [T ep@Zm) + Ze(m))]

M+41<m<log K

(12.8) <<E[15 I1 exp(z(Zo(mHZe(m))]

M+1<m<log K,

Here we estimated [Ty 1o 5, v/ 1 1m O)]/+/T— [pm(@)]) a5 < 1 using (125). (127,

and our assumption that eM|f] > 10%. Let us also clarify that the event £ denotes (on the
left side of (|12.8])) the inequalities given in (11.7)), and on the right side of (12.8)) these
inequalities amount to, for all M +1 < m < log K.,

(12.9) Yo 40, > Z<B+ Y §:B+ > 207

M+1<l<m M+1<l<m eMLk<em M<I<m
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Since Zo(m) and Zg(m) are independent, the right side of (12.8) equals
- 2
CIEE | AT
M+1<m<log K
where now by £ we understand the constraints in (12.9) holding just for Zo(m). If we put
Y,, = Zo(m) — 202, (1 + |pm(0)|) then (completing the square as in Section 7) we obtain

e I eweZm)]=en( Y 220+ | 0)

M+1<m<log K M+1<m<log K

Y2 Yy,
/ 5/ (- 3 s, 1 V2o (14 lpmO)])

M+1<m<log K M+1<m<log K,

where £ now denotes the constraint
S Va<Bi Y (-2 ) =B Y 202
M+1<l<m M+1<4l<m M+1<I<m
We conclude that

Bt [T ewZm)|<en( Y 20L0+IpmO)

M+1<m<log K M+1<m<log K

xIP’[ 3 YmngorallM—l—lémglogKr}

MA+1<l<m

1+ max(0, B
<en( X 250+ on®)) 0B
M+1<m<log K\ \/]‘ + 10g<KT/6 )

upon appealing to Finally recalling ((12.4]) and (12.7)) we have

Z 202, (1 + |pm(0)]) = Z %+O(1) =log K, — M + O(1).

M+1<m<10gK'r €M<k<Kr

This establishes |[Proposition 11.1] and hence the lower bound in [Theorem 2.1. O
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