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Resistive pulse sensing (RPS) measurements of nanoparticle translocation have the ability to provide
B information on single-particle level characteristics, such as diameter or mobility, as well as ensem-
ble averages. However, interpreting these measurements is complex and requires an understanding
of nanoparticle dynamics in confined spaces as well as the ways in which nanoparticles disrupt ion
transport while inside a nanopore. Here, we combine Dynamic Monte Carlo (DMC) simulations
with Machine Learning (ML) and Poisson-Nernst-Planck calculations to simultaneously simulate
nanoparticle dynamics and ion transport during hundreds of independent particle translocations as a
function of nanoparticle size, electrophoretic mobility, and nanopore length. The use of DMC simu-
lations allowed us to explicitly investigate the effects of Brownian motion and nanoparticle/nanopore
characteristics on the amplitude and duration of translocation signals. Simulation results were verified
with experimental RPS measurements and found to be in quantitative agreement.

1 Introduction
an increase in the flow of ions through the channel. Conductive

pulses have been attributed to the structure of the surface coat-
ing.B"l By the analysing descriptors of the pulse that occurs as a
result of the object moving through the pore, one can infer the
properties of the object.

Translocation can be described as the passage of nanoscale ob-
jects through confined spaces, such as nanopore or nanochannel.
This phenomenon is not only important in processes such as fil-
teringm and viral infection?, but also can be used as a charac-
terization tool. As a characterization tool, the nano-objects are
dispersed in an electrolyte solution and placed into a flow cell
with two chambers separated by a membrane containing one or
more nanopores. When a difference of electrical potential is ap-
plied between the two sides of the cell, an ionic current on the
order of picoamperes to nanoamperes can be measured. As the

Nanopore sensing initially attracted the attention of re-
searchers as a promising DNA sequencing platform. In addi-
tion to that, nanopore sensing is regarded as a feasible tech-
nique with which to characterize nanoparticles due its ability
to measure physical properties at a single particle level, un-

object translocates from one side of the cell to the other, it affects
the flow of ions. Typically, the object decreases the flow of ions
indicated by a pulse in the current measurement, and the tech-
nique is referred to as resistive pulse sensing (RPS). However, for
certain types of nanoparticles, such as citrate-coated Au nanopar-
ticles, it is possible to observe conductive pulses corresponding to

@ Department of Macromolecular Science & Engineering, Case Western Reserve Univer-
sity, 10900 Euclid Avenue, Cleveland, OH 44106, USA. E-mail: hore@case.edu; Tel:
+1 216 368 0793

b Department of Mechanical Engineering, Pontificia Universidade Catdlica do Rio de
Janeiro, Rua Marqués de Sdo Vicente 225, Rio de Janeiro, RJ 22451-900, Brazil
‘Instituto Nacional de Tecnologia, Ministry of Science, Technology & Innovation, Av.
Venezuela, 82 - Rio de Janeiro, RJ 20081-312, Brazil.

4Hathaway Brown School, 19600 North Park Blvd., Shaker Heights, OH 44122, USA.
T Electronic Supplementary Information (ESI) available: [details of any
supplementary information available should be included here].  See DOI:
10.1039/cXsm00000x/

like with techniques such as dynamic light scattering (DLS),
and with high-throughput, unlike with traditional electron mi-
croscopy. Average values corresponding to the ensemble of
objects can be obtained by analyzing the results of many
translocation events. Experimental translocation measurements
have successfully studied polymeric and inorganic sphereslg'M,
rodslﬂ“ﬂ, cuboidslﬁ, vesicles2 111465449 anq  virus-like parti-
cles 20129150558 15y particular, it has been successful in charac-
terizing the sizel6I913I15120121126/27129132134H36148154157H61) - gy rface
charge and concentration 32133135154l

of particles with submicrometer sizes. The stiffness of soft par-
ticles with these techniques has also been studied 49162163/

Despite advances in hardware'®® and data treatment©/50165/ j¢
can be challenging to establish unequivocal relations between
the current pulses that are measured and the properties of in-
terest. Modeling and simulation techniques are very important
tools to help unveil the complex phenomena present during the
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translocation. To this end, several simulation methods have
been used successfully to understand aspects of particle translo-
cation. Langevin Dynamics simulations were utilized to study the
capture®®, entrance and translocation®3/5767 of slightly flexible,
anisotropic particles, such as the Tobacco Mosaic Virus (TMV) vi-
ral capsid. Additionally, Monte Carlo simulation schemes were
also used to explore the capture radius®® and diffusivity of a
particle under confinement.®? Finally, Lattice Boltzmann simu-
lations been been developed to deal with the electrokinetic prob-
lem% and were used to study the translocation of a double he-
lix of DNA.ZL The majority of the literature on this topic, how-

ever, has relied on simulations using the Finite Element Method
(FEM) 516114116119125127128]30147162172176

When trying to relate particle properties with the current sig-
nal, each particle position in its trajectory usually represents a
single simulation run. Most of the studies consider either a sin-
gle, unique simulation with the particle at the center of the pore
or a collection of runs with particles placed within a straight line
trajectory. For example, Tsutsui et al. ¢ observed distinct pop-
ulations of current signals while investigating polystyrene latex
particles translocating through low aspect ratio pores. FEM sim-
ulations of particles in different positions along the pore indicate
trajectory-dependent currents, notably due to off-axis displace-
ment of the particles. The authors performed cross-sectional (2D)
Brownian Dynamics simulations to investigate degree of tempo-
ral fluctuations in the particle center position due to Brownian
motion. They state, however, that “simultaneous simulation of the
particle dynamics and the ion transport would shed further light on

this intriguing phenomenon”.10

Motivated by this body of prior work, in this paper we pro-
pose a procedure to simulate simultaneously the drift-diffusion
trajectories and the current response to these trajectories using
Dynamic Monte Carlo simulations that are coupled to a machine-
learning approach to calculating the electrostatic potential and
ionic current through the nanopore. To accomplish this, first
the electrostatic potential and ionic current are solved for several
configurations of pore/particle properties and particle position.
These results are used to train neural networks that capture the
input-output relationship between particle position and electro-
static potential. Finally, Dynamic Monte Carlo is used to com-
pute time-resolved trajectories and map the ionic current related
to each position for a large ensemble of particles. By simulat-
ing several configurations of particle diameter, particle mobility
and pore length, we show how the thermal fluctuations can af-
fect the resolution and robustness of the measurements. Finally,
we compare our calculations to experimental translocation mea-
surements and show that the DMC simulations are in quantitative
agreement with experiments.

2  Methods

2.1 Poisson-Nernst-Planck (PNP) Framework

The electrostatic potential and ionic current through the
nanopore were calculated using the Poisson-Nernst-Planck (PNP)
formalism. In this approach, the electrostatic potential is obtained
by solving the Poisson equation, and the solution is then used
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to solve the Nernst-Planck equation for the ion concentrations
and fluxes throughout the system. The process is performed self-
consistently until the error falls below a desired threshold. For our
calculations, the process was repeated until the error in the elec-
trostatic potential and ion concentrations fell below 107 V and
107¢ mol L1, respectively. The calculations were performed on
a cubic system with L, = L, = L, = 500 nm, with each dimension
discretized into 128 grid points. This resulted in a spatial reso-
lution of Ax = Ay = Az = 4 nm. The PNP equations were solved
using an in-house code written in C++ using the NVIDIA CUDA
libraries, and the calculations performed on NVIDIA Tesla P100
and V100 GPUs.

Within the PNP framework, the electrostatic potential through-
out the system, ¢(r), is first calculated by solving the Poisson
equation:

P ()
€

V-l (r)Vo(r)] = — )

where &,(r) is the relative permittivity at position r in the sys-
tem, py,(r) is the mobile charge density at that position, and & is
the permittivity of free space. Regions belonging to the solution
have ¢&,(r) = 80 while regions inside the membrane or nanoparti-
cle have &,(r) = 2. The Poisson equation was solved using a suc-
cessive over-relaxation (SOR) algorithm with the boundary con-
ditions that ¢(r) =V, = 100 mV at z =500 nm, and ¢(r) =0 mV
at z=0 nm. The initial condition for ¢(r) was ¢(r) = 0 through-
out the system, except at the boundaries. We simulated a single
membrane with thickness Lp, containing a cylindrical nanopore
with diameter dp = 60 nm, centered in the system, and oriented
perpendicular to the xy-plane of the system. For simplicity, the
nanoparticle and membrane were modeled as uncharged sur-
faces.

The electrostatic potential was then used to solve the Nernst-

Planck equation:
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where D; and ¢;(r) are the diffusion coefficients and concentra-
tions, respectively, of ion i, and Z; is the charge carried by the ion.
The Nernst-Planck equation was solved using SOR after being cast
into a more convenient form with a Slotboom transformation.’ZZ
To mimic our experimental system which uses a KCl electrolyte
solution, we used Dg+ = 1.96 x 103 cm? s™! and D¢y =2.03 x 103
cm? s'!, and the equilibrium concentrations of both ions were set
to 0.1 mol L', The concentrations calculated from the Nernst-
Planck equation were used to construct refined values of p,(r),

which were used to refine the electrostatic potential.

Finally, the ionic current for both species was calculated from
their flux j;(r), where

Z,‘C,'(l‘)
kpT

and the current in the z-direction, through the nanopore is calcu-
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where F is Faraday’s constant. In principle, calculating the cur-
rent from the charge flux at a single position z of the grid across
the pore would be sufficient to characterize response of the ionic
current to the presence of a nanoparticle. However, due to the fi-
nite size of the grid, we observed slight variations of the current at
different values of z. To minimize the influence of such variations
on our results, we choose to average i(z) across a thicker region
of space in the bottom half of the pore: z € [L;/2—L,/2,L;/2].

2.2 Machine Learning (ML)

Even with the enhancements in computational performance
achieved by using GPUs, PNP calculations take several minutes
to converge, effectively making them incompatible with Monte
Carlo simulations that would require a PNP calculation for each
trial move. To address this challenge, a neural network was used
to model the results from a representative training set of PNP cal-
culations, resulting in an accurate estimation of the electrostatic
potential and ionic current for a given nanoparticle position that
could be calculated within a few milliseconds.

Although there are many options for the neutral network, we
chose to use a multilayer perceptron (MLP) neural network due
the simplicity of its implementation and the usefulness of MLPs
as universal function approximators.

MLPs are feedforward networks. The first (input) layer uses
the particle position as input and the the next each layer uses
the previous layer as input, modified by the activation function.
Rectified Linear Units (ReLU) were used as activation functions
for all layers except the output layer which used a unit linear
function. Therefore, the values in the neurons of each layer a,
were calculated as:

an = fuWhan_1 5)

where f, is the activation function for layer n, W, is a matrix with
the weights and bias for layer n, and a,_, is the layer input.

The final neutral network architecture was composed of one
input layer, 5 hidden layers with 50 neurons each and one out-
put layer containing a single neuron that carries the value of the
predicted electrostatic potential. The representation of the MLP
structure is shown in Figure S4 of the ESIt. The justification for
this choice of the network architecture is presented below, but
briefly, was the result of choosing the smallest number of layers
and neutrons which can reliably reproduce the PNP results. Al-
though we chose to train the MLP to predict the electrostatic po-
tential as a function of the nanoparticle location, alternative ap-
proaches such as training it to predict the perturbation in the elec-
trostatic potential due to the presence of the nanoparticle could
also be used.

The MLP was trained in python with Tensorflow/Keras, using
the Adam optimizer algorithm, mean squared error as the loss
metric validation, a split of 0.1 for the training set, a number of
epochs of 1000, and batch size of 256. Additionally, a variable

learning rate was used with initial value of 0.01 and 50% de-
cay at each 100 epochs. The optimized weights and biases were
recorded in a text file that was read by the Dynamic Monte Carlo
simulation code. A sample PNP data file and a python script show-
ing the implementation/training of the MLP is freely available at
https://github.com/mjahore/Translocation_NN.

2.3 Dynamic Monte Carlo (DMC)
Colloidal particles in suspension have stochastic trajectories due
the influence of thermal fluctuations. We used Metropolis Monte
Carlo (MC) to mimic these fluctuations and simulate the trajecto-
ries of nanoparticles as they translocated through a nanopore.
For each Monte Carlo step, a random translation of a nanopar-
ticle is attempted and either rejected or accepted according to the
Metropolis algorithm. In this approach, the energy of old and new
configurations are calculated and compared. If there is a decrease
in energy, the trial is always accepted; otherwise, if the energy
increases the new configuration is accepted with a probability de-
pending on the Boltzmann factor of the increase in energy. The
probability is given by:

1 AU <0

(6)
e PO AU >0

p(AU) = {
If a trial move results in overlap between the particle and the
membrane, then AU = «~ and the move is rejected. The poten-
tial energy U was calculated by the product of the electrostatic
potential and the effective charge. Contained in Section 3 of the
Electronic Supplementary Information (ESIt) is a detailed analy-
sis of the particle mobility in DMC simulations. This analysis con-
firms the correct implementation of the DMC simulations and also
provides an analytical expression for finding the effective charge
needed to result in a desirable particle mobility.

The electrostatic potential was calculated by running the
trained neural network implemented within the DMC code. The
current through the pore for each nanoparticle position was calcu-
lated by linear interpolation from the tabulated values calculated
by PNP.

Although the use of Metropolis Monte Carlo to mimic Brown-
ian motion is not new’8, Cuetos and PatiZ28% recently developed
an alternative DMC algorithm that directly links the Monte Carlo
steps to a unique time-scale that depends on diffusion coefficient
of the particles. The intrinsic MC time step is given by:

( maX)Z
2D
where D is the diffusion coefficient obtained from the Stokes-

Einstein relation:

(SIMC = (7

kT

b= 371'7]de (8)

A time step that is equivalent to a Brownian dynamics simulation
is calculated from the intrinsic (MC) time step corrected by the
acceptance rate:

«| g

ot = X SIMC 9
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Fig. 1 Schematic of the boundary conditions used in the DMC simu-
lation. Dotted lines represent the membrane/pore location, whereas the
dash-dotted lines indicate the boundaries where the trajectories are ter-
minated. The black dot indicates the particle’s initial position.

where 7 is defined as:

— _ Accepted trials

1
Total steps (10)

To improve computational efficiency we implemented the
boundary condition depicted in the figure|l} The particle is initi-
ated in the upper half of the (3D) box aligned with the main axis
of the pore, at a height of rp = dp/2 above the membrane surface.
The particle at this location causes only a very slight decrease in
ionic current, as will be discussed later.

The dash-dotted lines denotes the boundary of an access region
within a factor of 1.5 of radius of the pore entrance and exit,
where most part of the field decays to very low values®L and the
relative blockade is negligible. When a particle reaches one of the
two “caps”, the event is terminated, the particle is re-initiated in
the central axis and a new trajectory of a new event is recorded.

For most of the simulations, we fixed the applied voltage
V =100 mV and pore diameter dp = 60 nm, and varied the pore
length Lp, particle diameter dyp and particle mobility uyp. A
direct comparison with an experimental measurement was sim-
ulated considering dyp = 30 nm, dp = 80 nm, Lp = 100 nm, and
particle mobility uyp =0.25 um cm / V- s with an applied voltage
of V. =200 mV.

2.4 Experimental Methods

Experimental translocation measurements were performed
on cetyltrimethyl ammonium bromide (CTAB)-coated Au
nanospheres (Nanopartz Inc., Loveland, CO), with average diam-
eters of dyp =30 nm. The particles were dispersed in a 0.500 mol
L1 KCl electrolyte solution at a concentration of ¢yp = 9.2 x 1010
NPs/mL. Low-noise SiO,-supported SiNy membranes (Lp = 100
nm), containing a single dp = 80 nm nanopore, were purchased
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from Goeppert, Inc. (Philadelphia, PA). The membranes were
cleaned in hot Piranha solution (3:1 mixture by volume of H,SO,
to 30% H,0,, T = 80 °C) for 10 minutes, rinsed with Milli-Q wa-
ter, and stored in isopropyl alcohol prior to use. Caution: Piranha
solution is a highly corrosive and energetic solution, and should be
handled with extreme care.

Ionic current measurements were performed using an eNPR
amplifier (Elements srl, Cesena, Italy) equipped with a 2nd gen-
eration Elements flow cell and Ag/AgCl electrodes. The ionic
current through the nanopore was sampled at a frequency of
200 kHz, resulting in a final bandwidth of 20 kHz after apply-
ing a low-pass filter to remove high frequency noise, limiting
temporal resolution to approximately 50 us. Ag/AgCl electrodes
were fabricated by exposing Ag wire to a 7.4% sodium hypochlo-
rite solution for 10 minutes. Prior to measuring nanoparti-
cle translocations, proper wetting of the nanopore by the elec-
trolyte was verified by measuring the resistance and capaci-
tance of the membrane. Afterwards, the nanoparticle solution
was loaded into the cis-chamber of the flow cell, and elec-
trolyte solution into the trans-chamber. A potential difference of
200 mV was applied across the chamber and the ionic current
monitored for approximately 10 minutes. Translocation events
were extracted and analyzed with the Pypore software package
(https://github.com/parkin/pypore).

3 Results and Discussion

3.1 Neural Network Training with PNP

Before investigating nanoparticle translocation with DMC simu-
lations, we performed PNP calculations to determine the electro-
static potential and ionic current for a series of imposed nanopar-
ticle positions, which formed a set of training data for our neural
network. A new neural network was trained for each value of
nanoparticle and/or nanopore diameter. Figure [2a shows a slice
of the electrostatic potential in the xz-plane for y = 250 nm in
the open pore configuration without a nanoparticle present. The
dashed lines in the figure indicate the position of the membrane
which contains the nanopore. In all of the PNP calculations, the
largest amount of variation in the electrostatic potential occurs in
the region of the system containing the membrane, in agreement
with the literature.®2 Results for all three pore diameters used in
this study are shown in the ESL

When a nanoparticle is placed in the nanochannel it influences
the electrostatic potential nearby. However, as both particle and
membrane are treated as uncharged surfaces in our PNP calcu-
lations, the potential at the center of the particle is the same as
the potential calculated in the open pore. In figure 2b, we show
the difference between the electrostatic potential with and with-
out a nanoparticle in the center. Far from the membrane, we find
that the electrostatic potential is essentially unchanged when a
nanoparticle is present in the pore. However, near the nanoparti-
cle, the electrostatic potential immediately above and below the
particle can vary as much as +10 mV relative to the open pore for
the parameters that we investigated.

To mimic real particle translocation events, the effect of the
particle position on the current was investigated for several off-
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Fig. 2 (a) Electrostatic potential in the xz-plane for y =250 nm. The
dashed lines denote the boundaries of the membrane. (b) Difference in
electrostatic potential between the open pore configuration, shown in
(a), and a pore containing a dyp =40 nm nanoparticle in the center at
x=2z=250 nm. (c) Current as a function of distance for three straight
trajectories along the z-direction of the nanopore (dp =60 nm, Lp = 60
nm). A distance of 0 nm corresponds to the position z =250 nm. As
the particle is offset in increments of 5 and 10 nm (x =255 nm and 260
nm, respectively) from the central axis of the nanopore (x =250 nm), the
minimum current increases implying that fewer ions are blocked by the
particle. The nanoparticles in these simulations had diameters of dyp =
40 nm and mobilities of uyp =0.8 umcm/V-s.

axis positions. These data confirm that setting the initial particle
position ca. 100 nm away from the mid-point of the nanopore
does not significantly impact the ionic current. Indeed, the pres-
ence of the nanoparticle only begins to affect the value of the ionic
current when it is within approximately 10 nm of the entrance re-
gardless of the amount the particle is offset from the nanopore’s
central axis. Previous work©72 has found that off-axis positions
of the nanoparticle lead to higher values of the blockade current
than for nanoparticles in the center of the pore, and that this ef-
fect becomes more prominent as the pore length decreases. The
origin of the increased blockade currents is due to an increase in
the resistance attributed to non-uniformities in the electric field
that occur for off-axis nanoparticle positions. Figure[2kc shows the
values of the ionic current as a function of a dyp = 40 nm particle’s
position within a 60 nm diameter pore (z) in z for three values of
the x-position: one at the the central axis of the pore (x =250 nm,
blue circles) and two positions that are offset by 5 nm (x = 255
nm, orange circles) and 10 nm (x = 260 nm, green circles). The
full set of results used to train the neural network are provided
in the ESIt. Unlike previous calculations1€, we find that off-axis
positions result in smaller blockades. However, our calculations
are performed at ionic strengths which are orders of magnitude
larger those previous calculations, making a direct comparison
difficult. Nevertheless, using ion resistivities of pg+ = 1.36 x 10°
Q- nm and po- = 1.31 x 10° © - nm, we estimate total ionic cur-
rent through the pore due to the combination of resistance inside
the pore and the access resistance as:

2
. aVdp { 1 1 } an

o= 4+ —
O7 (dLp+mdp) [P+ por-

where V;, = 100 mV is the applied bias. The above expression pre-
dicts ip ~ 2.9 nA, compared to i ~ 3.2 nA produced from our PNP
calculations. Thus, our PNP calculations are in near quantitative
agreement with the expected ionic current through the pore. As
expected, as the nanoparticle moves deeper into the pore (i.e., as
distance decreases in figure ), the ionic current decreases due
to blockage by the particle.

A subset of PNP results were used to train the MLP neural net-
work (NN), and its predictions were compared to a separate set
of PNP calculations to assess the accuracy of the predictions as
a function of the NN architecture. The difference between the
PNP calculation and NN predictions is shown in figure for 2,6,
and 10 layers of neurons (rows, left to right) containing 10, 50,
and 100 neurons in each layer (columns, top to bottom). Perfect
agreement between PNP and the MLP NN would be indicated by
an absence of color. We observe that the minimum number of
layers and neurons per layer that accurately reproduce the elec-
trostatic potential in the membrane occurs for 6 layers of 50 neu-
rons, and that the accuracy of the NN prediction increases with
both increasing numbers of layers and/or an increase in the num-
ber of neutrons per layer. Thus, we chose to use a NN with 6
layers that contain 50 neutrons in each layer to avoid over-fitting
the PNP data.

Journal Name, [year], [vol.], 1 |5



10 Neurons/layer 50 Neurons/layer 100 Neurons/layer

400 4 g B
- o

200 =N AR
f\"ll \ 7 { T, 10.0
o [y Sl J 17/ PSS

2 Layers
z (nm)

U R
N o U oo
n

6 Layers

|
o
=)

|
~
wn

fference in Electrostaic Potential (%)

400 4 i J -10.0 &

200 A

10 Layers
z (nm)

0 200 400 0 200 400
x (nm) x (nm)

Fig. 3 Difference between the electrostatic potential calculated by PNP
and predicted by the neural network for a nanopore with diameter dp = 60
nm and length Lp = 60 nm for (top to bottom) 2, 6, and 10 layers in
the network, and for (left to right) 10, 50 and 100 neutrons per layer.
The dashed line denotes the position of the membrane. For all NN
configurations, the nanoparticle diameter was fixed at dyp =40 nm.

3.2 Dynamic Monte Carlo (DMC)

DMC simulations were performed for three values of nanopore
length (Lp = 20, 60, and 100 nm) and three values of nanoparti-
cle diameter (dyp = 30, 40, and 50 nm). In all simulations, the
nanopore diameter was fixed at dp = 60 nm. Figure [4|shows a 2D
slice in the xz-plane of two nanoparticle center-of-mass trajecto-
ries, highlighting two distinct classes of events. For these trajecto-
ries, the nanoparticle mobility was fixed at uyp =0.8 umcem/V -s.
The trajectory drawn in black shows a particle fully translocate
through the pore, which we refer to as a true “translocation
event.” In contrast, the trajectory drawn in blue is representative
of a class of event in which the particle passes near the entrance of
the nanopore and causes a detectable change in the ionic current,
but diffuses away from the nanopore without ever entering. Here,
we refer to these events as “collisions,” although such events have
also been called “bounce-off”>2 or “fly-by”1¢ elsewhere in the lit-
erature. Figure [4|also shows the relative change in the ionic cur-
rent through the pore for different particle positions, represented
by the red color map of the figure. For our simulations, we find
that the current always decreases when a particle is within the
pore, and for the values of nanoparticle diameter and pore size
considered in the figure, the current decreases by as much as 40
— 60% for positions in the central portion of the channel.

To assess the uniformity of the translocation and collision
events, we overlayed 500 independent events, as shown in Figure
[Bh. The events are characterized by the z-coordinate (i.e., position
along the central axis of the nanopore) of the center-of-mass of a
dyp =40 nm nanoparticle as a function of time for a configuration
with Lp = 60 nm, and a particle mobility of 0.8 umcm/V -s. The
trajectories from translocation and collision events are depicted as
black and blue lines, respectively. From the overlayed events, we
observe that the slope of the black lines between z = 300 nm and
z =200 nm is relatively consistent between independent events,
indicating that the particles move through the pore with compara-
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Fig. 4 Schematic of the configuration used to set the events. Dotted
lines represent the membrane/pore location, whereas the dash-dotted
lines indicate the boundaries where the trajectories are terminated. Pro-
jections of two trajectories are depicted in black (translocation) and blue
(collision) lines. The color map shows the relative blockade caused by a
dyp =40 nm particle positioned in each location. For these simulations,
dp = LP =60 nm.

ble velocities with some small variations due to Brownian motion.
The dwell time of the nanoparticles is roughly on the order of
T =50 us. Additionally, although we find that while most collision
events consist of nanoparticles that diffuse in the vicinity of the
entrance of the nanopore and only slightly disrupt the ionic cur-
rent, occasionally nanoparticles enter the pore, as shown by those
trajectories in the figure with a z-coordinate that is less than the
sum of the top surface location and the radius of the nanoparticle
(z=300 nm). However, our simulations showed that the nanopar-
ticles in such events do not enter more than about 10 — 15 nm into
the pore (i.e., on the order of the radius of the nanoparticle). Ex-
perimentally, these events may be difficult to resolve due to their
short duration and the relatively small amplitude of the block-
ade events, which we discuss in more detail below. Nevertheless,
collision events have been detected experimentally. 1657

Since the presence of collision events can affect interpretation
of RPS measurements, they usually have to be removed from the
analysis or at least correctly identified. For this reason, we next
used DMC simulations to determine the relative frequency of true
translocation events relative to all events. Figure plots the
translocation ratio (i.e., the ratio of translocation events relative
to all events) as a function of nanoparticle mobility for nanopar-
ticles with varying diameters and for three values of nanopore
length. Circle, plus, and square points correspond to nanopar-
ticles with diameters of dyp = 30, 40, and 50 nm. The colors
of the points correspond to nanopores with lengths of Lp = 20
nm (blue), 60 nm (orange), and 100 nm (green). DMC sim-
ulations confirmed that for fixed dyp and Lp, the translocation
ratio increased from 20% to near 70% as the nanoparticle mobil-
ity increased from uyp = 0.4 pmem/V-s to 1.2 umem/V-s for
dyp =50 nm and Lp = 100 nm. In general, as either dyp or Lp
decreased, we observed that the fraction of translocation events
increased, but for different reasons. As dyp decreases, there is a



greater probability for the nanoparticle to be located in a lateral
position in the nanopore that will allow it to fully pass across the
membrane. In contrast, as Lp decreases, the probability that the
nanoparticle will completely move through the channel increases
since the path length it must diffuse across decreases.

Coupling our DMC simulations to PNP calculations of the ionic
current with the MLP NN allowed us to obtain current traces for
all of the 500 events shown in figure [Bk. Figure [5k plots these
current traces as a function of time, where the events were over-
layed such that the minimum current in each event coincided
with r = 0 us. Similar current traces for the remaining values of
dnp, Lp, and uyp are presented in the ESIt. Translocation events
collapsed into a well defined curve, with average blockades of
Ai ~ 3 nA. Because DMC simulated many different trajectories,
the data in figure [2c also provide insight into the variability of
the resistive pulses. However, our data only contains fluctua-
tions from the Browninan motion of the nanoparticles, whereas
experimental signals are also influenced by many other sources
of noise.®3 Thus, we observe noise that is significantly lower than
what might be seen experimentally. Nevertheless, from inspec-
tion of the width of the overlayed translocation events, we find
that the magnitude of the pulse varied from about 1.25 nA to 3
nA. In contrast to the translocation events, while some collision
events produced a noticeable decrease in the current of Ai ~ 0.25
— 0.75 nA, other events did not produce an appreciable decrease
in the current. In terms of dwell times, translocation events took
on the order of T = 50 us, as previous discussed, while collisions
occurred at much shorter times as is evident from the much nar-
rower pulse widths in figure[5k. As shown in previous work from
White et al., the short duration of the collision events combined
with low-pass filters used in typical experiments means that ex-
perimentally, such collision events may be extremely attenuated
or not detectable, depending on the dwell time, cutoff frequency
of the low-pass filter, and the sampling rate of the amplifier.84

To connect our DMC simulations to experimental measure-
ments and extract quantitative trends, we fit each current trace
independently with a Gaussian function to obtain the relative
blockade Ai/ip and dwell time 7. A representative translocation
event and fit is shown in figure[Sd. While many software packages
such as OpenNanopore®2 EventPro®®, and PyPore use the cumu-
lative sum algorithm (CUSUM) to call events and subsequently fit
them, we opted to use a fit to a Gaussian function because of its
simplicity and the similarity in shape to our events. The event in
figure |5d is a relatively short event of T~ 10 us, with a blockade
amplitude of Ai ~ 1.75 nA.

Figure [6] plots the relative blockade and dwell time obtained
from Gaussian fits to the current traces for all values of parti-
cle diameter, pore length, and mobility that we simulated. In
the top row, we have overlayed the results for all events, with
the corresponding mean values and error from each configura-
tion shown in the lower panels.
420, where o is the standard deviation of the mean. Trian-
gles, circles, and squares represent nanoparticles with diameters
of dyp = 30, 40, and 50 nm, respectively. The color of the points
correspond to nanoparticle mobilities of uyp = 0.4 umem/V-s
(blue), 0.8 umem/V-s (orange), and 1.2 umcm/V-s (green).

The error was taken to be

The compiled results provide guidance on experimental condi-
tions for successful translocation measurements of nanoparticles
in a few ways. First, we observe that for each particle size, there
exist three populations of points corresponding to the three values
of nanoparticle mobilities. However, we find that while the rel-
ative blockage each nanoparticle size is relatively constant (i.e.,
Ai/iy depends only on the size of the nanoparticle and not the
mobility), there is overlap of the three populations of mobilities.
This implies that for the values considered in this study, it may be
difficult to resolve differences in nanoparticle mobilities by RPS
measurements alone. Regardless, the results show that as the
mobility increases, the variability in 7 decreases, presumably due
to faster, more directed motion of the nanoparticle through the
nanopore as electrophoresis overcomes Brownian motion. This
trend can be more quantitatively observed in the lower panels,
where we observe the extent of the horizontal error bars de-
creases and the mean dwell time shifts to lower values as mo-
bility increases. However, as the nanopore length increases from
Lp =20 nm to Lp = 100 nm, we observe that the variability in
dwell time increases due to the increased path length over which
the nanoparticle must diffuse.

In contrast to trends with respect to discerning different val-
ues of nanoparticle mobility, our DMC simulations show that RPS
measurements can easily distinguish between nanoparticles with
different sizes independent of their mobilities.
tions studied here, we observe that the variability in the relative
blockade is larger for the dyp > 30 nm nanoparticles than for the
dyp = 30 nm particles, and that the variability slightly decreases
as Lp increases. Thus, the optimal conditions for nanoparticle
sensing should strike a balance between the higher resolution of
the relative blockade that occurs for longer nanopores, and the
larger translocation ratio that occurs as Lp decreases.

Finally, a common estimate of the relative blockade is obtained
by assuming that the reduction in ionic current is due solely to
the reduction in the cross sectional area of the nanopore due to
the presence of the nanoparticle. Taking this approach, one finds
that Ai/ip = —(dyp/dp)?, which implies that for all values of Lp
that we investigated, the expected relative blockade for dyp = 30
nm, 40 nm, and 50 nm nanoparticles, based solely on geometric
effects, would be Ai/iy = —0.25, 0.44, and 0.69, respectively, for a
nanopore with diameter dp = 60 nm. Comparing these values to
the data in the lower row of figure[6} we find that our DMC simu-
lations predict relative blockades that can vary significantly from

For the condi-

those obtained from a purely geometrical estimate. For instance,
for the smallest nanoparticles we simulated (dyp = 30 nm), we
find the relative blockade is smaller than the geometric estimate
by approximately 5%. As the nanoparticle diameter increases,
the relative blockade observed in our DMC simulations can be
as much as 10 — 20% larger than the geometric estimate. The
reason for this discrepancy may lie with the fact that the PNP cal-
culations, which serve as the foundation for training the neural
network, take into account the manner in which the presence of
a nanoparticle in the nanopore changes the local electrostatic po-
tential. Similarly, for charged nanoparticles (which we do not
consider here), the PNP calculations and subsequently trained
neural network offer a more detailed calculation of the expected
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current. Finally, while the geometrical estimate does depend on
Lp, the results in figure E] clearly show that as Lp increases, both
the relative blockade and its variance decrease.

3.3 Comparison to Experiments

To assess whether the trends observed from our DMC simula-
tions are representative of real translocation processes, we per-
formed RPS measurements to track Au nanosphere (dyp = 30
nm) translocation. Prior work by others,24, as well as our own
RPS measurements, has shown that citrate-coated Au nanoparti-
cles produce a positive relative bloackade (i.e., conductive pulses)
while they reside within a nanopore. This has been attributed to
the effects of the electrical double layers of the nanoparticles and
the nanopores that lead to an increase in the conductivity. To
avoid such effects and more closely match our DMC simulations
which did not account for the charge of the nanoparticle or the
nanopore, we focused on CTAB-coated Au nanospheres that were
dispersed in a 500 mM KCl solution to screen as much charge as
possible. Whereas citrate-coated Au nanoparticles can only dis-
perse at concentrations of KCl up to about 1.5 mM, CTAB-coated
nanoparticles can tolerate KCl concentrations up to at least 500
mM. Finally, to amplify the experimental signal, we applied a bias
of 200 mV rather than 100 mV. However, since we characterize
the translocation events by the relative blockade, this does not
affect our comparison to simulations.

Shown in figure (7| are (a) several seconds of ionic current
measurements, showing resistive pulses that correspond to the
translocation of dyp = 30 nm nanoparticles through a nanopore
(dp =80 nm, Lp = 100 nm) etched into a SiO,-supported SiNy
membrane, and (b) selected translocation events shown at a mag-
nified time scale. The final bandwidth of the measurement after
applying a low-pass filter was Af = 20 kHz. We observe from fig-
ure |7p that the translocation pulses are on the order of Ai =~ 0.5
nA. From the magnified data in figure [7b, we see that presence
what may be true translocation events, such as the one shown in
black, but that translocation events appear alongside what may
be collisions, such as the short red pulses towards the right side
of the red trace.

The data were analyzed using Pypore, developed by the Drndi¢
Laboratory, and events were identified using the CUSUM algo-
rithm. The current trace contained 164 events which were fit to a
square profile to obtain the average dwell time 7 and Ai/iy. Our
measurements found 7 = 31 us and Ai/iy = —0.10. Experimen-
tally, our bandwidth Af = 20 kHz presents challenges for resolv-
ing events that occur for 7 < 1/Af ~ 50 us. Events shorter than
50 us may not be detected, and those events which are may have
attenuated or distorted signatures. Although the bandwidth of
our measurements will lead to attenuation of events that occur
for 7 < 50 us, we chose not to exclude shorter events and our
average values are obtained from all events. This may lead to a
slightly lower value for Ai/ij relative to the true value. However,
since 7 is close to the limit of 50 us, we believe that this effect
may be small.

Figure plots our experimental point as a black diamond,
while the orange triangle point shows the results for a DMC sim-

ulation using the same experimental conditions and pyp = 0.25
umcm/V -s. We observe good agreement between the predictions
of T and Ai/iy from our DMC simulations and the experimental
measurements, although we observe a slightly more disperse re-
sponse for 7 in the simulated results as well as a higher dispersion
of the Ai/iy in the experiment. We speculate that the origin of
these differences may be due to the fact that experimental mea-
surements miss shorter pulses which leads to a decreased variance
in 7 compared to the simulations. At the same time, the nanopar-
ticles used in our experiments possess inherent polydispersity in
their dimensions, which in turn leads to a larger variance in Ai/i
as compared to the simulations.

4 Summary

Time-resolved trajectories that are consistent with the drift-
diffusion process were simulated simultaneously with the asso-
ciated current responses of these trajectories during translocation
using a combination of Dynamic Monte Carlo (DMC) simulations,
Poisson-Nernst-Planck (PNP) calculations, and a Multilayer Per-
ceptron Neural Network (MLP NN) to connect the DMC to PNP re-
sults. Our simulations found that uncharged nanoparticles would
produce resistive spikes with magnitudes related to the size of the
particles. The resistive spikes observed in our simulations were
consistent with those measured experimentally by resistive pulse
sensing (RPS). Simultaneous simulation of nanoparticle trans-
port through the nanopore and the associated ionic current re-
sponse allowed us to not only simulate hundreds of independent
nanoparticle trajectories, but also to identify optimal conditions
for determining nanoparticle size and mobility. For instance, our
results demonstrate that using longer nanopores leads to more
uniform translocation events which, in turn, results the ability to
better resolve differences in nanoparticle size.

Despite the successes of this approach, we note that sev-
eral simplifications were made in this study. First, the fluid is
not explicitly modeled (e.g., by solving the Navier-Stokes equa-
tion), which neglects the effect of hydrodynamic interactions on
nanoparticle transport. In addition, the membrane and nanopar-
ticle surfaces were treated as uncharged within our PNP calcula-
tions, which in conjunction to the lack of hydrodynamics, neglects
the effect of electro-osmotic flow. However, because of the rela-
tively high ionic strength of the electrolyte in our experiments,
a significant degree of charge screening occurs which supports
our use of this simplication. Finally, the spatial resolution of the
PNP calculations is somewhat limited, which could be improved
in order to simulate charged surfaces. Moving forward, the use
multi-physics software with adaptive meshing can address these
limitations.

Although we utilized a MLP NN to make simultaneous simu-
lation of nanoparticle transport and ionic current possible, the
mapping of the electrostatic potential into the DMC code could
have been done using an interpolation scheme, similar to the ap-
proach we took for calculating the current. In such an approach,
the results of PNP simulations for the electrostatic potential at
each grid position can be stored onto data arrays to be interpo-
lated for a given position of the particle. However, we believe the
machine learning approach has the potential to be further devel-
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Fig. 6 Summary of DMC simulation results for all nanoparticle and nanopore combinations. The top row plots the relative blockade versus dwell
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Error bars represent two standard deviations from the mean value.
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Fig. 7 Experimental RPS measurements of dyp =30 nm CTAB-coated
Au nanoparticles. (a) lonic current as a function of time over an interval
of approximately 10 s. The large downward spikes in the current are
translocation events which are roughly on the order of 0.5 nA. (b) Con-
catenated translocation and collision events extracted from two separate
recordings (represented as black and red traces). Collision events can be
observed as small pulses while true translocation events occur as large
spikes. (c) Comparison between experimental RPS measurements (black
point) and a DMC simulation with matching parameters of dyp =30 nm
and dp = 80 nm.

oped considering the recent growth of the field. For example, the
network architecture can be greatly improved by hyperparameter
optimization®Z, allowing for better prediction of the electrostatic
potential with the same computational cost. In addition, classes
of neural networks other than MLPs, such as convolutional neural
networks, can also be investigated.

Finally, we envision the possibility of using physics-informed
neural networks®8"2% where constraints applied into the network
training can result in greater generalization from a small data set.

Notwithstanding its limitations, our approach combining Ma-
chine Learning with DMC proved to be flexible enough to sim-
ulate several configurations after the initial data generation and
training step. The MLP NN was able to capture the voltage profile
around and inside the pore calculated by PNP. The prediction per-
formance of the neural network was also investigated, depending
on the architecture of the model. The strategy of employing a
neural network was successful for quickly estimating the electro-
static potential as the nanoparticle changed locations, allowing
us to simulate many trajectories. The relative blockade and dwell
time results from many trajectories of particles with different sizes
and mobilities showed a significant overlap of the populations,
indicating the existence of a limit of discrimination for particles
with similar characteristics. This limit arises due to the Brownian
motion of the nanoparticles. Our results also show that although
longer pores lead to more variability in dwell time, higher values
of Lp enhanced the differences in the mean value, with the net
effect of helping with discrimination of particles having similar
sizes and different values of mobility. Interestingly, longer pores
reduced the variability of the values of relative blockade, also help-
ing with discrimination of particles with distinct sizes. Looking
forwards the future, we expect that our combined DMC/MLP NN
approach to studying nanoparticle translocation can be further
developed in order to achieve increasingly realistic translocation

simulations to further the development of nanopore sensing of
nanoparticles and related materials.
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