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Abstract—The Advanced Particle-astrophysics Telescope is a
planned mission to perform real-time gamma-ray burst (GRB)
detection and localization using SWaP-constrained embedded
hardware aboard an orbiting platform. Due to the dynamic
and uncertain nature of GRBs, the parallel localization task
is dynamic in both workload and deadline. This implies the
need for an adaptable framework that adjusts CPU utilization
to accommodate overload. To this end, we propose an elastic
framework over the workloads of constituent subtasks that allows
both continuous and discrete state spaces. Instead of compressing
according to constant weights, it instead uses a nonlinear cost
function based on the expected angular error in the localized
source direction of observed events.

I. I NTRODUCTION

To study the nature of dark matter and to understand the
physics of neutron-star mergers, orbiting gamma-ray tele-
scopes observe gamma-ray bursts (GRBs), collecting and
transmitting data for later ground-based analysis. Newly
emerging areas of astrophysics seek to perform follow-up ob-
servations, enabling the study of GRB emissions across several
modalities (e.g., X-rays, visible light, radio and microwaves,
cosmic rays, and gravitational waves). However, GRBs are
transient events; hence, long delays from initial detection of
a GRB's light to ground-based computation of its location in
the sky (which is nontrivial to infer from the incoming gamma
rays but is necessary to physically aim follow-up instruments)
cause lost opportunities for observation.

The Advanced Particle-astrophysics Telescope (APT) [1]
(Fig. 1) is a planned space-based observatory that will be de-
ployed at the Sun-Earth Lagrange L2 orbit, affording it a nearly
full-sky �eld of view. It will �y with onboard computational
hardware to detect and localize GRBs in real time [2]; this will
enable prompt communication and follow-up observations in
multiple spectral bands. We characterize APT's localization
as a subtask of multiple other tasks: APT can be considered
as just one component of a distributed system with multiple
cyberphysical follow-up devices that couplecomputation(e.g.,
a telemetry system to receive the location of a GRB detected
by APT) andactuation(the repositioning of a telescope). Each
such device is associated with a deadline, after which it can no
longer collect useful data. Given the worst-case latency of the
associated communication, device computation, and actuation,
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Fig. 1: A Rendering of the APT Instrument

a subdeadline associated with each follow-up device can be
assigned to the task of localizing a GRB on APT.

Modeling the GRB detection computation is complicated,
since there is no canonical GRB emission spectrum; each
GRB is uniquely characterized by how its energy spectrum and
brightness evolves over time, which de�nes the instant after
which observing a given band is no longer useful, informing
a set of deadlines which are not known a priori. The rate at
which data enters APT's onboard computer, as a function of
the rate and energies at which photons enter the telescope, is
not constant. Further, different physical processes in the de-
tector must be reconstructed by different algorithms [2], [3] in
proportions also de�ned by the spectrum's parameters. Thus,
our computational platform mustadapt to dynamic deadlines
and changing workloads to guarantee real-time localization on
orbiting hardware with tight SWaP constraints.

To address these problems, we are developing an elastic
framework for CPU utilization that aims to estimate workload
and deadline constraints based on an initial pro�le (generated
in real time) of a detected GRB. It will then adapt to ex-
pected or detected overload �rst by dedicating CPU resources
appropriately to the various interdependent subtasks ofpair
reconstruction, Compton reconstruction, and localization. If
necessary, it will degrade reconstruction accuracy by sampling
or dropping a subset of data and reducing re�nement iterations
(involving elasticity over both continuous and discrete state
spaces). Unlike the original elastic scheduling framework,
which compresses task utilizations according to proportional
weights [4], [5], our framework will need to consider nonlinear
weighting over the cost function de�ned by angular error in
source localization. Our framework will target parallel tasks
executing on candidate hardware platforms that include both
heterogeneous and identical-multiprocessor architectures and
will consider compression over each constituent subtask.







expression on the left side of(2). This constraint guarantees
that the time between photon arrival in the instrument and
associated data arrival in main memory, plus total reconstruc-
tion time (parallelized over the CPU'sm cores), �tting, and
localization WCETCl does not exceed the deadline.Cl is
polynomial inn, na , x and is characterized by the following
equation (described in [2]), where eachai is constant:

x(a0 � n2 + a1 � n) + a2 � n + a3 � na + a4 (6)

In (3), the photons selected for reconstruction are con-
strained by the number that have become available before
localization must begin. Equation(4) constrains the photons
sampled for initial approximation to those that have been
reconstructed. The valuesn and na are expected to be large
enough to approximate a continuous space, but(5) restrictsx
to the natural numbers.

Solving this optimization problem is the topic of ongoing
work. While the functionserror and Cl have not yet been
fully characterized, we suspect the nonlinearity will make
it too computationally intensive to solve online. Generating
an of�ine solution for each representation GRB spectrum
from the catalog would reduce the execution time for online
compression. However, neitherR nor I are known a priori: the
collection of available instruments changes as ground-based
telescopes may be out-of-view due to Earth's rotation, and
instruments may be occupied or taken of�ine. However, as this
is not a hard real-time problem, approximate solutions should
be suf�cient. An of�ine solution might be given as a function
of R (or for a set of discrete values ofR). Further, we might
de�ne a few sets of available instruments depending on the
time of day, which would allow a deadlineD to be assigned to
each representative GRB from the catalog, similarly toEpeak

and error . We are also considering fast methods to search
for an approximate solution online, e.g., by using a genetic
algorithm [25].

IV. CPU AND OS REQUIREMENTS

Our task pipeline will run atop SWaP-constrained embedded
hardware onboard an orbiting platform. We have tested several
of its algorithms on a Raspberry Pi Model 3B+ ( [2], [15]). A
suborbital demonstration mission, in which a smaller version
of the APT instrument will �y on a high-altitude balloon, is
currently being designed with an Intel Atom-based single-
board computer. APT, however, will �y at the L2 Lagrange
point, which presents the additional challenge of radiation
hardening.

The current APT architecture requires an FPGA per detector
layer; at 40 layers, suf�cient networking capabilities, including
possible support for a TSN protocol, will be required. The
CPU's board will need a high-bandwidth (e.g., gigabit) net-
work adapter with DMA capabilities, requiring OS and driver
support. It will additionally need to communicate burst alerts,
requiring additional support for telemetry equipment (which
will likely be accessed over a serial bus).

Execution of the CPU stages of our pipeline (process
identi�cation, photon trajectory reconstruction, estimation of

uncertainty, and localization) can execute as a single binary
which can also encode the logic for both determining and
implementing task compression. As such, a targeted unikernel
compile of Linux [26] that integrates all necessary drivers
and the GRB source localization program might be ideal for
our purposes. However, other processes may need to execute
concurrently, including real-time mission-critical instrument
control tasks. For such task sets, the target operating system
may need to provide both priority-based scheduling and strong
temporal isolation. For example, CPU reservations (such as
those provided by cgroups and real-time group scheduling
in Linux) can be used to enforce the target utilization of
the localization task and prevent overruns from affecting
other tasks on the system. Furthermore, mechanisms such as
scCaps in seL4 [27] can, in addition to providing bandwidth
constraints, enable a system to switch criticality modes in the
event of overruns.

V. CONCLUSION

We have presented an elastic model for compressing task
utilization by reducing individual subtask workloads according
to a nonlinear cost function. Characterization of representative
GRB spectra, their evolution in time, and the corresponding
parameters of the optimization problem presented in Sec. III
are ongoing through simulations, measurements, and study
of GRB catalogs. However, we suspect the problem will
be computationally intensive to solve online as part of the
onboard localization pipeline. But because this is a soft real-
time problem, we intend to instead �nd an approximate
solution (either by precomputing a set of compression modes
from which the closest one can be selected, or with online
approximation using a fast search technique such as a genetic
algorithm). Overrun might result in missed opportunities for
follow-up observations but will not cause system failure. Time
remaining before the deadline can be used to reconstruct
additional photons, then perform additional re�nement over
the larger set of data.

Our model has room for further re�nement. As other tasks
may run concurrently, we need to consider how this affects
schedulability of the parallel localization task. Under federated
scheduling, our pipeline would be assigned dedicated cores,
but with only 4 cores on the considered hardware platforms,
this may result in unnecessary resource waste. Alternative
analytical frameworks, such as semi-federated scheduling,
could reduce resource waste but would further complicate
the proposed elastic scheduling model. Additionally, mem-
ory constraints must be considered: to avoid dropping data
transmitted from the FPGA (which must additionally be saved
to secondary storage), a buffer must be allocated according
to the maximum expected data volume and rate and the
reconstruction throughput, which itself is elastic. A suitable
OS, such as a real-time microkernel (e.g. seL4 [27]) or a
targeted unikernel compile of Linux [26], is still being sought.
We welcome suggestions and feedback from the community.
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