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ABSTRACT

Cross-correlating 21cm and Ly« intensity maps of the Epoch of Reionization promises to be a powerful tool for exploring the
properties of the first galaxies. Next-generation intensity mapping experiments such as the Hydrogen Epoch of Reionization
Array (HERA) and SPHEREXx will individually probe reionization through the power spectra of the 2lcm and Ly lines
respectively, but will be limited by bright foregrounds and instrumental systematics. Cross-correlating these measurements
could reduce systematics, potentially tightening constraints on the inferred astrophysical parameters. In this study, we present
forecasts of cross-correlation taking into account the effects of exact uv-sampling and foreground filtering to estimate the
feasibility of HERAXSPHEREx making a detection of the 21cm-Lya cross-power spectrum. We also project the sensitivity
of a cross-power spectrum between HERA and the proposed next-generation Cosmic Dawn Intensity Mapper. By isolating
the sources of uncertainty, we explore the impacts of experimental limitations such as foreground filtering and Lyo thermal
noise uncertainty have on making a detection of the cross-power spectrum. We then implement this strategy in a simulation of
the cross-power spectrum and observational error to identify redshifts where fiducial 21cmFAST models predict the highest
signal-to-noise detection (z ~ 8). We conclude that detection of the SPHEREx-HERA cross-correlation will require an optimistic
level of 21cm foreground filtering, as well as deeper thermal noise integrations due to a lack of overlapping sensitive modes
but for CDIM with its larger range of scales and lower noise forecast detection levels, may be possible even with stricter 21cm

foreground filtering.
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1 INTRODUCTION

The Epoch of Reionization (EoR) marks a major phase transition in
the history of the Universe. During this time period, the first stars
and galaxies, formed from density fluctuations seeded by inflation,
produced X-ray, and ultraviolet photons, which heated and ionized
the neutral gas around them. Gradually, these first luminous sources
ionized all of the neutral hydrogen gas in the intergalactic medium
(IGM) around them, transitioning the ionization state of the Universe
from completely neutral to fully ionized (see Barkana & Loeb 2001
for areview). Only a limited number of observations have been made
which constrain reionization timing and the properties of the sources
driving its progression. Observations of the Gunn—Peterson trough
(Gunn & Peterson 1965) in the spectra of high-redshift quasars have
been used to place the conclusion of reionization at z ~ 6 (Fan,
Carilli & Keating 2006). Assuming a model in which reionization
took place instantaneously, the integrated Thomson optical depth
of cosmic microwave background photons has also been used to
imply a reionization redshift of z ~ 7.68 (Planck collaboration et al.
2020a,b). These constraints suggest that the bulk of reionization
took place from z ~ 6 — 10, yet little is known about the topology
of reionization, the properties of the first structures, or the spatial
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or temporal evolution of the ionized bubbles surrounding the first
luminous sources.

New techniques are currently being developed to help shed light
on this period of time. One of the most promising techniques
for directly observing the EoR is intensity mapping of the 21cm
hyperfine transition of neutral hydrogen (for a review of 2lcm
cosmology, see Furlanetto, Oh & Briggs 2006). The potential for
understanding reionization through the 21cm line has spawned a
number of experiments over the past decade, including PAPER,'
LOFAR,? the GMRT,?> and MWA,* which have set increasingly
stringent upper limits on the amplitude of the 21cm power spectrum.
Building on techniques developed in previous experiments, the
Hydrogen Epoch of Reionization Array (HERA; DeBoer et al. 2017)
—currently being built in South Africa—is expected to detect and
characterize the 21cm power spectrum with high significance within
the coming decade. However, while improvements have been made
in collecting area and observing technique, HERA is still expected

Precision Array for Probing the Epoch of Reionization (Kolopanis et al.
2019)

2Low Frequency Array(Gehlot et al. 2019)

3Giant Metre Wave Radio Telescope (Paciga et al. 2013)

4Murchison Widefield Array (Li et al. 2019)
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to be limited by the ability of the instrument to separate foregrounds
and background at a level of 1 part in ~10°.

Complementary to the 21cm line is intensity mapping of highly-
redshift Lyman-o (Lya) emission which directly measures high-
redshift galaxies and, indirectly, their effect on the ionized IGM (Silva
et al. 2013). Previous work has suggested that wide-field intensity
mapping of the Ly« line may soon be possible with the future infrared
satellites SPHEREX (Doré et al. 2014) and Cosmic Dawn Intensity
Mapper (CDIM; Cooray et al. 2016).

Cosmological 21cm emission from the IGM is expected to be
anticorrelated with galactic Lyo at large spatial scales enabling
study of the interface between ionized regions dominated by Ly«
and neutral regions emitting 21cm. Additionally, due to the fact
that radio and infrared foregrounds are largely uncorrelated, cross-
correlating these two measurements may help reduce problems
associated with foreground removal, potentially leading to higher
significance detections of the EoR.

Early studies of cross-correlation between 21cm and Lyo emitters
(LAEs) suggest at its potential for understanding the formation of
the first galaxies (Furlanetto & Lidz 2007; Lidz et al. 2009). More
recent work has shown the feasibility of cross-correlation between the
Square Kilometer Array (SKA) and the Subaru Hyper Supreme Cam
(Hutter et al. 2017; Kubota et al. 2018; Yoshiura et al. 2018; Kubota
et al. 2020; Weinberger, Kulkarni & Haehnelt 2020), and SKA and
CDIM (Feng, Cooray & Keating 2017; Heneka, Cooray & Feng
2017). In particular, these latter papers demonstrated through both
analytical (Feng et al. 2017) and semi-numerical modeling (Heneka
etal. 2017) that the cross-power spectrum is sensitive to astrophysical
parameters associated with reionization, such as the mean free path of
ionizing photons, and can potentially be used to set tighter constraints
on those parameters than 21cm or Lya observations could provide
independently. Similarly, Sobacchi, Mesinger & Greig 2016 showed
that cross-correlation between 21cm and LAEs improves constraints
on the inferred volume-averaged neutral fraction.

While these results are highly encouraging, many of these esti-
mates use instruments that may be a decade or more away from
construction, delaying a detection of the 21cm-Lyo until the mid-
2030’s. In this paper, we explore the feasibility of probing the EoR
using the 2lcm-Lya cross-power spectrum by combining HERA
observations with the next-generation infrared probes SPHEREx and
CDIM. HERA and SPHEREX are expected to deliver observations
within the next decade. Given their overlapping survey area and
sensitivity of each of these experiments, HERA and SPHEREx may
offer the first opportunity to cross-correlate reionization-era intensity
mapping measurements, which should help tighten constraints on the
neutral fraction and independently confirm each detection. While a
cross-power spectrum measurement made by HERA and SPHEREx
should provide some constraints on the neutral fraction, the total
signal-to-noise will likely be low. In order to fully explore HERA’s
potential to cross-correlate with other infrared instruments, we also
provide projections for cross-correlation between HERA and CDIM.
To make this estimate, we use the wide-field sensitivity for CDIM
and imagine a scenario in which a CDIM wide-field survey overlaps
with HERA'’s field of view.

This paper is organized as follows. In Section 2, we discuss the
model used for simulating intensities of line fluctuations, including a
model for attenuation of Ly« by the neutral IGM. We then establish
the notation and formally describe the cross-power spectrum and
cross-correlation coefficient in Section 3. In Section 4, we describe
the uncertainty associated with a measurement of the cross-power
spectrum, while including a treatment of the 21cm foregrounds, the
exact layout of HERA, and thermal noise contributions from each
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experiment. Finally, we discuss the implications of our results and
conclude in Section 5. Throughout this work, we assume a standard
flat ACDM cosmology with the following parameters: 2, = 0.69,
Qn=0.31,2, =0.049,h =0.68, n, =0.97, and g = 0.81, which is
consistent with the latest CMB measurements (Planck Collaboration
et al. 2020b).

2 MODELING LINE INTENSITIES

Our goal is to establish the detectability and recoverable information
content given a reasonable simulated prediction of 21cm and Lyc.
Significant progress has been made towards accurately modeling the
conditions of the neutral IGM and Ly emitter population during
reionization (McQuinn et al. 2006; Dijkstra, Lidz & Wyithe 2007;
Santos et al. 2010; Kulkarni et al. 2016).

The major challenge in modeling reionization is accurately cap-
turing the physical processes that occur at vastly different spatial
scales. While N-body/radiative transfer codes most accurately cap-
ture the physical properties and the evolution of reionization from
relatively small scales in galaxies and large scales in the IGM, they
are computationally expensive and are difficult to extend to the
larger cosmological volumes that next-generation intensity mapping
experiments will attempt to observe. Semi-numerical simulators are
much more computationally efficient at modeling the evolution of the
IGM and strongly agree with more numerically motivated simulators
at the large scales probed by intensity mapping experiments within a
few per cent. Additionally, computational efficiency is not only more
convenient, but necessary for the efficient exploration of parameter
space required for robust parameter inference.

Here use the semi-numerical code, 21cmFAST? (Mesinger,
Furlanetto & Cen 2011; Murray et al. 2020), to simulate 21cm emis-
sion and to generate the halo catalog, IGM density, and ionization
fields necessary for the calculation of Ly« emission in the following
subsections.

2.1 21cm Brightness Temperature

21cmFAST is a semi-numerical simulator of the brightness tem-
perature field as it evolves with cosmic time. It uses second-order
Lagrangian perturbation theory (2LPT) to evolve a set of initial dark
matter density perturbations to a given redshift. It then uses the
excursion set formalism (Bond et al. 1991; Furlanetto, Zaldarriaga &
Hernquist 2004) to identify dark matter haloes in this field, and
prescribes a hydrogen ‘neutral fraction’ xy; per-cell via a series of
theoretically- and empirically-motivated relations. For more details
of this procedure see Mesinger et al. (2011).

The 21cm brightness temperature is observed as a delta on the
background CMB
ﬁ (1 _ eiT"‘O)

l+z

H
27 1+56 — | [ I =
xmr (1 + nl)(dv,/dv—!—H)( >
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where T is the gas spin temperature, T, is the CMB temperature, 7,

is the optical depth at 21cm frequency, 8, = p/po — 1 is the non-
linear density contrast, H(z) is the Hubble parameter, dv,/dr is the

8T} (2)
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Shttps://github.com/21cmFAST/21cmFAST
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comoving gradient of the line of sight component of the comoving
velocity, where all quantities are evaluated at redshift z = vo/v —
1. The approximation in the second line of equation (1) makes the
assumption that reionization has reached the post-heating regime
and that the CMB temperature, 7),, is much smaller than the spin gas
temperature, T's. This approximation allows us to neglect the full spin
gas temperature evolution through reionization when calculating § 7},
which is much more computationally efficient. Using the brightness
temperature offset, we then calculate the 21cm fluctuation field,
which will be used for cross-correlation in later sections, with the
equation below,

0Ty (x2) |

— 2
8Ty (2) @

01 (X,2) =
Here 8T, is the spatial average of the 21cm brightness temperature.

For our simulations, we used the fiducial model parameters utilized
in 21cmFAST v3 with a box size of (300Mpc)3. The simulated 21cm
brightness temperature offset field defined in equation (1) can be seen
in the top row of Fig. 1. Ly« emission from galaxies (Section 2.2.1)
and the ionized IGM (Section 2.2.2) can be seen in the following two
rows of the same figure for reference.

2.2 Near-Infrared Background

Armed with a 2lcm brightness temperature model, we turn to
generation of a self-consistent simulated Ly field which we do by
post-processing the outputs of 21cmFAST. We adopt the technique
developed in Silva et al. (2013) and first applied to 21cmFAST
simulations in Heneka et al. (2017) for simulating Lyc intensity
mapping measurements. While those works already provide in-depth
descriptions of the methods used to simulate Ly« emission, we will
restate them here for clarity. In this procedure, Lya fluctuations can
be modeled from two distinct sources. Their origins are:

(i) Lyo Emitters: emission from within the virial radius of dark
matter haloes. The dominant components are hydrogen recombina-
tions and collisional excitation in galaxies.

(ii) Ionized IGM: emission from the bubble of ionized gas that
surround Lycx-emitting galaxies. Here, recombinations of ionized
hydrogen are the dominant contributor to Ly emission.

2.2.1 Lyo Emitters

As mentioned above, the emission of Ly« photons in LAE’s is aresult
of two dominant processes: the recombination of ionized hydrogen
and collisional excitations of neutral hydrogen within the virial radius
of the haloes. Silva et al. (2013) modeled two additional contributions
to Ly« emission but found them to be subdominant, so for this work
we just focus on these two main sources. We predict both types
of emission by post-processing the outputs from 21cmFAST which
models galaxies and the neutral hydrogen IGM.

Both of these sources of emission are closely related to star
formation and are therefore dependent on the star formation rate
(SFR) of the LAEs which depends in turn on halo mass. We model
SER following Silva et al. (2013) who extrapolated down from the
observed SFR of higher mass (M > 10'' M) haloes following the
empirical model

M\ M\" M\!
SFR:A(—) (1+—> (1+—> Mg yr™, (3)
Mg i &)

where A =28 x 1072, ¢ =28, b = —0.94, ¢, = 10° Mg, ¢z =
7 x 10" Mg, andd = —1.7.
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The dominant component to Lyx emission in galaxies is the
recombination of ionized hydrogen. As an electron cascades down
energy levels during recombination, it has some probability of
emitting a Ly photon. The number of Lyo photons being emitted
per second through these recombinations can be estimated using the
relationship,

NLyoz (M7 Z) = AHefrechya [1 - fesc (M» Z)] Nion- (4)

Here Age = (1 — Ye)/(1 — 3Yye/4) for a helium mass fraction Yy, =
0.249, ficc is the fraction of hydrogen recombinations that result in a
Lya photon emission, fi y is the fraction of Lya photons not absorbed
by dust, fesc(M, z) is the fraction of ionizing photons that escape the
halo dependent on the halo mass following the relationship

fesc M, z)= exp [—a (2) Mﬂ(Z)] )

where (z) and B(z) are fitted values as a function of redshift Table 1,
and Ny, = Qion X SFR is the rate of ionizing photons emitted by
stars. The value for the average number of photons produced per
solar mass of star formation, Qion &~ 5.8 x 10%° Mél, was found by
modeling population II stellar lifetimes and estimating the number
of ionizing photons per unit time (Schaerer 2002).

We estimate a fraction f.. & 66 per cent of the hydrogen recom-
binations result in the emission of a Lyo photon by making the
assumption that clouds of interstellar gas are roughly spherical, that
the gas temperature is of the 10*K, and an ionizing equilibrium in the
gas is present as was calculated in Gould & Weinberg (1996). The
Ly« escape fraction, fiy,, is one that is more challenging to estimate
as the value changes from galaxy to galaxy. For this study, we assume
a redshift parametrization of the Ly« escape fraction that was found
in Hayes et al. (2011),

fiye = Caut X 107 (1 4 2)F (6)

where Cquse = 3.34 and & = 2.57. This parametrization was devised
such that fi . accounts for the difference between Ly luminosities
found by scaling star formation rates and observed Ly« luminosities
assuming that the Lyo photons emitted are a result of recombinations
exclusively. It has been indicated in previous work that the fi y, is not
only a strong function of redshift, but is dependent on the halo mass
as well, with fiy, decreasing with increasing halo mass (Forero-
Romero et al. 2011). As has been done in previous studies (Silva
et al. 2013; Feng et al. 2017; Heneka et al. 2017), we stick to the
redshift dependent power law parametrization of the escape fraction
as we do not expect it to the be dominant source of modeling error.
We leave further parametrizations incorporating Ly« escape fraction
dependence on halo mass to future work.

To calculate the luminosity of Lya emission from galaxies, we
multiply the rate of Ly« photons being emitted by the energy of Ly«
photons to give us an expression for Lya recombination luminosity
of a galaxy with a given mass, M, at redshift, z,

LE (M, 2) = EpyoNiyoe (M, 2), )

rec

where we assume the emission of Lyw radiation at rest-frame
frequency with energy Eyy, = 13.6¢eV.

The other dominant contributor of Ly« emission in galaxies is
excitation of neutral hydrogen. The Lya luminosity in the interstellar
medium due to these excitations is defined as,

LE (M, 2) = Ane fiya [1 = fose (M, 2)] EexeNion (M, 2) , ®)

where all terms have been previously defined, with the exception
of Eexe ~ 2.14 eV, which was determined by estimating the average
ionizing photon energy for thermal equilibrium, E, =21.4 eV (Silva
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Figure 1. Slices through the simulated 21cm brightness temperature (top), and Lyo emission from galaxies (middle) and the ionized IGM (bottom) at redshifts
z = 8.06(xy1 = 0.42), z = 7.04(xpy = 0.05), and z = 6.0(xy; = 0.001). The box size depicted is 300 Mpc in length with a resolution of 200 cells on each side.
Further details of these simulations are described in Sections 2.1, 2.2.1, and 2.2.2 respectively.

Table 1. Escape fraction of UV radiation as a function of redshift
fitted in Razoumov & Sommer-Larsen (2010). For simulation
cubes whose redshift falls between these fitted redshift bins, we
interpolate «(z) and f(z) to estimate the UV escape fraction as a
function of halo mass.

z a(2) B(2) fese (M =10""Mpg, z)
10.4 278 x 102 0.105 0.73
8.2 13 x 1072 0.179 0.45
6.7 5.18 x 1073 0.244 0.24
5.7 342 x 1073 0.262 0.24

et al. 2013), and relating it to the energy emitted as Ly« radiation
due to excitations, Eex/E, ~ 0.1 (Gould & Weinberg 1996).

With both dominant contributions to Ly emission modeled, we
can then combine the contributions from excitation and recombina-

tion in galaxies to find a total Ly« luminosity for galaxies dependent
on halo mass and redshift, L& = L&! + L& Using this expression
and the halo catalog generated by 21 cmFAST, we assign a Ly lumi-
nosity to each one of the haloes in the catalog. We then create a cube
of Ly« luminosity due to the contribution from galaxies that matches
the voxel resolution of our §7), simulation cubes by adding the
contribution of each halo to their corresponding voxel position, x. The
result is a Ly luminosity cube whose emission distribution is nat-
urally dependent on the spatial distribution of the haloes and whose
amplitude is influenced by the mass and clustering of the haloes.

This luminosity cube is then converted to a luminosity density
by dividing the galactic contribution to the Lyo luminosity by the
comoving voxel size of the simulation cube, 2l = 2y This
can be converted to a surface brightness using the expression

egal (X, Z)

18 (x,2) = y(z) D2 (7) ———.
' x,2)=y(2) Dy (2) 4 D3

(C))
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Here D, is the comoving angular diameter distance, D, is the
luminosity distance, and the conversion factor from frequency to
comoving distance is y(z) = Ao(1 + z)*/H(z) (for the rest-frame
wavelength of Ly radiation, Ao = 1216 A). Slices of these simulation
cubes across the redshift range of interest can be found in Fig. 1.

2.2.2 Ionized IGM

In this subsection, we describe the Lyo emission from the ionized
IGM. As mentioned at the beginning of this section, we will focus on
Lyo emission in the ionized IGM due to hydrogen recombinations.
As with Lyo emitting galaxies, the ionized bubbles around galaxies
also emit Lyo photons through recombinations of ionized hydrogen.
The luminosity density of Ly« emission in a voxel of the simulation
can be defined as

EESCM (X, 2) = Npec (X, 2) frecELyou (10)

where Ej , is the rest-frame energy of Ly« photons, fi is the fraction
of hydrogen recombinations that result in the emission of a Lyo
photon, and 7, is the comoving number density of recombinations
occurring in the ionized IGM. The expression for the number density
of recombinations is

Nree (X, 2) = aan, (X, ) nun (X, 7). (11)

Here, a4 is the case A comoving recombination coefficient,
an A 42 x 1077 (T /104) ™ (14 2P em’s ™, (12)

n.(X, z) = x;np is the free electron density, and nyy (X, 2) = 1, Age
is the comoving number density of ionized hydrogen. With the
luminosity density calculated, equation (9) can be used to calculate
the surface brightness of Lyx in the IGM. The slices through the
simulated 21cm and the various components of Lyx emission cubes
are shown in Fig. 1. The corresponding power spectra are found in
Fig. 2.

In reality, Ly emission from the ionized IGM also includes the
scattered IGM Ly« background whose main contributors are X-ray
and UV heating, as well as the scattering of Lyman-n photons emitted
from galaxies by residual neutral hydrogen in the ionized IGM
[Pritchard & Furlanetto (2007)]. For this work, we chose to neglect
the contribution from this Lya background as its contribution is
subdominant to hydrogen recombination in the ionized IGM (roughly
half the mean surface brightness) and the galactic Ly« contribution
(about an order of magnitude lower) (Silva et al. 2013; Heneka et al.
2017).

2.2.3 Lya Attenuation

Of course the Lya emission does not propagate unimpeded. We must
also estimate attenuation of Lyx by the neutral IGM. The emitted
galactic Lya experiences an exponential attenuation

L& = = exp [—rLya] , (13)

obs

where L#! is the luminosity of Ly emitting galaxies defined in the
previous section and 7y, is the optical depth of Lyo emission at
some redshift.

The geography of the ionized bubbles around the emitters deter-
mines the extent of the absorption effect. Lyx radiation is emitted by
some source and as that radiation travels to the edge of the ionized
bubble, it is redshifted out of resonance and into the line damping
wings, where it has a lower probability of being absorbed by the
neutral medium. As reionization progresses and the ionized bubbles
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around haloes grow, the probability of Ly« radiation being attenuated
decreases, as UV photons redshift the further they travel away from
the halo before reaching the neutral hydrogen.

To simulate this behaviour, we use a model for the optical depth of
Lya emission that is defined in Mesinger & Furlanetto (2008). In this
model, the optical depth of Ly is related to the neutral fraction of
IGM that photons encounter along the line-of-sight and the amount
by which Ly« emission is redshifted as it propagates from galactic
haloes through the neutral IGM. Using our simulation cubes, we
estimate a value for the optical depth for Lya emission, 7, by
tracing skewers from haloes in the simulation through to the edge of
the simulation box calculating the redshift on the near, z,;, and far, z,;,
sides of each neutral patch and recording the neutral fraction in that
particular voxel, xy;(7). By tracking these quantities, we calculate the
contribution from each neutral hydrogen patch encountered along the
line-of-sight of the halo using the approximation (Miralda-Escudé
1998)

2.02x 1078 / 1+ 2z \*/?
Tiya = T xur (1) ( ) (
Ly QIZ HI e 1+Zs

1 bi 1 -el
L)) w0
1+Zs 1+Zs

where z; is the redshift of the Lyx emitting source. This assumes that
the optical line depth at Ly« line resonance, 7, can be approximated
as

v~ 65 x 105 (21 (S0 \ 7 (12T (15)
S 0.03/\ 0.3 10 ’

at high-redshifts for a source at some redshift, z,, given present-day
Qp, and 2, (Gunn & Peterson 1965; Barkana & Loeb 2001). In the
expression above, /(z) is the helper function,

1(x) . +9zs+925+315
X) = —x77 4 —x X
1—x 7 5
1+x0,5
+9x% —In (1 — xo.s) , (16)

derived in Miralda-Escudé (1998). This expression is only valid for
frequencies far from the line center, but is used in this case because
the optical depth is so large at the line center that the emission
becomes attenuated to the point of being unobservable and therefore
gives a fairly accurate approximation for the optical depth at high
redshifts.

Once calculated for each halo in the simulation cube, Ty, is
applied as an attenuation factor to each halo’s intrinsic luminosity
through equation (13) before constructing the cubes and calculating
the Lya power spectrum and 21cm-Lyw cross-power spectrum for
sensitivity calculations in Section 4.

3 CROSS-CORRELATION STATISTICS

As direct observation of 21cm image cubes will require next genera-
tion sensitivity and precision, current experiments are opting to focus
on the power spectrum, a measurement of statistical fluctuations on
various spatial scales. The power spectrum, P(k), is formally defined
as

(ST (KW 1e(K)) = 27)°8° (k = K') Pa1 1ya (K), (17)

where § is the Fourier transform of some fluctuation field, in this case
either 21cm or Lya, 87 is the Dirac delta function. More commonly
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Figure 2. Lyo power spectra across the redshift range of interest. Both the LAE and ionized IGM contributions are included in the calculation.
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Figure 3. The dimensionless 21cm-Lya cross-power spectrum. The solid
lines on each of the curves represent positive values in the cross-power
spectrum, while dotted line on the same curves represent negative values.
The cross-power spectrum is expected to turn over from positive to negative
on the scale of the mean ionized bubble size at that redshift. We find the
cross-power spectrum turns over at increasingly large spatial scales (small
k-modes) as reionization progresses, tracing the growth of ionized bubbles.

used in the literature is the dimensionless power spectrum,

k3
A3 ye (0) = ﬁPZLLya k), (18)

which represents the contribution to the covariance in bins of &, and
in which the & cancels the spatial units from the power spectrum.
Fig. 3 shows the cross-power spectrum for a range of redshifts from
7~ 6-38.

In the power spectrum it is difficult to decouple the total power
of the two fields from their correlation. Though we can’t directly
measure the correlation it is useful to inspect it in simulation as a
way to understand the dependence of the correlation on size scale.
We expect the correlation coefficient

Py 1ya (k)

21, Lya (k) = my (19)

Figure 4. The cross-correlation coefficient as a function of spatial scale.
Here, a cross-correlation coefficient value of —1 indicates that 21cm and
Lya emission are completely anticorrelated, while a value of 0 indicates no
correlation. At a fixed spatial scale, (k) becomes less negative between z &~
8 and z ~ 6 as reionization progresses, which tracks the growth of ionized
bubbles around galaxies. Above redshift of z ~ 8,we see an increase in
the correlation at large scales which is explained by few galaxies forming
in overdense regions that haven’t yet been ionized leading to a correlation
between 21cm and Ly fields(Lidz et al. 2009).

to have an anticorrelation (r < 0) on large scales dominated by
bubbles which approaches zero at a scale roughly corresponding to
the average size of ionized regions.

The correlation (shown in Fig. 4) behaves as expected, tran-
sitioning from uncorrelated on small-scales to anticorrelated on
large-scales, where the fluctuations from the two fields are not
overlapping. It is also interesting to note that the cross-correlation
coefficient progresses from generally anticorrelated at high-redshifts
to generally uncorrelated towards the end of reionization. This
change traces the growth of ionized bubbles through the process
of reionization. The scales at which the cross-correlation coefficient
transitions from uncorrelated to anticorrelated represents the size of
typical ionized bubbles around galaxies, which matches results seen
in previous literature (Lidz et al. 2009; Heneka et al. 2017; Kubota
et al. 2018).
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4 DETECTABILITY OF THE CROSS-POWER
SPECTRUM

4.1 Thermal Noise Contribution

The feasibility of a 21cm-Lya cross-power spectrum measurement
is governed by sources of uncertainty associated with both mea-
surements independently and their overlap. Calculation of thermal
error bars captures both. In this work, we use HERA as our 21cm
instrument, and SPHEREX and CDIM individually for Lye.

The noise on one particular k-mode in the cross-power spectrum
depends on noise from both the Ly and 21cm measurements, and
therefore the uncertainty from both measurements must be calcu-
lated. The variance on the cross-power spectrum due to contributions
from both instruments and sample variance from the cross power
spectrum is,

2 1 2
031130 ) = 5 [P 10 00 + 021 (0 01,0 (0

& P221,Lya + (le + PZI.N) (PLyot + PLyot,N) . (20)

Here, P51y, is sample variance due to the cross-power spectrum,
P5; is sample variance from the 21cm signal, Py, is sample variance
from the Lyo measurement, and P, y and Ppy,, y are thermal noise
uncertainty terms from 21cm and Ly measurements respectively.
To calculate the thermal noise for the 21cm observation, we use
the method described by Pober et al. (2013a).° In this method, uv-
coverage of the observation is taken into account using the exact
layout of HERA and applying Earth-rotation synthesis to simulate
changing uv-bins sampled by each pair of antennas. This uv-coverage
then dictates the exact k; resolution of the instrument while its
spectral resolution sets the k| resolution. We then perform a spherical
average over the k) and & bins to identify the observation time, fiy,
associated with each k-bin. As described in Pober et al. (2014), the
power spectrum error depends on the observation time #,, and the
system temperature Ty, according to
2 o2
PN = XZY& )

. 21
Zl‘im Qpp ( )

Here, X?Y converts bandwidth and solid angle to their relevant
cosmological scale equivalents. The field of view also factors in
via €2, the solid angle of the primary beam, and €2, the solid angle
of the primary beam squared. For the thermal noise estimates above,
the fiducial observing parameters for HERA (#;,; = 1000 hr, Ty, =
100 + 120(v/150)7>% and B = 8 MHz) are assumed (DeBoer et al.
2017).

The thermal noise associated with infrared intensity mapping
experiments (SPHEREx and CDIM in this work) can be written
as

PLya,N = (Vobso'N)2 VvoxwLya: (22)

where vops 1s the observed frequency of Lycw, Vi is the comoving
voxel volume and Wy, is the window function defined in Lidz et al.
(2011), which accounts for limitations in the spectral and spatial
instrumental resolution of the instrument. In the equation above,
we take oy = 107 ¥ ergs~! cm™? sr~! Hz, which is consistent with
the 5o value reported by Doré et al. (2016) for SPHEREX, and

%We used the updated version of the code at https://github.com/steven-murr
ay/21cmSense. This version adds support for modern configuration formats
like YAML, significant unit-testing, documentation and tutorials, and greatly
modularises the code.
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on = 1.5 x 107 ergs™' em™2sr~! Hz for CDIM Cooray et al.
(2019). In addition to these values, we also explore more op-
timistic sensitivity values assuming deeper integrations than the
minimum system requirements for both SPHEREx and CDIM as
an exploratory measure for the requirements of a detection of
the cross-power spectrum. For these optimistic values, we take
on =3 x 107®ergs™ ' cm™2sr~! Hz~!7 for SPHEREX, and oy =
1.5 x 102" ergs~' cm~?sr~! Hz~! for CDIM Heneka et al. (2017).
We do expect the nominal values to be the more realistic values
measured, but better thermal noise values are possible given certain
instrument assumptions (Doré et al. 2018; Symons et al. 2021).

Equation (20) is defined for the unaveraged power spectra. In
practice, we are more interested in the spherically averaged noise
power spectrum. To obtain the variance on the spherically averaged
Cross-power spectra, we use

1 Nm
o2(k) 25 k)’ @3

kek

where N,, is the number of modes within a particular k-bin, which
are explicitly counted when averaging. The results of these cuts can
be found in Fig. 5. A discussion of the results of this figure coupled
with the different foregrounds strategies in the following section.

4.2 Foreground Contamination

In addition to the thermal noise and limited spectral and spatial
resolution of each instrument, we also like to explore the effect of
foregrounds on our ability to effectively measure the cross-power
spectrum. Cross-correlation of reionization-era 21cm observations
with Ly intensity mapping surveys have the advantage that 21cm
foregrounds are expected to have no correlation with low redshift
interloper lines that affect high-redshift Ly measurements. Because
the two are uncorrelated, power from the each of these foregrounds
should not be directly added to the cross-power spectrum. However,
while bright foregrounds are not expected to contribute to the
amplitude of the cross-power spectrum, they do contribute to the
total variance on the cross-power spectrum if not removed. To truly
be confident in a detection of the cross-power spectrum, foregrounds
must be accounted for.

While Lya intensity mapping experiments do have to contend
with interloper lines at lower redshifts, such as He, O11, and O1mn
that are orders of magnitude brighter than the infrared background,
much work has gone into effectively removing these lines. The
technique for removing foreground sources simply involves applying
a cutoff flux and removing all pixels whose amplitude falls above
that threshold. Previous work has shown that for a SPHEREXx-like
infrared satellite with spectral resolution R & 41.5 only 3 per cent of
pixels would need to be removed to bypass all foreground interlopers
(Pullen, Doré & Bock 2014; Gong et al. 2014). Similarly, Feng
et al. (2017) found that for a CDIM-like experiment R ~ 300 only
0.1 per cent of pixels would need to be removed to significantly lower
the amplitude of the interloper to orders of magnitude below the Lyo
power spectrum. For this reason, in this work we ignore the effect
infrared foreground removal would have on decreasing the amplitude
of the cross-power spectrum and instead focus on the effect of 21cm
foreground removal on the cross-power spectrum.

The foreground wedge is a well-documented feature in 21cm
literature (eg. Datta, Bowman & Carilli 2010; Morales et al. 2012;
Liu, Parsons & Trott 2014) and filtering matched to this shape

"https://github.com/SPHEREx/Public-products/
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Figure 5. Error budget of the sensitivity of the cross-power spectrum at z = 7.04 between the HERA 21cm experiment and Lyo observations by SPHEREx and
CDIM for the deep integration case. Here, the cross terms defined in Equation 20 are plotted individually to isolate the sources of error on a measurement of
cross-power spectrum. The relevant sensitivity threshold is the quadradic sum of all terms which is dominated by the whichever term is largest. The simulated
cross-power spectrum is shown in grey with negative values in dashes. Moderate 21cm foreground filtering in shown at top and optimistic in the bottom row.

See section 4.2 for a complete discussion.

has been identified as a potential method of removing bright 21cm
foregrounds. The foreground wedge is a feature that appears in the
cylindrically-averaged 21cm power spectrum, arising as a product
of spectrally smooth foregrounds and the chromatic response of the
interferometer. Because of their smooth spectral structure, bright
foregrounds are confined to low-order Fourier modes, thus constrain-
ing their power to low k| values. Experiments such as HERA have
leveraged the fact that the edge of the foreground wedge is dependent
on the baseline length of two antennas by building densely packed
arrays that sample lower &, values, thus increasing the EoR window.
The approximate relationship defining the k|-edge of the wedge can
be written as

Dy E@)
Dy (1+72)

kl\.max = sin eokl, (24)
where the characteristic angle, 6, is the instrument field of view, k.
is the Fourier mode dependent on the distance between two dishes,
and k|| max corresponds to the maximum k| value dominated by bright
foregrounds.

Typically, the safest assumption to make is that 6y = 7/2, which
corresponds to a field of view that includes bright foregrounds at
the horizon, far from the pointing center. In practice, the wedge
can extend even beyond the horizon given imperfectly calibrated
chromaticity and internal instrument systematics, such as cable

reflections and cross-coupling effects (Pober et al. 2013b; Kern et al.
2020). However, work by (Pober et al. 2014) has argued that outside
the field of view, foreground contamination is sufficiently attenuated
by the primary beam so as not to corrupt the cosmological 21cm
signal. If this is achievable in practice, it would increase the size
of the EoR window and provide a significant sensitivity boost to a
Cross-power spectrum measurement.

To investigate the effect of the foreground wedge on the ability to
measure the cross-power spectrum, we adopt two treatments of 21cm
foregrounds described in Pober et al. (2014): a moderate foreground
treatment, where the foreground wedge extends to the horizon with
a horizon buffer added to account for improper calibration, and an
optimistic foreground treatment, where the wedge is confined to the
first null in the primary beam of the instrument. In both of these
treatments, we remove all k-modes that fall within the foreground
wedge of the cylindrically-averaged power spectra before averaging
down to the spherically-averaged power spectra. We compute each
of the cross terms defined in equation (20) shown in Fig. 5. There
are two signals for four cross terms. The total error is the quadrature
sum of these terms which is well approximated by the largest error
on the plot. For SPHEREX the two largest components are the Ly, N
noise—noise term followed closely by the 21cm — Ly cross term.
This suggests the sensitivity of the Ly measurement is the limiting
factor. For CDIM, however the reverse is true. At the most sensitive
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k-modes the dominant source of error is the correlation between Ly«
sample variance and 21cm thermal noise uncertainty, suggesting that
with CDIM’s greater range of available modes the 21cm sensitivity
becomes the limiting factor.

The other strong factor at work is the 21cm foreground treatment;
filtering modes measured by both instruments reduces sensitivity
with a strong dependence on k. In the moderate treatment there
is a sharp rise in the uncertainty towards lower ks. This is due to
the complete loss of large scales in the 21cm wedge filter. We can
also see that sensitivity improves across the board when the filter is
relaxed reflecting the fact that a range of k, are being included. For
SPHEREX, the filter has the largest impact on the cross term between
the 21cm signal and Lyo noise. With the limited number of modes
overlapping between HERA and SPHEREX, the loss of modes to
the foreground filter is keenly felt. With its much wider range of
available modes wedge filtering has a much smaller impact on the
correlation with CDIM.

4.3 Sensitivity Estimates

With the thermal noise, spectral and spatial resolution effects, and
foregrounds taken into account, we can examine the sensitivity these
instrument pairs have to the cross-power spectrum. Using the cross-
power spectrum and the noise cross-power spectrum calculated
previously, we can calculate the total signal-to-noise ratio across
the cross-power spectrum by summing across the k-bins using the
expression

Pyiye (k)
SNRZ, =D SNR} =) <721'LY“ ’ ) , (25)

7 021,Lya (ki)

where the index, i, iterates through each of the k-bins. This signal-to-
noise calculation was done for each redshift bin, for both instruments,
and both foreground treatments. These calculated signal-to-noise
ratios for HERA/SPHEREx and HERA/CDIM cross-power spectra
are found in Fig. 6.

The overall SNR prediction (Fig. 6) tells us that cross-correlation
with SPHEREX requires an optimistic treatment of the 21cm fore-
grounds and deeper integrations for SPHEREx than the minimum
requirements to make a detection of the cross-power spectrum;
which here means making noise-limited measurements at delay
bins up to the first null of the beam. SPHEREx and HERA sample
different k-mode ranges which overlap best at small k. Meanwhile,
the correlation power spectrum, like the auto spectrum, is roughly
flat in k. Looking further into the future, a HERA/CDIM-like cross-
correlation may be possible even if the entire wedge is excluded from
the 21cm data. This is made possible by the much larger sensitivity
of CDIM at 21cm k-modes which are foreground free.

5 SUMMARY

We have tested the feasibility of detecting large scale structure during
reionization by cross-correlating HERA with two future infrared
intensity mapping satellites, SPHEREx and CDIM. In the near future,
using cross-correlations between HERA and SPHEREx, we find
that the cross-power spectrum may be detectable from z ~ 7 — 8.5
in the fiducial 21cm model, but only with aggressive removal of
21cm foregrounds and deeper thermal noise integrations than the
minimum system requirements. This is due to a lack of overlapping
sensitive modes between the two instruments that is only remedied
by aggressive foreground removal or deep integrations from either
instrument. A HERAxSPHEREX cross-correlation will likely set
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Figure 6. Integrated signal-to-noise on the cross-power spectrum as a
function of redshift. For each panel, the blue line represents SNR estimates
on the cross-power spectrum in the moderate foreground case, while the
purple line represents the optimistic foreground case. In addition to different
foreground strategies, we also differentiate between the minimum thermal
noise requirement for each instrument (solid lines) and a more optimal deep
integration (dotted-dashed lines) for each Ly« experiment.

upper limits on the intensity of the cross-power spectrum, as well
as some constraints on astrophysical parameters, but a detection of
the cross-power spectrum will be challenging without better control
of systematics and improved foreground subtraction. More forward
looking, we also show that a HERAXCDIM cross-power spectrum
measurement ought to have sufficient signal-to-noise to detect the
fiducial model across a significant portion of reionization (z &
6 —9; xyr &~ 0.01 — 0.75), assuming a fairly aggressive foreground
treatment and slightly deeper integrations than the minimum system
requirements.

More work is needed to extend this initial study. We treated fore-
grounds by removing likely contaminated modes. One could imagine
that small residual foregrounds could cancel in cross-correlation, thus
opening up more modes. While it is likely that residual foregrounds
from even the best levels of foreground modeling and subtraction
currently in use would dominate the error budget of the cross-power
spectrum, the relatively low noise contribution from CDIM may

220z 1snbny g0 uo Jasn Asjeyiag eiulopied 10 Ausianaiun Aq 1Z6v£S9/26.2/1/Z 1 S/o/0nie/seiuw/woo dnooiwepese//:sdiy woll papeojumod


art/stac486_f6.eps

eventually allow the cross-power spectrum to be detectable even in
cases of imperfect 21cm foreground removal at large scales.

Potentially the most exciting aspect of cross-correlating 21cm
and Lyo measurements will be determining its ability to constrain
astrophysical and cosmological model parameters using the cross-
power spectrum. Synergies between line intensity mapping experi-
ments will help drive constraints on parameter estimates by breaking
down expected degeneracies. We leave a study of astrophysical and
cosmological parameter estimation for future work.

SOFTWARE

This work was enabled by a number of software packages including
21cmSENSE (Pober et al. 2013a), asTrory (Astropy Collaboration
et al. 2013), matproTLIB (Hunter 2007), wumpy (Harris 2020),
rowerRBOX (Murray 2018), and sc1py (Virtanen et al. 2020).
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