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Abstract—Functional magnetic resonance imaging (fMRI) is
one of the most popular methods for studying the human brain.
Task-related fMRI data processing aims to determine which brain
areas are activated when a specific task is performed and is
usually based on the Blood Oxygen Level Dependent (BOLD)
signal. The background BOLD signal also reflects systematic
fluctuations in regional brain activity which are attributed to
the existence of resting-state brain networks. We propose a new
fMRI data generating model which takes into consideration the
existence of common task-related and resting-state components.
We first estimate the common task-related temporal component,
via two successive stages of generalized canonical correlation
analysis and, then, we estimate the common task-related spatial
component, leading to a task-related activation map. The experi-
mental tests of our method with synthetic data reveal that we are
able to obtain very accurate temporal and spatial estimates even
at very low Signal to Noise Ratio (SNR), which is usually the case
in fMRI data processing. The tests with real-world fMRI data
show significant advantages over standard procedures based on
General Linear Models (GLMs).

Index Terms—fMRI, generalized CCA, MAX-VAR.

I. INTRODUCTION

FUNCTIONAL magnetic resonance imaging (fMRI) is
a popular approach for studying the human brain. It

provides a non-invasive way to measure brain activity, by de-
tecting local changes of blood oxygen level dependent (BOLD)
signal in the brain, over time. The aim of task-related fMRI
data analysis is to determine which brain areas are activated
when a specific task is performed and is usually based on
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the BOLD signal. Hence, we can create brain activation maps
related to specific tasks, which is very useful for understanding
the functioning of the human brain.

In task-related studies [1], [2], it has been noted the presence
of spontaneous modulation of the BOLD signal, which cannot
be attributed to the experimental excitation or any other
explicit input or output and is usually considered as “noise.”
However, in addition to physiological and magnetic noise,
background BOLD signal reflects systematic fluctuations in
regional brain activity. In particular, BOLD fluctuations are
correlated between functionally related brain regions, forming
resting-state brain networks. This baseline activity continues
during task performance, showing a similar neuro-anatomical
distribution to that observed at rest [3]–[6]. In [3], it has
been suggested that measured neuronal responses consist of
an approximately linear superposition of task-evoked neuronal
activity and ongoing spontaneous activity.

Various unsupervised multivariate statistical method have
been used in fMRI data processing. Their aim is to provide
information about functional brain connectivity, by describing
brain responses in terms of spatial and temporal activation
patterns, under no prior assumptions about their form [7].
Common multivariate methods which have been used in fMRI
data processing are Principal Component Analysis (PCA) [8],
[9], Independent Component Analysis (ICA) [10]–[13], and
tensor factorization based models [14]–[21].

Canonical correlation analysis (CCA) is a well known
statistical method [22] which can be considered as a general-
ization of the PCA. It takes as input two random vectors and
computes two basis vectors such that the correlation between
the respective projections of the random vectors onto the basis
vectors is maximized [23]. After considering the subspace
spanned from this set of basis vectors, CCA can be also
considered as a method for the estimation of a linear subspace
which is “common” to the two sets of random variables [24].

Generalized CCA (gCCA) for more than two random vec-
tors dates back to [25]–[29]. In [30], five different formulations
of gCCA are presented with all of them boiling down to
the classical CCA when the number of random vectors is
equal to two [31]. Among the different formulations of gCCA
appearing in [30], only the solutions of MAX-VAR and MIN-
VAR can be obtained directly via eigen-decomposition; the
other formulations lead to nonconvex optimization problems,
thus, their reliability is questionable.

Given a set of M random vectors, the initial goal of
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gCCA was to extract several M -dimensional random vectors,
known as canonical variates, consisting of unit variance linear
compounds (combinations) of the M random vectors [30].
MAX-VAR assumes that each linear compound participating
in the same canonical variate is a potentially noisy and scaled
version of the same common random variable, while different
canonical variates are associated with uncorrelated common
random variables. On the other hand, MIN-VAR assumes that
each linear compound participating in the same canonical
variate is a potentially noisy version of a linear compound
of the same common random vector of M − 1 elements. In
this setting, linear compounds of different canonical variates
must be uncorrelated. MAX-VAR is easier to interpret, thus it
has recently become very popular. Moreover, the simple and
elegant MAX-VAR formulation presented in [29] is equivalent
to one described above and offers a solution via eigen-
decomposition. This is the formulation we adopt in this work.

A. Problem Definition

We consider the problem of multi-subject task-related fMRI
data processing with only one type of stimulus. Our aim is to
accurately determine, in a data-driven manner, which brain
areas are activated when the stimulus is applied and construct
the associated brain activation map.

B. Related Work

In [32], the authors use gCCA to separate different temporal
sources in fMRI data. They assume that a set of common
temporal responses to external stimulation is present in the
subjects being studied, and show that they may be extracted
using gCCA. In contrast, the underlying assumption in [33]
is that there are multiple subjects that share an unknown
spatial response (or spatial map) to the common experimental
excitation, but may show different temporal responses to
external stimulation. Under the same assumption, the authors
of [34] propose the application of gCCA for the estimation of
a common spatial subspace that is spanned from the common,
across subjects, spatial components, and use this estimate in
order to form a preprocessing step before applying the ICA
method. Finally, the estimation of “common” subspaces from
multiple datasets, via CCA and gCCA based methods, has
been considered in [24], [35].

A different line of research has been spanned by approaches
based on the Deep Neural Network (DNN). For example,
the authors of [36] present a Deep Convolutional Autoen-
coder based approach, while in [37] the authors propose a
Restricted Boltzmann Machine based approach. Moreover,
Deep Recurrent Neural Network and Generative Adversarial
Network based approaches have been proposed in [38] and
[39], respectively. The latter three works are able to decompose
the fMRI data into different spatio-temporal components.
However, none of these approaches can (1) identify which
of the components are common or (2) determine how many
common components exist in the dataset. To resolve these
issues, these methods exploit prior information.

C. Our Contribution

We propose a new data generating model which takes into
consideration both the common task-related spatial component
and the common resting-state spatial components. We adopt
the assumptions of [33], with respect to the common spatial
maps, and assume the existence of one common temporal
component, which is related to the common experimental
excitation. We use gCCA and estimate the subspace that
is spanned by the common spatial components, both task-
related and resting-state. Based on this estimate, we perform a
second gCCA and compute the common task-related temporal
component. Finally, we use the estimated common task-related
temporal component to compute an estimate of the associated
common task-related spatial component and construct the re-
spective activation map. The experimental tests of our method
with synthetic data reveal that we are able to obtain very
accurate temporal and spatial parameter estimates even at very
low Signal to Noise Ratio (SNR). The tests with real-world
fMRI data validate our data model assumptions and show
significant advantage of our approach over standard procedures
based on General Linear Models (GLMs).

We note that an early version of this work has appeared
in [40]. In this manuscript, we extend the work of [40] by
proposing a data-driven method which effectively estimates
the dimension of the common spatial subspace. Moreover,
forming an estimate of the common subspace (as presented
in [40]) and its dimension can be computationally demanding.
In Appendix A, we show that, under mild conditions, it is
possible to overcome the computational bottleneck without
affecting the quality of the resulting estimates.

In order to demonstrate the efficiency of our method, we
extend the experimental section of [40] by including exper-
iments with synthetic data. The existence of ground truth in
these cases enables us to test the effectiveness of our approach
at each step, as well as in total. Furthermore, in this work, we
provide a detailed comparison between the proposed approach
and the conventional GLM, which enables us to highlight
the differences between the two methods. At last, in this
extended version, we apply our method to three additional real-
world datasets; the results can be found in the Supplementary
Material of this manuscript and they are in agreement with
the results of the main part of the paper, demonstrating the
effectiveness of our approach.

D. Notation

Scalars, vectors, and matrices are denoted by small, small
bold, and capital bold letters, for example, x, x, X. Sets are
denoted by blackboard bold capital letters, for example, U.
R denotes the set of real numbers. RI×J denotes the set of
(I × J) real matrices. Inequality X ≥ 0 means that matrix X
has nonnegative elements and RI×J

+ denotes the set of (I ×
J) real matrices with nonnegative elements. ‖x‖2 denotes the
Euclidean norm of vector x, while ‖X‖2 and ‖X‖F denote,
respectively, the spectral and the Frobenius norm of matrix X.
The transpose and the pseudoinverse of matrix X are denoted
by XT and X†. The linear space spanned by the columns
of matrix X is denoted by col(X). The orthogonal projector
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onto a linear subspace S is denoted by PS . Finally, we use
the Matlab-like expressions X(:, l) and X(k, :), which denote,
respectively, the l-th column and the k-th row of matrix X.

II. FMRI DATA GENERATING MODEL

We assume that the fMRI data have been arranged in
matrices, where each matrix row contains the time-series
associated with a particular voxel. We denote these matrices
as {Xk}Kk=1, where Xk ∈ RN×M denotes the data of the k-th
subject, N denotes the number of voxels and M denotes the
number of time points (note that, in general, N �M ). Let R
be a positive integer smaller than M .

For each matrix Xk, for k = 1, . . . ,K , we adopt the model

Xk = λkasT + AST
k + Ek, (1)

where
1) a ∈ RN

+ and s ∈ RM denote, respectively, the common,
to all subjects, task-related spatial and temporal compo-
nent, and λk ∈ R+ denotes the intensity of the common
rank-one term for the k-th subject;

2) A ∈ RN×(R−1)
+ , whose columns are the common, to

all subjects, spatial components related with the sponta-
neous fMRI activity;

3) Sk ∈ RM×(R−1), whose columns are the temporal com-
ponents associated with the spontaneous fMRI activity
and, in general, vary across subjects. We assume that

K⋂
k=1

col (Sk) = ∅, (2)

that is, there is no subspace that is common to all
col (Sk), for k ∈ {1, . . . ,K} (we shall investigate the
validity of this important assumption later);

4) Ek ∈ RN×M denotes the “unmodelled fMRI signal” of
the k-th subject and is considered as (strong) additive
noise. We assume that terms Ek, for k = 1, . . . ,K , are
statistically independent from each other.

We propose model (1) based on both the existing literature
[1]–[6], [11], [13], [33] and the detailed examination of our
real-world data.

We note that, in [41], where we consider the resting-state
scenario, we have assumed that matrix A is nonnegative and
orthogonal, implying a brain parcellation structure. However,
in this work, our focus is on the task-related scenario and this
assumption is not necessary.

Our aim is to obtain an accurate estimate of the common
spatial term a, which will lead to a precise activation brain
map and, thus, to the accurate localization of the stimulated
brain areas.

In order to use simpler notation, we define the matrix of the
common spatial components

W := [a A] ∈ RN×R
+ , (3)

and the matrices of the temporal components

Zk := [λks Sk] ∈ RM×R, for k = 1, . . . ,K. (4)

We further assume that matrices W and Zk, for k = 1, . . . ,K ,
are full-column rank. Using this notation, matrix Xk, defined
in (1), can be expressed as

Xk = WZT
k + Ek. (5)

III. ESTIMATION OF THE COMMON SPATIAL AND
TEMPORAL COMPONENTS

Our approach towards the construction of the task-related
brain excitation map consists of three stages:

1) we use Xk, for k = 1, . . . ,K , and obtain an orthonormal
basis for an estimate of the common spatial subspace,
col(W), by solving a gCCA problem;

2) we use the solution of the first stage and estimate the
unique common time component, s, by solving a second
gCCA problem;

3) we use the estimate of s, and obtain an estimate of a,
which is our final target.

A. Estimation of the common spatial subspace

We assume that the dimension, R, of the common spatial
subspace, col(W), is known (later, we shall present a criterion
for the estimation of R from the data).

In order to estimate an orthonormal basis for the common
spatial subspace, col(W), we adopt the MAX-VAR formula-
tion of the gCCA [27] and solve the optimization problem

min
{Qk}Kk=1,G

K∑
k=1

‖XkQk −G‖2F

subject to GTG = IR,

(6)

where Qk ∈ RM×R, for k = 1, . . . ,K , and G ∈ RN×R.
The solution Qo

k, for k = 1, . . . ,K , and Go of problem (6)
can be computed as follows. For a fixed G, the optimal Qk

can be expressed as

Qk(G) = X†kG, for k = 1, . . . ,K. (7)

If we substitute this value into (6), then the problem becomes

max
GTG=IR

Tr

(
GT

(
K∑

k=1

XkX†k

)
G

)
. (8)

We define

M :=
K∑

k=1

XkX†k, (9)

with eigenvalue decomposition given by M = UMΛMUT
M .

An optimal solution Go is given by [42]

Go = UM (:, 1 : R) . (10)

The fact that MAX-VAR gCCA indeed identifies the common
subspace of the views in the noiseless case has been proved
in [24] and [43] for the two view and multiview cases,
respectively. Notice that M is a N×N matrix. Hence, for the
case of whole brain data analysis (where N is very large), the
formation of matrix M and the computation of its eigenvalue
decomposition may be prohibitive. In Appendix A, we show
that, if KM � N , then we can compress matrices {Xk}Kk=1
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and efficiently compute matrix Go, bypassing the computation
of M.

If the fMRI data matrices Xk were noiseless, that is, if
Ek = 0, for k = 1, . . . ,K , then the solution of problem (6)
would result to Go such that (see (5))

col(Go) = col(W). (11)

This implies that

W = GoP, (12)

for some (R × R) invertible matrix P. Furthermore, in this
case and for all k ∈ {1, . . . ,K}, matrices Qo

k and Zk would
span the same subspace, namely,

col(Qo
k) = col (Zk) . (13)

This holds because

Qo
k = X†kGo =

(
ZT

k

)†
W†Go = ZkF, (14)

where

F :=
(
ZT

k Zk

)−1
P−1. (15)

The fact that Ek, for k = 1, . . . ,K , are nonzero makes (11)
and (13) approximate equalities.

B. Estimation of the common temporal component

Having computed Go, we proceed to the estimation of s
by assuming that (13) is exact. We shall test the accuracy of
our assumption and the effectiveness of our approach in the
section with the experimental results.

Based on assumption (2) and definition (4), we have that,
in the noiseless case,

K⋂
k=1

col (Zk) = col (s) , (16)

which, using (13), leads to

K⋂
k=1

col (Qo
k) = col (s) . (17)

We obtain an estimate of s by solving the MAX-VAR problem

min
{dk}Kk=1,g

K∑
k=1

‖Qo
kdk − g‖22

subject to ‖g‖2 = 1.

(18)

If we denote the optimal g in (18) by go, we have that

go = ± s

‖s‖2
. (19)

Since (13) defines a family of approximate equalities, equali-
ties (17) and (19) are approximate.

C. Estimation of the common spatial component

Until now, we have obtained the estimate of an orthonormal
basis of the common spatial subspace, Go, and the estimate
of the common temporal component, go. We can proceed
to the estimation of the common spatial component, a, and
the intensity vector, λ, by following various paths. A simple
approach is to consider the problem

min
a≥0,λ≥0

K∑
k=1

‖Xk − λkagoT ‖2F . (20)

However, in this case, we do not exploit the fact that a ∈
col(Go). We can enforce this constraint if we compute the
projected data

Xo
k := Pcol(Go)Xk, k = 1, . . . ,K, (21)

and solve the problem

min
a≥0,λ≥0

K∑
k=1

‖Xo
k − λkagoT ‖2F , (22)

whose solution, (ao,λo), is our final estimate of (a,λ).

D. On the Dimension of Common Subspaces

In Subsection III-A, we assumed that we know the true
dimension, R, of the common spatial subspace, col(W), and
derived the estimate Go of an orthonormal basis of col(W).
Of course, in general, the value of R is unknown, thus, we
must estimate it from the data. In the sequel, we provide a
procedure which gives us very useful information about the
value of R [41]. We note that the same procedure can be used
for the verification of assumption (2).

Let the hypothesized dimension of the common spatial
subspace be denoted by R̂. At first, we assume that R̂ = R.
Let K1 and K2 be a random partition of the set of the subjects
K = {1, . . . ,K}. In the noiseless case, if we solve problem
(6) twice, for k ∈ K1 and k ∈ K2, and call the resulting
orthonormal bases Go

1 and Go
2, respectively, then it holds true

that
col(Go

1) = col(Go
2). (23)

That is, the common spatial subspaces coincide. If we start
adding noise and repeat the process, then the estimated sub-
spaces, col(Go

1) and col(Go
2), will start to move away from

each other. One way to measure the distance between a pair
of linear subspaces S1 and S2 is to compute their gap, defined
as [44, p. 93]

ρg,2 (S1,S2) := ‖PS1 −PS2‖2. (24)

If R̂ = R and ‖Ek‖2 = O(ε), for k = 1, . . . ,K , where ε is a
small positive number, then we expect that

‖Pcol(Go
1)
−Pcol(Go

2)
‖2 = O(ε). (25)

If R̂ > R, then, if we solve (6) for K1 and K2, then,
besides the R-dimensional common subspace, col(W), we try
to model “common” noise subspace. Since the noise terms
Ek are statistically independent across subjects and N �M ,
we do not expect to find any common noise subspace in the
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datasets associated with K1 and K2. Thus, if R̂ > R, we
expect that

‖Pcol(Go
1)
−Pcol(Go

2)
‖2 ≈ 1. (26)

Finally, if R̂ < R and the rank-one terms which constitute the
products WZT

k are of almost “equal strength,” then we expect
that

O(ε) . ‖Pcol(Go
1)
−Pcol(Go

2)
‖2 / 1, (27)

because col(Go
1) and col(Go

2) will “randomly” capture R̂ out
of R dimensions of the common spatial subspace.

Thus, the gap between col(Go
1) and col(Go

2) provides
valuable information about the true dimension of the com-
mon subspace, col(W). Accurate expressions for the gap lie
beyond the scope of this manuscript, require tools from matrix
perturbation theory, and pose stringent assumptions on the size
of the noise, which may not be fulfilled in our case. We shall
test the usefulness of our claims in Subsection IV-B.

IV. EXPERIMENTS

A. Synthetic Data

First, we test the effectiveness of our approach using syn-
thetic data. We remind that our main goal is the estimation of
the common task-related spatial component, a. We generate
random data {Xk}Kk=1 according to the model

Xk = λkasT + β
(
AST

k + Ek

)
, (28)

where matrices
{
βAST

k

}K
k=1

and {βEk}Kk=1 act as noise
terms. We define the SNR as

SNR :=

∑K
k=1

∥∥λkasT
∥∥2
F∑K

k=1 β
2
∥∥AST

k + Ek

∥∥2
F

. (29)

Of course, the relative power of terms ASk and Ek, for
k = 1, . . . ,K , is very important. The values of the parameters
used in our experiments are N = 105, M = 100, K = 25,
and R = 30. Vectors a and λ, as well as matrix A, have
independent and identically distributed (i.i.d.) elements, taking
values uniformly at random in the interval [0,1]. Vector s and
matrices Sk, for k = 1, . . . ,K , have i.i.d. elements following
the normalized Gaussian distribution, N (0, 1). On the other
hand, matrices Ek, for k = 1, . . . ,K , have i.i.d. elements,
N (0, σ2

E), with σ2
E chosen such that∑K

k=1 ‖AST
k ‖2F∑K

k=1 ‖Ek‖2F
= c, (30)

where c is a given positive real number. After applying
our method to the real-world fMRI datasets examined in
subsection IV-B, we were able to estimate all the factors that
appear in relation (28). Based on these estimates, we observed
that the value of c was approximately equal to 0.33 for all
the considered real-world datasets. This observation motivated
us to use this value of c in our experiments with synthetic
datasets.

We fix λ, a, and s, and compute the mean (over 100
independent realizations of A, Sk, and Ek, for k = 1, . . . ,K)
correlation coefficients between the true and the estimated

quantities. In the remaining of this section, the fixed com-
ponents λ, a, and s are denoted as λtrue, atrue, and strue,
respectively.

At first, we test the accuracy of our estimate of the common
temporal component, s. We perform the two-stage gCCA and
compute our estimate, sest, via (18). In Fig. 1, we depict the
accuracy of our estimate versus SNR. We observe that we
attain very high estimation accuracy even at SNR as low as
−30 db.

Then, we use sest and test the accuracy of our estimates
of a and λ computed by solving problems (20) and (22). We
denote the methods that are based on solving problems (20)
and (22) as method 1 (M1) and method 2 (M2), respectively.
We solve these problems via an Alternating Optimization (AO)
approach. Since AO is sensitive to local minima, we solve the
problems for 5 random initializations and take into account
only the solution attaining the best fit. We depict the results
in Figs. 2 and 3, where we observe that M2 outperforms M1
for very low SNR (−30 db to −20 db).

In summary, we observe that our approach attains very
accurate estimates even at very low SNR, which is usually
the case with fMRI data processing.

B. Real-World Data

In this subsection, we test our approach using real-world
task-related fMRI data. More specifically, we process four
datasets, recorded at the University of Crete General Hospital,
from a group of 25 healthy adults performing four visual
tasks, which were identical in all but one aspect (the precise
kinematics of an observed person-directed action). Next, we
quote a short description of the experiment design and the
preprocessing pipeline that was applied to the data. A more
extensive description of the experiments can be found in the
Supplementary Material. Then, we present the results obtained
by analyzing the data using our method.

1) Experiment design: The fMRI block design consists
of four action observation conditions, each involving four
“active” 35 sec blocks alternating with four 35 sec baseline
blocks. Within each “active” block, a video clip illustrating a
two-movement action sequence was presented 6 times, while
the stimulus set-up was identical across blocks and conditions.

The data employed in the main analysis reported here
were derived from the first experimental condition (or, briefly,
condition (i)), examining the effects of an action with the
same goal but different kinematics. The results concerning
the other three experimental conditions are presented in the
Supplementary Material.

2) Image acquisition and pre-processing: Scanning was
performed on an upgraded 1.5T Siemens Vision/Sonata scan-
ner (Erlangen, Germany) with powerful gradients (Gradient
strength: 45mT/m, Gradient slew rate: 200mT/m/ms) and a
standard four channel head array coil. For the BOLD-fMRI, a
T2∗-weighted, fat-saturated 2D-FID-EPI sequence was used
with the following parameters: repetition time (TR) 3500ms,
echo time (TE) 50ms, field of view (FOV) 192 × 192 ×
108 (x, y, z), acquisition voxel size 3 × 3 × 3mm. Whole
brain scans consisted of 36 transverse slices with 3.0-mm slice
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Fig. 1: Mean correlation coefficient between strue and sest
versus SNR.
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Fig. 2: Mean correlation coefficient between atrue and aest

versus SNR, for methods M1 and M2.

-30 -25 -20 -15 -10 -5 0 5

SNR(db)

0.75

0.8

0.85

0.9

0.95

M
e
a
n
 C

o
rr

e
la

ti
o
n
 C

o
e
ff
ic

ie
n
t

M1

M2

Fig. 3: Mean correlation coefficient between λtrue and λest

versus SNR, for methods M1 and M2.

thickness and no interslice gap. The time-series recorded in
each condition comprised 80 volumes (time points). In our
analysis, we ignore the first 5 volumes of each time-series, as
is customary in fMRI studies.

Image preprocessing was performed in SPM8.1 Initially,
EPI scans were spatially realigned to the first image of the
first time-series using second-degree B-spline interpolation
algorithms and motion-corrected through rigid body transfor-
mations. Next, images were spatially normalized to a common
brain space (MNI template) and smoothed using an isotropic
Gaussian filter (FWHM=8mm). At last, all voxel time series,
from all subjects, were centered and de-drifted (subtraction of
the mean value and linear terms).

We note that the SPM platform is able to provide a time
response component, based on the activation onsets and off-
sets, which is expected to appear in the activated brain voxels.
This response is the same for all four experimental conditions
since, as we mentioned, the stimulus layout, in all conditions,
is the same. From now on, we denote this response as sexp.

3) Results: Next, we present the results that we obtained
from the analysis of the dataset from condition (i). As men-
tioned before, the results from conditions (ii), (iii), and (iv)
are presented in the Supplementary Material.

In Fig. 4, we plot the estimated common temporal compo-
nent sest for various values of the common spatial subspace
dimension, R, as well as the normalized, to unit 2-norm,
expected response sexp, for condition (i). A more direct
comparison between the normalized expected response with
each one of the estimated common temporal components can
be made via Fig. 5, where we plot the absolute correlation
coefficients between sexp and the estimated common temporal
component sest, that emerged for all possible values of R.

We observe that, for different values of R, the estimated
common temporal components, sest, are very much alike. This
implies that our estimate is not sensitive to the true common
subspace dimension, which is unknown, in general. Thus,
we can get useful results over a wide range of values of
R. Moreover, the estimated common temporal components,
sest, are quite similar to the expected signal, sexp, since their
correlation coefficient takes values at about 0.8 and even
higher in some cases. We conclude that our method effectively
estimates the common temporal component, without any prior
knowledge about its shape.

In order to test the usefulness of the gap function towards
the estimation of the common spatial subspace dimension, R,
we randomly partition the subjects into two sets K1 and K2

and compute the gap of the subspaces S1 and S2 spanned
from the bases computed by the gCCA for assumed dimension
R̂ = 1, . . . , 73,2 as described in Subsection III-D. In Fig. 6,
we plot the gap function, ρg,2 (S1,S2), as a function of R̂. We
observe that the value of the gap becomes practically equal to
1 for R̂ % 26, which (1) implies that a low common spatial

1Statistical Parametric Mapping software, SPM: Welcome
Department of Imaging Neuroscience, London, UK; available at:
http://www.fil.ion.ucl.ac.uk/spm/.

2The length of each voxel’s time-series is 75 and the maximum rank of
each Xk after de-drifting is 73.
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Fig. 4: Estimate sest for condition (i) and varying common
subspace dimensions, from 10 to 40. The signal depicted with
blue stars is the sexp.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
b
s
o
lu

te
 C

o
rr

e
la

ti
o
n
 C

o
e
ff
ic

ie
n
t

10 20 30 40 50 60 70

Common Subspace Dimension

Fig. 5: Absolute correlation coefficient between sexp and sest
across different common subspace dimensions, for condition
(i).
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Fig. 6: Gap function ρg,2 (S1,S2) evaluated for varying di-
mension of spatial subspaces S1 and S2, for condition (i).
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Fig. 8: Estimate λest of vector of intensities for condition (i)
and “common” subspace dimension equal to 30.

subspace dimension model is appropriate and (2) provides an
estimate for the dimension R.

In order to test the validity of assumption (2), we again
partition the considered dataset, subject-wise, into two random
subsets, K1 and K2, and proceed as follows. First, we solve
problem (6) for R = 30 twice, once for each subset, leading to
Go

i and
{

Qoi

k

}
k∈Ki

, for i = 1, 2 (notice that Fig. 7 indicates
that R = 30 is an appropriate choice for the considered
dataset). Based on

{
Qo1

k

}
k∈K1

and
{

Qo2

k

}
k∈K2

, we solve
two problems analogous to (18), for common time subspace
dimensions r̂ = 1, . . . , 30, i.e. all the possible nontrivial
dimensions of the common time subspace. We denote the
estimates of the common time subspaces that emerged from
the data in K1 and K2, as T1 and T2, respectively. In Fig. 7,
we plot the resulting gap, ρg,2 (T1, T2), as a function of the
assumed dimension r̂. We observe that, for r̂ > 1, the gap
is practically equal to 1, indicating that the common temporal
subspace dimension is equal to one, validating our assumption
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Fig. 9: Map aest computed for condition (i) and “common”
subspace dimension equal to 30. The map was thresholded
such that the 10% of the voxels with the largest voxel score
of aest are shown. A standard Z-transform is not meaningful,
since aest satisfies nonnegativity constraints.

(16) and, thus, (2).
In Fig. 8, we plot the intensities across subjects, λest, that

resulted from the solution of (22), for R = 30. We observe
that the task-related common rank-one term appears in all but
one subject.

In Fig. 9, we depict the thresholded spatial map aest that
emerged from the solution of (22) (only the top 10% of the
values have been included). In Fig. 10, we depict the contrast
map obtained by applying the conventional General Linear
Model (GLM) with a priori knowledge of the timing of the
experimental (video clip observation) and reference blocks
(static hand viewing) in SPM (at a standard threshold of
p < 0.001 uncorrected) to the original data.

We observe that, contrary to the GLM based analysis of
the original data, our method successfully captures all clusters
of activation voxels in key components of the brain network
putatively involved in evaluating the kinematic characteristics
and intentions of the observed actions of other subjects,

Fig. 10: Map obtained, for condition (i), using the conventional
General Linear Model to the original fMRI data matrices
{Xk}Kk=1 with a priori knowledge of the timing of the exper-
imental (video clip observation) and reference blocks (static
hand viewing) in SPM (at a standard threshold of p < 0.001
uncorrected in the 2nd level analysis).

including the inferior frontal gyrus (IFG), ventral Premotor
Area (PMv), and primary somatosensory area (SI).

We claim that the main reason for this phenomenon is
the combination of the successful denoising achieved by
(i) projecting the original data matrices {Xk}Kk=1 onto the
common spatial subspace spanned by Go and (ii) computing
a high quality estimate of the task-related temporal component
sest via solving problem (18).

In order to support this claim, in Fig. 11, we plot the spatial
map that emerged after applying the conventional General
Linear Model with a priori knowledge of the timing of the
stimulus in SPM (at the same standard threshold of p < 0.001
uncorrected set in creating the corresponding activation map
from the original data shown in Fig. 10) to the denoised
data matrices {Xo

k}
K
k=1. We observe that the denoised data

significantly increase the sensitivity of the GLM in detecting
activations in several regions that are putative key components
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Fig. 11: Map obtained, for condition (i), using the conventional
General Linear Model to the denoised fMRI data matrices
{Xo

k}
K
k=1 with a priori knowledge of the timing of the exper-

imental (video clip observation) and reference blocks (static
hand viewing) in SPM (at a standard threshold of p < 0.001
uncorrected in the 2nd level analysis).

of the frontoparietal network supporting mental simulation.
Finally, in order to compare, in a quantitative manner, the

proposed method and GLM we consider the following setup.
We apply the GLM with the expected temporal response
(sexp) to the original and the denoised data, as defined in
relation (21). We compute the average beta maps across all
subjects for both datasets and keep the 10% of the voxels
that attained the largest average beta scores. In Table I, we
present the percentages of pairwise spatial overlaps between
the two restricted average beta maps described above and
the map that emerges after considering only the 10% of the
voxels that attained the largest values of the proposed estimate,
aest, for all the considered real-world datasets (conditions (i)-
(iv)). Moreover, in the last column of Table I, we present the
percentages of the spatial overlaps between all three of the
considered maps.

Based on Table I, we can observe that, for all conditions,

the following hold:
(i) all the restricted maps have a spatial overlap of approxi-

mately 74%,
(ii) denoising leads to a difference of approximately 20%

between the GLM-based restricted maps,
(iii) there is a significant difference between the vanilla GLM-

based map (original data) and the map resulting from the
proposed method,

(iv) the difference mentioned in (iii) becomes consistently
smaller when we compare the maps derived from the
denoised data with GLM and the proposed method.

V. CONCLUSION

We considered the problem of multi-subject task-related
fMRI analysis with one stimulus. We proposed a data gen-
erating model which takes into account both task-related
and resting-state common spatial components. We used two
successive gCCAs and computed an estimate of the common
temporal component, which was then used for the construction
of the map of the activated brain regions. We used synthetic
data and observed that our estimates are very accurate even at
very low SNR. We applied our method to real-world datasets
and compared the results with those of a standard GLM
procedure.

We observed that the denoised data (after the projection onto
the common spatial subspace) lead to improved GLM results,
thus, supporting our data generation model and its denoising
properties.

APPENDIX A
COMPRESSION

Let Xk ∈ RN×M , for k = 1, . . . ,K , be a set of full column
rank matrices. As we showed in section III-A, in order to solve
problem (6), we have to compute and decompose a (N ×N)
matrix, which may be very demanding for large values of N
that could emerge in a whole-brain analysis setting. Inspired
by the compression technique presented in [16], in this section
we show that, if KM � N , then there is a way to circumvent
this problem.

Let Y ∈ RN×KM be defined as

Y = [X1 · · ·XK ] , (31)

and consider a factorization of Y in the form

Y = UY VY , (32)

such that UY ∈ RN×KM is a columnwise orthonormal matrix,
i.e. UT

Y UY = IKM , and VY ∈ RKM×KM . Then, it holds
true that

col (Xk) ⊆ col (Y) =
K⋃

k=1

col (Xk) . (33)

Furthermore, we have that

col (Y) ⊆ col (UY ) . (34)

As a result, we conclude that, for each matrix Xk, there exists
a matrix Hk ∈ RKM×M such that

Xk = UY Hk, (35)
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GLM Original ∩ Proposed
method

GLM Original ∩ GLM
Denoised

GLM Denoised ∩ Proposed
method

Common to all

condition (i) 72.79% 78.18% 83.81% 68.92%
condition (ii) 76.11% 81.36% 84.68% 72.19%
condition (iii) 79.91% 81.43% 94.02% 77.98%
condition (iv) 81.03% 83.53% 91.68% 78.83%

TABLE I: Quantitative comparison in terms of spatial overlap between the proposed method and the GLM, after applying it to
the original and the denoised data. For GLM, the average beta maps were computed across all subjects and the resulting maps
were restricted to the voxels attaining the 10% of the largest values. For the proposed method, the considered map emerged
after restricting the proposed estimate aest only to the 10% of its largest values.

for k = 1, . . . ,K and, since UT
Y UY = IKM , we also have

Hk = UT
Y Xk, (36)

for k = 1, . . . ,K .
Now, recall that matrix M is defined as

M =
K∑

k=1

XkX†k =

K∑
k=1

Xk

(
XT

k Xk

)−1
XT

k . (37)

Using (35), we obtain

M =

K∑
k=1

Xk

(
XT

k Xk

)−1

XT
k

= UY

(
K∑

k=1

Hk

(
HT

k Hk

)−1

HT
k

)
UT

Y

= UY M̃UT
Y ,

(38)

where

M̃ :=
K∑

k=1

Hk

(
HT

k Hk

)−1
HT

k ∈ RKM×KM . (39)

Let the eigenvalue decompositions of M and M̃ be

M = UMΛMUT
M , M̃ = UM̃ΛM̃UT

M̃
. (40)

Since M = UY M̃UT
Y and UT

Y UY = IKM , we have that

ΛM = ΛM̃ , UM = UY UM̃ . (41)

Recall that we are interested in the eigenvectors associated
with the R largest eigenvalues of M, since Go = UM (:, 1 :
R). Furthermore, we have that

UM (:, 1 : R) = UY UM̃ (:, 1 : R) . (42)

Thus, it suffices to solve the MAXVAR problem for the “low
dimensional” matrices Hk and compute UM̃ (:, 1 : R). Then,
we use (42) and obtain Go without the direct computation of
matrix M.
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