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Abstract: The direct simulation of inundation in developed urban areas presents a much greater challenge than the more common bare
earth simulations that use roughness, which are used in many tsunami studies. This study intercompares the performance of four longwave
models for tsunami inundation on a detailed topographical model of Kainan, Wakayama, Japan, with laboratory results. All simulations in-
clude buildings, which have a large impact on overland flood propagation. Inter-model comparisons yield several apparent characteristics:
(1) variations between models were small in areas that are always wet; (2) wetting, drying, and overland propagation increased inter-model
variation in the inundation front arrival time, maximum water surface elevation, and overland flow velocities; (3) inundated areas and max-
imum water surface elevations show lower inter-model variation (V ) than inundation front velocity and maximum current velocities. Sources
for V appeared to occur from differences in wetting, drying, and detailed code implementation rather than major differences in model physics.
Using published tsunami fragility models, V led to significant differences in the predicted damage. Differences were largest for fragilities that
used velocity and lower for fragilities that only used maximum inundation depths. Based on these results, inundated areas and water levels
from building-resolving simulations might be assigned relatively higher confidence, and all the predicted velocities should be considered
to have a greater error and potentially should be considered only when using ensembles. DOI: 10.1061/(ASCE)WW.1943-5460.0000690.
© 2021 American Society of Civil Engineers.

Introduction

The inundation of developed urban areas during tsunami attacks,
combined with the resulting water levels, velocities, and loads, is
one of the most important hazard processes that need to be pre-
dicted for coastal planning and design in many regions. Large
scale tsunami inundation has been reported by numerous destruc-
tive mega earthquakes (e.g., the 2011 Tohoku Earthquake tsunami
in Tohoku regions, Japan; and the 2004 Indian Ocean earthquake
tsunami in Indonesia and etc.). In the 2011 Tohoku Earthquake tsu-
nami, the inundation was larger than expected and infrastructure
destruction occurred over a wide area (Mori et al. 2011). Mori

et al. (2013) summarized the 2011 Tohoku Earthquake tsunami
damage and differences in local tsunami behaviors, such as inunda-
tion heights and run-up heights. To minimize the impact of tsuna-
mis and to reduce the number of casualties, the infrastructure
destruction along coastal regions in future events and understand-
ing the tsunami inundation over the built environment or coastal
urban cities is very important. The modeling of the tsunami inunda-
tion processes is essential to design structures, make evacuation
plans, city planning, and other activities.

Previously, studies for tsunami inundation tended to use bare
earth models, that is, topographies with all structures removed,
on grids with a typical resolution of O (100 m) that were much
coarser than most building dimensions (e.g., ASCE 2016). The ef-
fects of structures are usually included indirectly, typically with in-
creased frictional coefficients in built-up areas. These are thought to
give reasonable results; however, there is uncertainty about their
detailed accuracy. The numerical models that directly simulate
inundation around buildings must have much finer resolution
[O (10 m)] than bare earth models, which are sufficient to resolve
the outlines of individual buildings and the flow around them.
Boundary conditions that incorporate building walls, and the com-
plex propagation of inundation fronts are all important aspects in
the prediction of inundation and can vary between models.

Different numerical models for tsunami simulations produce a
range of results for identical inputs, which result in a range of un-
certainties. Lynett et al. (2017) examined the sensitivity of tsunami-
generated coastal current predictions for an inter-model set of sim-
ulations and found that shear and separation driven currents were
quite sensitive to model physics and numerics. They concluded
that deterministic simulations might be misleading for some aspects
of tsunamis, in particular, for velocities, and ensemble-based sim-
ulations might provide more realistic probabilities for the actual
conditions (see also Lynett 2016).

Relatively few studies have examined detailed inundation flows
in urban areas using building-resolving simulations (e.g., Cox et al.
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2008; Park et al. 2013; Prasetyo et al. 2019). Park et al. (2013) ex-
amined flows through an idealized version of Seaside, Oregon that
used a Boussinesq model that directly resolved building footprints.
Good agreement was found with a set of 1:50 laboratory experi-
ments, once the friction factor was tuned. Surface elevations (η)
were moderately sensitive to friction, and velocities and momen-
tum fluxes were highly sensitive. In contrast, Prasetyo et al.
(2019) did not examine velocities; however, they reported arrival
times and maximum water surface elevations for a 1:250 scale
model of an urban area. A two-dimensional (2D) shallow water
model tended to underestimate the maximum surface elevations
and arrival times, a quasi-three-dimensional (Q3D) model agreed
slightly better with the data.

Because of the significantly increased computational cost,
Reynolds-averaged Navier-Stokes (RANS) simulations or Large
Eddy Simulations of tsunamis through built-up environments are
less common. The expense and difficulty of simulating large
built-up areas with computational fluid dynamics (CFD) are
found in the literature, where a significant number of simulations
can be found that examine inundation and loading of one or a
small number of structures (e.g., Bagherizadeh et al. 2021; Sogut
et al. 2019, 2020; Sarjamee et al. 2017); however, few studied
the complex flows around the arrays of many buildings. Pringgana
et al. (2021) examined the influence of onshore structures’ orienta-
tions and arrangements during a tsunami impact that use the numer-
ical method of smoothed particle hydrodynamics, which used the
previous experimental results and the resulting hydrodynamic be-
havior was previously unobtainable in physical experiments. Qin
et al. (2018a, b) examined inundation flows using the OpenFOAM
model in the same Seaside, Oregon set up as Park et al. (2013). The
key findings were that the flows and water levels could be reason-
ably predicted by the CFD model and with better accuracy than a
shallow water 2D model; however, at a significantly increased
computational cost. The computational expense was large enough;
therefore, the relatively small town was modeled in sections, and it
was suggested that “modeling of an entire town could be compu-
tationally impractical.” Even with significant increases in the
available computational power, straightforward simulation of
tsunami-like inundation over large built-up areas will not be com-
putationally feasible in the near future. Therefore, groups of shal-
low water simulations will probably continue to be the primary
computational tool to examine inundation in complex regions.
However, even for nominally similar shallow water models, non-
trivial differences exist in simulations that arise from differences in
the model implementation, in particular, for inundation wetting
and drying. This provides an additional source of uncertainty in
the interpretation of the results, and therefore, it is important to
understand the variance in these simulations, and how this relates
to the interpretation of the model predictions.

However, the validation of local tsunami inundation behavior in
the field is difficult, and observational data are very limited due to
the rarity of extreme tsunami occurrence. In addition, it is difficult
to measure detailed local phenomena of inundation processes using
a physical model due to the complexity of the bathymetry, topog-
raphy, and interactions between the tsunami flow and macro rough-
ness elements, such as buildings, streets, and topographical
changes. These complexities induce turbulence, wave breaking,
diffraction, and other hydrodynamic effects. In addition, measure-
ments of surface elevations and velocities on land are difficult due
to the limitations of the wave flume and in situ instruments.

This study aims to discuss local tsunami behavior, tsunami inun-
dation, and other hydrodynamic processes on complex land struc-
tures in coastal urban areas. First, physical modeling of tsunami
inundation in a coastal city is conducted with advanced

visualization techniques. Second, a comparison between physical
and numerical model results is performed using four different nu-
merical models based on implementations of the nonlinear shallow
water equations (2D-SWE). Finally, the sensitivity of tsunami in-
undation modeling for surface elevations, velocities, and other tsu-
nami characteristics in an urban area is summarized by comparison
with physical modeling and numerical results.

Laboratory Experiments

Experiments were conducted at the Hybrid Tsunami Open Flume in
Ujigawa laboratory, DPRI, Kyoto University (HyTOFU). The flume
is 45 m long and 4 m wide and is can generate tsunami-like long
waves or irregular short waves using a combination of a water
pump, piston-type mechanical wavemakers, and a dam break gate sys-
tem (Hiraishi et al. 2015). The 70-kW pump can create a change in
water level over time that is similar to a tsunami or storm surge wave-
form by discharging flow from two 2×0.2 m sized outlets at the flume
bed. The maximum pumping capacity is 0.83 m3/s with a maximum
operating time of 1,200 s. The piston-type mechanical wavemaker has
a 2.5 m maximum stroke and ≤2.83 m/s maximum speed. The wave-
maker can generate multiple wave types that include solitary waves
and regular or irregular waves ≤2 Hz (Tomiczek et al. 2016).

All experiments employed a wooden city model that was based
on the city center of Kainan, Wakayama, Japan, which is an indus-
trial city prone to damage from typhoon storm surges and predicted
Nankai Trough tsunamis (Mizobata et al. 2014; Le et al. 2019). The
3D city model, which included ports, buildings, and houses, was
constructed at 1:250 scale and covered an area of 2 km from east
to west and 1 km from north to south (Yasuda et al. 2016). Plan
and elevation views of the physical model of Kainan, Wakayama,
Japan, are shown in Fig. 1(a). The east (inland) side of the model
mainly consisted of residential areas and mountains with an overall
higher elevation compared with the coast (west) side. An elevated
railway line runs through the city from north to south with a station
on the north side of the model. Water could flow through the rail-
way line under the bridge but not through the station, which was a
solid structure. The west (coastal) side of the model mainly con-
sisted of the harbor area, with retail stores and warehouses on the
north, oil refineries on the south, and a section of steelworks on
the northwest. The only entrance to the port from the deepwater re-
gion of the model was located in the southwest. The land section of
the physical model had a wooden base that was 5.5 cm thick and
was placed on a steel plate 0.8065 m above the bottom of the
wave flume, and the bottom of the water region was the steel
plate. A 1:10 planar slope that reached the bottom of the flume
was connected to the west of the model. The design water depth
for the experiment was 0.877 m.

In total, 12 wave gauges (WGs) were set up to cover the flume
from offshore to onshore and over the city model to measure wave
heights during the experiment. WG1 was set up near the wave
maker to provide the initial wave condition for the numerical mod-
els. Then, WG 2, 3, 6, and 9 were placed in the water region of the
city model, with all others on normally dry land. The locations of
the WGs are shown in Fig. 2, with the specific coordinates of
each wave gauge listed in Supplemental Table S1. Two acoustic
doppler velocimetry (ADVs) devices were set up offshore to mea-
sure the velocity of incoming waves. Table S2 gives a summary of
the measurement items and instruments used in the experiment.
The time series of the water surface height of the incident waves
used in each case is listed in Table S2 and shown in Fig. S1.

Visualization of the inundation process across the city model for
all cases was recorded by an overhead 4K video camera. For
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selected cases, fluorescent dye (Sinleuchte red dye) was injected
into the water area in the city model before the wave forcing; there-
fore, the leading edge of inundation could be detected in the video
images. Particle image velocimetry (PIV) was applied to measure
the spatial flow patterns across the city model on several tests
that used small 5-mm foam particles that were painted with Sin-
leuchte fluorescent yellow dye and spread across the model before
each experiment. The velocity fields were obtained by super-
resolution PIV that used DynamicStudio software (Dantec Dynam-
ics, Skovlunde, Ballerup, Denmark). The measured water velocity
over land using PIV is important, because it is difficult to use in situ
instruments, such as ADVs in dry or low water level conditions.
The estimated flow velocities from the PIV combined with the mea-
sured velocities from the ADV were compared with the results
from the numerical modeling along with the wave gauge data.

The inundation condition used in this study was a solitary wave
5-cm high at the wave generator, which became 12.5-m high at
1:250 full scale. The assumed time scale of tsunami events was

30 s, which became approximately 475 s at full scale. Solitary
wave generation in a tsunami experimental model has been used
widely in many previous studies (e.g., Park et al. 2013). However,
a solitary wave does not exactly reflect tsunami waves; it is just an
idealization of a tsunami wave profile, and those laboratory exper-
iments are not yet applicable to a real-scale tsunami (Prasetyo et al.
2019). The tests in this study were from a much larger series of ex-
periments and included constant flow and realistic tsunami wave-
forms that will be reported separately.

Numerical Modeling

Numerical Model

In this study, inundation simulations were conducted using four nu-
merical models with different numerical implementations and, to a
lesser degree, with different governing equations. The accuracy of
the simulation results was compared with the experimental results,
and the variability between the models was investigated to estimate
the uncertainty in the numerical simulations.

Table 1 gives a list of the governing equations for each model
and other conditions about the numerical treatment (e.g., discretiza-
tion methods for the advection and frictional term, tolerance depth
for a frictional term). Brief descriptions and relevant references for
each of the models are as follows.
1. TUNAMI-N2 (Goto et al. 1997): TUNAMI-N2 is an SWE

model that has been used to simulate tsunami propagation
from offshore to inland areas in Japan and other countries.
The governing equations of the models are based on the 2D non-
linear SWE in depth-integrated form and are discretized in time
with explicit leapfrog finite differences.

2. STOC-ML (Tomita and Kakinuma 2005): STOC-ML is a mul-
tilayered model with hydrostatic approximation. The governing
equations of STOC-ML are the RANS equations, which are dif-
ferent from the other models in this study. However, the number
of vertical layers used in this study was one and the Reynolds
stress was ignored in this simulation. Therefore, the governing
equations were equivalent to the conventional SWE in velocity
form rather than depth-integrated form. Therefore, it differs
from the other models used in this study.

3. Subgrid SWE model (Kennedy et al. 2019): The subgrid SWE
(SGSWE) model developed by Kennedy et al. (2019) uses the
grid-averaged SWE in depth-integrated form as the governing
equations, with closure approximations applied to the subgrid

(a) (b)

Fig. 1. Summary of the experimental setup: (a) the location of the study area, Kainan, Wakayama, Japan (top left) and overview of the coastal urban
area used as a study area; box shows the area for physical experiment and numerical simulations (map data © 2021 Google; Gray Buildings © 2008
ZENRIN); and (b) water surface elevation near the wave generator.

(a)

(b)

Fig. 2. Experiment flume layout: (a) top and side view of the experi-
ment flume (circle with number shows each WG location) and its di-
mension (m); and (b) used computational domain (different shades
show topography and bathymetry).
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system to enhance the accuracy when saving computational re-
sources. The equations are discretized in time with an Euler-
backward finite–difference scheme, and in space using a stag-
gered finite–difference grid.

4. JAGURS (Baba et al. 2015): JAGURS solves the linear and
nonlinear depth-integrated SWE by implementing a staggered-
grid, leapfrog finite–difference scheme. A nested grid system
is adopted to enable higher spatial resolutions in the target do-
mains. The code has been parallelized for high-speed
computation.

Numerical Setup

Fig. 1(b) shows the measured water surface elevation at WG1 that
was used for wave input at the west (ocean) side computational
boundary. A free transmission condition was applied at the open
boundary on the east side. The boundary conditions for the north
and south sides used wall boundaries with slip conditions. For
the lateral wall effect, the authors checked the velocity and flow di-
rection near the north and south wall boundaries that were mea-
sured by PIV. Some wall effects were limited to within 5 cm
along the wall. In addition, the bottom wall effect might exist
since the velocity measured by PIV only showed the one at the
top layers. The total computational time was 30 s, which allowed
inundation by the incident wave to be completed, and did not con-
sider waves re-reflecting from the wavemaker. The movie that was
used for a series of image analyses showed that the reflected wave
started to inundate the land area after 25 s and contaminated the
measured data. The authors used incident wave data that included
the wave reflection from the wavemaker and removed the compu-
tational results from 25 to 30 s.

Fig. 2(b) shows the topography and bathymetry in the numerical
domain. The elevation data for the domain of the physical city
model (X≥ 0.0 m) were created by interpolating the scanned
point cloud data into a regular grid. Point data were obtained
with a laser scanner (Leica BLK360 produced by Leica Camera
AG, Wetzlar, Germany) set up at three locations in the basin,
with the results combined into one data set. For the grid size, the
convergence tests that changed the grid size between 1.0 and
0.5 cm was conducted before the main computations, and this con-
firmed that there were no significant differences in maximum sur-
face elevation and velocity between two different grid size cases.
Therefore, 1.0 cm grid resolution was chosen to reduce the

computational time, which resulted in a domain of 2,037 × 400
points. The bottom roughness was based on the Manning model
with roughness coefficients of n= 0.025 for X <−0.66 m and n=
0.013 for the domain of the physical city model (X>−0.66 m)
based on the land use that followed Kotani et al. (1998). Manning’s
roughness coefficients for the physical model area were smaller
than the one for the ocean bottom since the value of 0.010–0.013
for Manning’s roughness is recommended for artificial channels
that are made by smooth wood (e.g., Chow 1959). Note that the
model input (e.g., bathymetry, incident wave, and roughness)
was unified and no self-filtering schemes to handle the large gradi-
ent of bathymetry due to buildings were implemented for all the nu-
merical models (TUNAMI, STOC, SGSWE, and JAGURS).

Results

This study used two types of data, point gauge and spatial data, and
compared the model results against each other and with the labora-
tory results. The magnitude and time of maximum surface elevation
at selected locations were examined for point data. In addition
to the arrival time, wavefront velocity, fluid velocity, and surface
elevation (maximum value and temporal change) were examined
in the spatial data by visualization analysis of the laboratory exper-
iments and compared with the numerical results.

Model Variation and Accuracy of Point Gauge Data

Fig. 3 shows η at WGs 2–3 that were installed at the entrance and
center of the port [locations in Fig. 2(b)] for confirmation of the in-
cident wave condition. All models showed good agreement with
the experimental data at WG2. However, for all models, the max-
imum surface elevation was approximately 0.01 m (15%–20%)
smaller than the measurement at WG3, although the absolute mag-
nitude was small. This might either have been caused by attenua-
tion near the entrance of the port by sea bottom friction that was
larger than the experiment, more probably from dispersive effects
that were not included in these hydrostatic models, or wall effects
in the experiment. Since the results on land tend to be underesti-
mated due to the influence of these biases of incident waves, this
should be considered. Fig. 4 shows the relationship between the
modeled maximum surface elevations and their peak times. The

Table 1. Summary of numerical setup for each model

Item TUNAMI-N2 STOC-ML Subgrid SWE JAGURS

Abbreviation TUNAMI STOC SGSWE JAGURS
Governing equations Depth-integrated SWE Velocity form SWE Subgrid-averaged SWE Depth-integrated SWE
Spatial discretization Finite–difference method
Spatial differentiation Staggered C-grid
Temporal differentiation Leapfrog scheme Euler-backward scheme Leapfrog scheme
Convection terms Upwind (first-order accuracy)
Other gradient terms Centered (second-order accuracy)
Friction term Semi-implicit
Wet/dry boundary Kotani et al. (1998) Casulli (2009) Kotani et al. (1998)
Tolerance depth for wet/dry 10−10 m 10−6 m 0 m 10−6 m
Tolerance depth for convective term 10−6 m No No 10−6 m
Maximum velocity limiter 7 m/s 5 m/s No Fr= 2.0
Roughness coefficient Water channel (X=−12.36 to −0.66 m): 0.025

Physical model (X=−0.66–8.0 m): 0.013
Input boundary X=−12.6 m along the left boundary (WG1)
Boundary conditions North and south: wall boundary

West: inflow boundary
East: radiation boundary

© ASCE 04021044-4 J. Waterway, Port, Coastal, Ocean Eng.
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η and times were normalized by incident wave conditions as

�η = η/η0 (1)

�T = T/T0 (2)

where η0= 5.0 cm (wave height at WG1); T0 =
����
h/g

√
; and

h= 0.877 m (depth of the wave flume); and g= 9.81 m/s2, respec-
tively. All the models showed similar tendencies where they tended
to underestimate the maximum surface elevation. The ellipsoids in
Fig. 4 show the mean (center of ellipsoids) and standard deviation
(radii) of maximum water surface elevation and time of peak water
levels for the four model results at each gauge location. The larger
deviations were observed at locations further inland (WGs 4, 5, and
7) and in very shallow inundation depths (WG 6 and 9) and the dif-
ferences were smaller in deeper water (WGs 2 and 3). Focusing on
gauges in the inundated regions, WG4 (road in the flat area), and
WG 7 (intersection of buildings) gave approximately a 4.7 and
3.7 times larger standard deviation in η than WG3 (in the port).
In addition, the arrival times of the peak inundation had a large
standard deviation (approximately 5.8 times larger than WG3).
WG4 and 7 were installed on a wide road but large buildings on
both sides of the road complicated the simulations. Furthermore,
WG7 was at a location where two major inundation wavefronts

merged from the west and the south. The complexity of inundation
appeared to be a major reason why the model variations here were
larger than in deep inundation areas. More detailed inundation pro-
cesses around the intersection are presented in the following
section.

Model Variation and Accuracy of Spatial Data

Numerical results about the spatial (or spatiotemporal) data are dis-
cussed to examine the inter-model variation (V ). To estimate model
uncertainty for any computed property, the relative magnitude of V
in each value is defined as

V = σ/μ (3)

where V= variation; σ=model standard deviation; and μ=model
mean value.

Fig. 4. Maximum surface elevation at each WG and its appearance
time (peak time) normalized by the incident wave in Case H05; Marker
(circle=TUNAMI; diamond= STOC; triangle= SGSWE; square=
JAGURS; and star= experiment) different shades WG number and el-
lipsoid shows standard deviation.

(a)

(b)

Fig. 5. Showing (a) μ; and (b) σ of maximum inundation depth (light
solid line shows the maximum inundation leading edge observed in the
experiment).

(a) (b)

Fig. 3. Time series of water surface elevation at (a) bay mouth (WG2); and (b) center of the port (WG3); different lines show models or experiment
(solid line= experiment; bold line=TUNAMI; dashed line= STOC; dashed-dotted line= SGSWE; and dotted line= JAGURS).
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Maximum inundation depth and overall limits of flooded areas
are two important measures for tsunami intensity and are widely
used for tsunami hazard maps. Fig. 5 shows μ and σ of the maxi-
mum inundation depth in each grid. The inundation limit of the tsu-
nami leading edge from the experimental data is shown in
Fig. 5(a). The overall inundated area from the model results
agreed well with the experimental data, and therefore, the inunda-
tion limits could be reproduced by the numerical models. Focus-
ing on the maximum inundation depth, the mean value of the
inundation tended to be larger at areas close to the original shore-
line. For instance, deeper inundation depths of >0.03 m (7 m at
full scale) were recorded in the north nearshore area (X= 1–2
and Y= 2–2.5 m). The inundation depth in the middle nearshore
area (X= 3.8–4 and Y= 1–2 m) was recorded as >0.05 m (12.5 m
at full scale) depth. The V in the inundation depths in the models
changed significantly depending on areas but demonstrated
some general patterns. Large areas of the model results showed
standard deviations <0.004 m (1 m at full scale), but some areas
had larger variance. Specifically, the nearshore north (X= 1–2
and Y= 2–2.5 m) and south (X= 1–2 and Y= 1–1.2 m) areas
show large deviations (>0.006 m; 1.5 m in real scale) of maxi-
mum inundation depth. These were near the locations of the
first inundation, and the large variation appeared to be related to
the dynamic wetting, drying, and propagation of the large-
amplitude wavefront. In these areas, V = 0.17 and 0.24 on average
in the nearshore north and south, respectively.

Fig. 6 shows μ and σ of the maximum fluid velocity in the same
format as shown in Fig. 5. The mean value of the velocity tended to
be larger in areas close to the original shoreline, similar to the inun-
dation depth. Furthermore, the velocity was locally amplified even
at the areas where the jet-type channelized flow was caused by the

road or the small alley between buildings. For example, in the
middle nearshore area (X= 3.8–4 and Y= 1–2 m), the mean value
of velocity was 0.5 m/s (7.9 m/s at full scale), but >0.8 m/s
(12.6 m/s at full scale) was observed between the buildings. The
large standard deviation of the velocity was given in the road or
small alley between the buildings and approximately >0.3 m/s
(4.74 m/s at full scale) was recorded in the middle nearshore
area (X= 3.8–4 and Y= 1–2 m). In addition, the nearshore north
(X= 1–2 and Y= 2–2.5 m) and south (X= 1–2 and Y= 1–1.2 m)
areas showed large deviations similar to the inundation depths
(>0.35 m/s; 5.53 m/s in real scale). The V= 0.54, 0.17, and 0.33
on average in the nearshore middle, north, and south, respectively.

The arrival time of the inundation front is important in tsunami
inundation modeling for evacuation planning (e.g., Wang et al.
2016). Inundation front propagation is a complex function of the
detailed numerical wetting and drying choices combined with the
implementation of convective momentum, surface gradients, build-
ing boundaries, and other aspects near the moving wet–dry front.
The spatial distribution of inundation arrival time variation is
shown in Fig. 7. Arrival time inter-model variations near the harbor
and close to shorelines are uniformly small, with large areas show-
ing V< 0.04. Inland, a larger variation was observed, because the
run-up distance was long and inundation depends on the direct dis-
tance from the shoreline and potentially complex flow paths. For
example, for Region A shown in Fig. 7, the dimensionless variation
was V < 0.02 near the shoreline, and in Region B, the variation was
>0.04 at approximately X= 3.5 and Y= 2.2 m although the direct
distance from the shoreline was short. This appeared to be because
inundation here came overland from the west and had already trav-
eled a long distance over land.

To investigate the major factors that cause differences in the
model inundation arrival times, wavefront velocities from the mod-
els and experiments were compared along a one-dimensional trans-
ect. The inundation leading edge was detected at the grid cell where
the inundation depth changed from zero to any positive value. The
wavefront velocity was calculated as the ratio of the displacement
of them to the time required. Fig. 8 shows the laboratory and model
inundation front velocities along Profile 1 [Region A (Fig. 7)]. Of
note, sea (X= 3.5–3.7 m) and land (X= 3.7–4.8 m) were included
in this transect. The results showed that the difference in inundation
front velocity between the four models was more than twice as
large inland compared with the flow in the harbor. This inland
speed variation was approximately 20%–30%. The different mod-
els had very consistent tendencies: STOC gave the fastest speeds
and TUNAMI, JAGURS, and SGSWE followed in order. All the
models showed similar tendencies; however, STOC and TUNAMI
gave the closest agreement with the experimental results. The inun-
dation front velocity from STOC was closest to the experiment

(a)

(b)

Fig. 6. Showing (a) μ; and (b) σ of maximum velocity (light solid line
shows the maximum inundation leading edge observed in the
experiment).

Fig. 7. Spatial distribution of variation (ratio of σ to μ) of arrival time
(dark line shows shoreline).
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(within 15% error) in the plain area (e.g., X= 3.9–4.1 m) and TU-
NAMI was the most accurate around buildings (X= 3.7–3.9 m).
These results showed the blocking effect by buildings was well
modeled by TUNAMI and the contraction flow was well modeled
by the STOC. However, all models except for STOC underesti-
mated the wavefront velocity behind the first group of buildings
(X= 3.9–4.3 m) and the error ranges were approximately 10%–
40%. The observed variations in the inundation front velocity
were mainly caused by the variation in the fluid velocity in the in-
undated areas which, along with maximum elevation variation, will
be discussed in the following paragraph.

Maximum fluid velocities and surface elevations along Profiles
1 and 2 represented another avenue for comparison. Fig. 9 shows a
comparison of the model results for maximum surface elevations,
and maximum velocities and include the PIV results from the lab-
oratory experiments. For the laboratory data, only high-reliability
(high particle density) PIV results were included. In Profile 1
[Fig. 9(a)], all model velocities showed similar trends, with reason-
ably good agreement with the experiment and between each other.
However, as with the inundation front velocities, the magnitudes of
maximum current velocities differed. The maximum current veloc-
ity estimated from STOC was the largest and TUNAMI, JAGURS,
and SGSWE followed in the same decreasing order as the inunda-
tion front velocity. The V in the maximum current velocity was
more than twice as large as in surface elevation, although the V
in the maximum surface elevation was small. Furthermore, the
maximum current velocity variation was large around buildings.
Specifically, the velocity V was approximately 0.5 at X= 3.88
and 4.35 m where large buildings (>7.5 m full scale) were located.
However, care should be taken when placing significance to the
large variation at X= 4.63 m since the velocity was much smaller
than other areas. The source of the velocity difference will be exam-
ined in the section “Discussion.”

The inter-model comparison in Profile 2 is shown in Fig. 9(b).
Of note, maximum current velocity and surface elevation were sim-
ilar in each model, but model velocity magnitudes followed the
same trends shown in Profile 1. There are two characteristic areas
to be discussed: (1) a road intersection at X= 2.5–2.9 m and (2) a
building area at X= 3.0 m. In particular, the intersection showed
different characteristics than other locations. Here, the maximum
current velocity variation was approximately 0.18 and larger differ-
ences from the experimental results were observed. Note that the
variation in maximum current velocity was similar between the

intersection (X= 2.5–2.9 m) and shoreline (X= 2.2 m) but each
model gave quite different values at the intersection and all models
except for STOC were quite close to each other and the measured
values at the shoreline. The variation in maximum surface elevation
was smaller than that for maximum current velocity. However, the
velocity variation was still larger than Profile 1, although the num-
ber of buildings was smaller. One of the reasons was that the flow
here came from two directions, and the flow at the intersection from
the west blocked the flow from the south. The previous results
showed that the maximum current velocity was quite sensitive to
the model used. Possible reasons for such variations in this and
other properties will be considered in the section “Discussion”.

Then, the spatiotemporal uncertainty was examined, which fo-
cused on the leading edge of inundation. Fig. 10 shows a time series
of inundation leading edges every 0.2 s from the start of the inun-
dation in Region A. Note that the time steps shown on the title rep-
resent the elapsed time from the wave arrival at the shoreline. Little
difference in inundation leading edge was observed before arrival
at the first group of buildings [X (shown in Fig. 10 by the dark-col-
ored box)]. However, the difference gradually increased after pass-
ing building X. The STOC and TUNAMI models were closer to the
experiment than SGSWE and JAGURS. After passing the second
group of buildings [Y (light-colored box in Fig. 10)], the leading
edges from STOC and the experiment were furthest and the ones
by the other models were underestimated. At the final snapshot
(1.0 s), differences between models were maximum and the leading
edge of the inundation front varied from 4.2 to 4.4 m. The STOC
model showed the fastest inundation, and the laboratory experi-
ments, TUNAMI, JAGURS, and SGSWE followed in decreasing
order, which agreed with the previous analyses. The same analysis
was performed in Region B and a smaller variation in the inunda-
tion leading edge was observed (not shown). Such differences de-
pend on the cross-shore velocity and will be discussed in detail in
the following sections.

To investigate the inter-model differences during inundation in
detail, the spatiotemporal changes in surface elevation and velocity
in the model are shown in Fig. 11. Figs. 11(a–d) shows the snap-
shots of surface elevation and velocity in Region A when the mod-
eled inundation leading edge arrived at the second group of
buildings [Y given by the light-colored box shown in Fig. 10(a)].
These arrival times were different in each model, as shown in
this figure, and reflected the differences in the inundation velocities.
The results of TUNAMI and STOC showed similar tendencies for
surface elevation: the total inundation area with depths >0.01 m
was smaller for these models than for SGSWE and JAGURS.
The local variations in the surface height along the buildings and
channels differed model by model. Fig. 11(e) shows cross sections
of the cross-shore velocity and surface elevation at the same time as
shown in Figs. 11(a–d) along Profile 1. The cross-shore velocity was
divided into the same groups as shown in Figs. 11(a–d). The values
near the first group of buildings were closer to each other between
the TUNAMI and STOC models, and their difference was within
5%. However, STOC gave approximately a 30% larger cross-shore
velocity near the inundation leading edge (X= 4.0–4.1 m) than TU-
NAMI. STOC tended to give a large velocity in small areas that
were surrounded by buildings, such as roads. The SGSWE and
JAGURS were close to each other in the whole area along Profile
1, and their difference was within 10%. In addition, the cross-shore
velocities that were modeled by the SGSWE and JAGURS were
smaller than TUNAMI and STOC around the first group of build-
ings. For surface elevation, patterns for each model were more visi-
ble. TUNAMI and STOC showed a gentle slope of surface
elevation near the leading edge (X= 4.0–4.1 m) and SGSWE and

Fig. 8. Wavefront velocities by models (top), their variation estimated
the same as in Fig. 7 (middle), and topographical change (bottom) at
Profile 1 shown in Fig. 7; dashed lines show numerical results (refer
to Fig. 3), and dark solid line shows experimental results.
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JAGURS showed steeper slopes. There was about a 55% difference
in surface elevation between both groups.

Finally, the spatial–temporal uncertainty was examined by fo-
cusing on the inundation for the merging flow. Fig. 12 shows the dif-
ference in the merging flow at the intersection in Region B.
The times were different for each model and were chosen so that
in each model the inundation leading edge arrived at the north
side of the intersection as the flows merged. Note that surface eleva-
tion at velocity when the flows from the south and east merged are
shown. There was a noticeable difference in velocity and surface el-
evation between the models, especially around the intersection
(marked with a circle). For example, the TUNAMI and STOC
gave approximately 0.023 m surface elevation and the SGSWE
and JAGURS gave approximately 0.015 m. In addition, the current
velocity and direction differed. TUNAMI and JAGURS showed
flow in the north direction but not in STOC. In addition, SGSWE
showed north directional flow; however, some velocity directions
were different (northwest). The major flow direction was deter-
mined by the blocking effect of the flow from the west. A larger cur-
rent velocity from the west gave a larger blocking effect for the flow
from the south and vice versa. The larger blocking effect leads to the
local amplification of surface elevation. The series of differences in

the inundation process was mainly due to the arrival time of the flow
from the west since the variation was ≥1.5 times larger than that
from the south. This type of inter-model variations in the arrival
time gave the differences in momentum fluxes that were transported
from the west and the strength of the blocking effect. The factors for
the variation in the detailed inundation process with a series of anal-
yses will be shown in the section “Discussion”.

Discussion

This study investigated the reproducibility of tsunami inundation ex-
periments using four different numerical models. All the numerical
models could reproduce the inundation process overall; however,
the detailed local behavior of hydrodynamic quantities, such as sur-
face elevation at the intersections or velocity around buildings varied
between the models. The source of the differences in the numerical
models and results is discussed in detail based on the inter-model
comparison. Four main factors caused the variation in the numerical
results between the four models: (1) differences in advection term and
temporal discretization; (2) bottom friction term discretization; (3)
wet/dry boundary conditions; and (4) differences in the formulations

(a)

(b)

Fig. 9.Maximum velocity magnitude (upper), η (middle), and topographical change (bottom) at Profiles 1 (middle part of the city) and 2 (north part
of the city) shown in Fig. 7; solid line (refer Fig. 3) shows numerical results, square shows experimental results, and dashed line shows variation (ratio
of σ to μ).
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of the governing equations (velocity, depth-integrated form, subgrid,
conservative, or nonconservative form). The fundamental discretiza-
tion schemes for the bottom friction and advection terms were similar
between each model but there are differences in the detailed treat-
ments. It remains unclear how such differences affected the variations
in the inundation processes; however, this is one of the main reasons
for the presented variation in the numerical results.

A small variation in velocity and surface elevation was observed
in the offshore area away from the port and only SGSWE showed a
slightly slower propagation speed. Here, the effect of the friction term
was minor for tsunami propagation offshore since the effect of the ad-
vection term was small in the offshore area. The differences here prob-
ably resulted from the backward Euler time-stepping in the SGSWE
versus the leapfrog scheme in the other models. However, the velocity
variations between the models were much larger in the inundated land
regions. Focusing on the area scale, the V in the inundation leading
edge in Region B was smaller than in Region A. Such differences
in the inundation leading edge in each region depend on the cross-
shore velocity. The major flow direction in Region A was the same

as in the offshore (east direction, i.e., +X direction) and the flow direc-
tion in Region B was perpendicular to the one in offshore (north direc-
tion, i.e., +Y direction). Therefore, the cross-shore velocity at the
shoreline was larger in Region A than Region B and it indicated
that a larger velocity gave the larger variation.

This tendency might be explained by the differences in advection
terms and the wet/dry boundary conditions that considered the effect
of the friction termwas minor based on the discussion in the previous
paragraph. A major source was the difference in the advection term
since magnitudes were proportional to the square of the current ve-
locity and this was relatively larger when the current velocity was
larger. The wet/dry boundary condition contributed to the variation.
The same wet/dry conditions (Kotani et al. 1998) were used in TU-
NAMI, STOC, and JAGURS but the detailed treatment in the source
codes were different in each model although the scheme used was
the same. For instance, the application phase of the wet/dry condition
was different. TUNAMI and JAGURS applied the wet/dry condition
before computation of discharge and STOC did it after computation
of velocity in the whole domain.

(a) (b)

(c) (d)

(e) (f)

Fig. 10. Inundation leading edge (refer Fig. 3) in time series at Region A shown in Fig. 7 from the starting time of inundation: (a) 0 s; (b) 0.2 s; (c)
0.4 s; (d) 0.6 s; (e) 0.8 s; and (f) 1.0 s after starting inundation. Boxes show groups of buildings X and Y where flow arrived first and second,
respectively.
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The effects of tolerance water depth for wet/dry on inundation
by the numerical models were small compared with the tsunami
scale, because the detailed differences of the wet/dry boundary
scheme in their source codes gave a large variation in surface ele-
vation and wavefront velocity. Such differences in surface eleva-
tion gave a variation in the current velocity since the current
velocity arose from the gradient of surface elevation. Once the ve-
locity variation occurred, the advection term evaluation gave a
large variation since the advection term was proportional to the
square of the velocity. However, a detailed mechanism was not
shown and further investigations that use simpler topography,
such as a uniform slope, is needed. Finally, the velocity difference
gave the variations in wavefront velocity and arrival time.

In addition, it is important that the arrival time difference gave a
further difference in the local inundation process. Region B is a
good example to highlight this point. Two flows in the west and
south directions merged at the intersection in Region B. The arrival
of the flow from the south did not vary due to the small cross-shore
velocity explained previously; however, the one from the west was
quite different between each model since the cross-shore velocity
had the same direction as the main flow. The discrepancy in the
merge time created the local difference in surface distribution and cur-
rent velocity. The earlier arrival time gave a large blocking effect by
the flow from the west to the one from the south. in which the large
surface elevation around the intersection was calculated as explained
in the section “Model Variation and Accuracy of the Spatial Data”.

(c)

(a) (b)

(d)

(e)

Fig. 11.Model difference of snapshot of inundation process in Region A, when modeled flow, arrives at Buildings Y. (a–d) snapshot of η and current;
(a) TUNAMI; (b) STOC; (c) SGSWE; and (d) JAGURS; and (e) cross-sectional change in cross-shore velocity (top), η (middle), and topographic
change (bottom) along Profile 1 shown in Fig. 7 (refer Fig. 3).
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Based on the discussions presented in the previous paragraph, the de-
tailed differences in the treatment of the advection term and wet/dry
boundary condition gave a variation in the current velocity on the
land and the errors between each model accumulated, because the
run-up distance was longer due to the iteration process to solve the
advection term that used the current velocity in the previous time
step. In addition, abrupt topographic changes, such as buildings en-
larged the variation in surface elevation and current velocity.

The variations in the maximum inundation depths and fluid ve-
locities that were observed in the inter-model comparison affected
the building damage fragility assessment that was calculated from
these tsunami intensity factors. The sensitivity analysis for the var-
iations in both intensities is given using fragility models in Hayashi
et al. (2013). The fragility model calculated the probability of de-
struction using either maximum inundation depth or maximum
fluid velocity and was developed using linear regression combined
with the results of the numerical modeling for the validation of the
tsunami front and flow velocities in the 2011 Tohoku Earthquake
Tsunami. Refer to the literature for additional information on
this topic (e.g., Suppasri et al. 2015; Charvet et al. 2015).
The probability of the destruction [PD(x)] is found by

PD(x) =Φ
lnx − λ

ξ

[ ]
(4)

whereΦ= standardized normal distribution function; x= tsunami inten-
sity measure (e.g., maximum inundation depth or fluid velocity); and λ
and ξ= calibrated coefficients for each intensity measure (each value is
listed in Table 2). Hayashi et al. assumed that three different structure
types were assumed: reinforced concrete (RC), steel, and wooden.
Steel was assumed in this comparison since no detailed data about
the structures in Kainan,Wakayama, Japan, are available. The functions
that used only maximum inundation depth and fluid velocity were de-
noted as EF1 and EF2, respectively. The tsunami intensity measures at
the grid points around the buildings were collected and averaged. Then,
PD(x) for each building that used the collected intensity measures was
calculated following Eq. (4). Then, the number of buildings below a
specific probability of destruction was calculated. Fig. 13 shows the
model variations in the probabilities of building destruction for each dif-
ferent model. EF1 (depth) and EF2 (velocity) showed inter-model fra-
gility variations to some extent. However, EF2 gave larger differences.
especially when the probability of destruction was high (>0.6). In addi-
tion, EF1 showed a somewhat smaller inter-model variation for each
building (Vb), particularly for high probabilities of damage. Note that
Vb is calculated by the following formula:

Vb =

����������������������������������������������
1

Nb

1

Nmodel

∑Nmodel

j=1

∑Nb

i=1
(PD,i,j − PD,i,mean)

2

√

PD,all-mean
(5)

where Nmodel (=381)= number of buildings; Nb (= 4) = number
of SWE models; PD,i,j= probability of the destruction for the
ith building estimated by the jth SWE model; and PD,all-mean=
arithmetic average of the probability for all SWE models and build-
ings. For overall predictions, the EF1 model showed inter-model
variation in damage state probability Vb= 0.16, compared with
Vb= 0.20 for the EF2 model. The previous results indicate that

(a) (b)

(c) (d)

Fig. 12. Model difference of the snapshots of η and current velocity in Region B shown in Fig. 7 when the flows from south and west merge.
(a) TUNAMI; (b) STOC; (c) SGSWE; and (d) JAGURS.

Table 2. Summary of calibrated coefficients (λ and ξ) for each empirical
fragility (EF) model

Empirical fragility λ ξ

EF1 1.58 0.41
EF2 1.73 0.42
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inter-model variation lead to significant differences in the predicted
damage and higher sensitivity of the fragility was given by the fluid
velocity than the inundation depth.

In addition, the scaling effect that included the surface tension
and friction was assessed using the dimensionless quantities,
Bond number (Bo), Weber number (We), Reynolds number (Re),
and Froude number (Fr), which are defined as follows:

Bo =
ΔρgL2

γ
(6)

We =
ρU 2L

γ
(7)

Re =
UL

ν
(8)

Fr =
U���
gL

√ (9)

Each variable and its value are summarized in Table 3. The calculated
dimensionless quantities in Region A [shown in Fig. 10(a) by a box]
are summarized in Table 4. Note that the values of Fr did not change
between the experimental and full scale since the experiment fol-
lowed the Froude similitude. Bo and We related to surface tension
were approximately O (102), which indicated that the contribution
of the surface tension to the gravity and inertial forces might be
still small although there was a large difference between the experi-
mental and full scales. The experimental and numerical results
showed approximately O (104) and O (107) for Re, respectively.
Then, the contribution of the viscosity to the inertial force was still

negligible. The drag coefficient for a circular cylinder (CD) was ap-
proximately 1.0 and 0.75 for Re=O (104) and O (107), respectively
(e.g., Roshko 1961). Therefore, the range of resistance force differ-
ences from the buildings between the experimental and full scales
was within 25%.

In summary, the overall characteristics of the inundation pro-
cesses, such as the inundation depth, surface elevation, and current
velocity could be modeled by the multimodel inundation simula-
tion presented in this study. However, a range in the variation of
the detailed inundation process exemplified by merging and block-
ing and specifically in city areas, such as buildings, bridges, and in-
tersections remained. The uncertainty of the simulated results by
the model difference should be considered if a numerical simula-
tion of urban inundation is performed since such inter-model varia-
tion in inundation depth or velocity gave significant differences in
the building fragility assessment. In addition, the scaling effect that
was induced by, for instance, surface tension on the magnitude of
surface elevation and fluid velocity could be small for this experi-
mental case although there was a large difference in dimensionless
quantities between the experimental and full scale. However, fur-
ther studies to quantify the scaling effect are recommended.

Conclusions

This study conducted physical and numerical modeling of tsunami in-
undation in a 3D complex coastal city model that included ports and
buildings. The experiments used tsunami conditions for a solitary
wave by a piston-type wavemaker, constant flow, and realistic long
period tsunami waveforms by a pump. The time series of tsunami

(a) (b)

Fig. 13. Predicted probability of building destruction by different models and building ratio out of 381 buildings in total corresponding below a
certain probability by two empirical fragility functions: (a) EF1 that used inundation depth; and (b) EF2 that used fluid velocity. Different lines
show model differences and corresponds to Fig. 3.

Table 3. Summary of values to calculate dimensionless quantities (Bo,We,
Re, and Fr)

Symbol Name Value

g Gravitational
acceleration

9.81 m/s2

ρ Water density 1,000 kg/m3

ρa Air density 1.29 kg/m3

Δρ Difference of density 1,000 kg/m3

L Characteristic length 0.05 m (average building width in
physical model)

U Characteristic velocity Average value of maximum velocity in
Region A′

γ Surface tension 0.0728 N/m
ν Kinematic viscosity 10−6 m2/s

Table 4. Summary of the calculated dimensionless quantities (Bo,We, Re,
and Fr); upper and lower numbers show values at experimental and full
scale, respectively

Symbol TUNAMI STOC SGSWE JAGURS Exp

Bo 336.45
2.10 × 107

336.45
2.10 × 107

336.45
2.10 × 107

336.45
2.10 × 107

336.45
2.10 × 107

We 170.08
1.11 × 107

275.79
1.72 × 107

128.29
0.96 × 107

153.49
0.80 × 107

198.45
1.24 × 107

Re 22,504
8.90 × 107

29,264
1.16 × 108

19,304
7.63 × 107

21,687
8.57 × 107

22,992
9.09 × 107

Fr 0.64
0.64

0.84
0.84

0.55
0.55

0.62
0.62

0.66
0.66
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wave height was measured by 12 WGs that covered the flume from
offshore to onshore and over the city model. The tsunami inundation
propagation on the land was recorded by an overhead 4K video cam-
era. Fluorescent dye was used to detect the leading edge of inundation.
The PIV was applied to measure the spatial flow pattern and the ve-
locity field were obtained. In addition, this study ran and compared
numerical simulations between four different models based on various
forms and numerical schemes for the nonlinear shallow water equa-
tions. The sensitivity of the tsunami inundation simulations in urban
areas was discussed by comparing the simulations with the physical
experiment results for the case of solitary wave conditions.

The overall characteristics of inundation, such as the inunda-
tion depth, surface elevation, and current velocity could be mod-
eled by the multimodel inundation simulation presented in this
study. All the models could reproduce the inundation process
overall but the detailed local processes, such as surface elevation
at the intersection or the velocity around buildings varied in each
model. The variation in the results was confirmed in the detailed
inundation process as demonstrated by merging and blocking,
specifically in city areas, such as buildings, bridges, and intersec-
tions. Fundamental discretization schemes for the bottom friction
and advection terms were the same between each model but there
were differences in the detailed treatments on their coding. The
difference in surface elevation gave the variation in the current
velocity since the current velocity was the gradient of surface el-
evation. Once the velocity variation occurred, the advection term
evaluation gave a large variation since the advection term was
proportional to the square of the velocity. Considering that the
tolerance water depth for the wet/dry boundary was small com-
pared with the tsunami scale, the detailed differences of the
wet/dry boundary scheme in their source codes gave a large var-
iation in surface elevation and wavefront velocity. In addition, it
is important that the arrival time difference gave a further differ-
ence in the local inundation process. The detailed differences in
the treatment of the advection term and the wet/dry boundary
condition gave a variation in the current velocity on the land
and the errors between each model accumulated because the
run-up distance was longer due to the iteration process to solve
the advection term using the current velocity in the previous
time step. Artificial topographic changes, such as buildings en-
larged the variation in surface elevation and current velocity.
This study confirmed the importance of considering the uncer-
tainty of the modeled results due to model differences in tsunami
inundation simulation that target coastal urban areas. The results
indicated that inter-model variation lead to significant differences
in the predicted damage, and the use of velocities to compute fra-
gility had higher sensitivity to model implementation than using
inundation depth.
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Notation

The following symbols are used in this paper:
Bo = Bond number;
Fr = Froude number;
CD = drag coefficient;
g = gravitational acceleration (m/s2);
h = water depth of the flume (m);
i = building number;
j = SWE model number;
L = characteristic length (m);
Nb = total number of buildings;

Nmodel = total number of SWE models;
PD(x) = probability of the destruction;
PD,i,j = PD(x) for the ith building estimated by the jth SWE

model;
PD,i,mean = arithmetic average of the probability for all SWE

models and the ith building;
PD,all-mean = arithmetic average of the probability for all SWE

models and buildings;
Re = Reynolds number;
T = appearance time of maximum surface elevation time

(peak time) (s);
�T = peak time normalized by the incident wave (s);
T0 =

����
h/g

√
U = characteristic velocity (m/s);
V = SWE model dimensionless variation in computed

values, such as inundation depth or wave front
velocity;

Vb = SWEmodel dimensionless variation in probability of
destruction;

We = Weber number;
x = Tsunami intensity measure (e.g., maximum

inundation depth or fluid velocity);
X = horizontal coordinate (m);
Y = vertical coordinate (m);
γ = surface tension (N/m);
η = surface elevation (m);
�η = normalized surface elevation (m);
η0 = surface elevation at the wave generator (WG1) (m);
λ = calibrated coefficients (one for each intensity

measure x);
μ = SWE model mean of computed values;
ν = kinematic viscosity (m2/s);
ρ = water density (kg/m3);
ρa = air density (kg/m3);

Δρ= ρ− ρa = difference in air and water density (kg/m3);
ξ = calibrated coefficients (two for each intensity

measure x);
σ = SWE model standard deviation of computed values;

and
Φ = standardized normal distribution function.
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