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ON THE PRECISE ASYMPTOTICS OF TYPE-IIB
SOLUTIONS TO MEAN CURVATURE FLOW

JAMES ISENBERG, HAOTIAN WU, AND ZHOU ZHANG

ABSTRACT. In this paper, we study the precise asymptotics of non-
compact Type-IIb solutions to the mean curvature flow. Precisely, for
each real number v > 0, we construct mean curvature flow solutions,
in the rotationally symmetric class, with the following precise asymp-
totics as t " oo: (1) The highest curvature concentrates at the tip of
the hypersurface (an umbilical point) and blows up at the Type-IIb rate
(2t + 1)~1/2(2) In a neighbourhood of the tip, the Type-IIb blow-
up of the solution converges to a translating soliton known as the bowl
soliton. (3) Near spatial infinity, the hypersurface has a precise growth
rate depending on 7.

1. INTRODUCTION

Given an embedded (more generally immersed) n-dimensional hypersur-
face g : M™ — R™*! in Euclidean space, consider the one-parameter family
of hypersurfaces ¢(t) : M™ — R tq < t < t1, generated by the mean
curvature flow (MCF), which is specified by the evolution equation

(1.1) p(p,t) =H, peM", to<t<t.

Geometrically, MCF deforms a hypersurface in the direction of its mean
curvature vector H, starting from the initial hypersurface ¢ (tg) = @o.
Suppose we have a smooth solution to MCF on a maximal time interval
[0,T). Let h(t) denote the second fundamental form of p(t)(M"™). If T < oo,
then we say the finite-time solution is
o Type-1 if sup (T —1t)|h|? < o,
M™x[0,T)
o Type-Ila if sup (T —t)|h|? = cc.
M7 x[0,T)
If T = oo, then we say the infinite-time solution is
o Type-III if sup t|h]? < oo,
M™% [0,00)
o Type-IIb if sup t/h]? = co.
M™x[0,00)
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Analogous categorizations hold for singularities occurring in Ricci flow with
|h|? replaced by |Rm|, where Rm is the Riemann curvature tensor of a
metric evolving by Ricci flow [7].

The following questions (e.g., [7, Problem 8.6] in the context of Ricci flow)
are natural: What can be said about the specific blow-up rates of Type-Ila
or Type-IIb solutions to MCF? And what can be determined about the
asymptotic behaviour of MCF solutions of these types near the maximal
time of existence?

In dimension one (n = 1), MCF of closed embedded curves in R? never
form a Type-Ila singularity [11]. However, Angenent and Veldzquez have
constructed a MCF of a closed immersed curve in the plane that forms a

Inln(1/(T—-t))

Type-Ila singularity with sup |h(-,¢)| blowing up at the rate =7 ,
Sl

which is faster than (7' — t)~'/2 but slower than any higher power (T —
t)~1/2=¢ [1]. In dimension two or higher (n > 2), Type-Ila singularities can
form in MCF of embedded hypersurfaces. Compact examples with blow-up
rates (T—t) '™ for any integer m > 3 have been constructed by Angenent
and Veldzquez [2]. Noncompact examples with blow-up rates (7' —t)~(+1/2)
for any real number v > 1/2 have been obtained by the authors [12,13].
There are corresponding results for Type-Ila solutions [4,16] and Type-IIb
solutions [15] in Ricci flow.

Type-IIb solutions to MCF are necessarily noncompact because MCF' of
any compact hypersurface must have finite time of existence by the avoid-
ance principle [8]. In this paper, we construct a class of Type-1IIb MCF
solutions and describe their precise asymptotic properties. In particular, we
determine their Type-IIb curvature blow-up rates, and also determine the
behaviour of the solutions near where the curvature is the highest as well
as near spatial infinity. Our construction is carried out in the class of com-
plete noncompact hypersurfaces that are smooth, rotationally symmetric,
convex', entire graphs with prescribed growth rate at spatial infinity.

Let us set up the notation. For any point (zg,21,...,z,) € R"™ we

write
r=mx9, T=r/TF+ -+ 2.

A noncompact hypersurface I' is said to be rotationally symmetric if
I'={(zxo,z1,...,2n) : 7 = u(x0),a < zo < 00}.

We assume that u is strictly concave so that the hypersurface I' is (strictly)
convex and that w is strictly increasing with u(a) = 0 and has the asymptotic

growth condition li}n u(xg) = oo, which is a necessary condition for the
xo /oo

solution to be Type-IIb or Type-III. Indeed, if we assume the contrasting

condition that li}n u(zg) = R for some finite positive value of R, then
xg /oo

1Throughout this paper, “convex” means “strictly convex”.
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the hypersurface is a complete graph over a ball B% of radius R, and is
asymptotic to the cylinder Sﬁ_l xR, whose axis is the xg-axis. MCF starting
from such a hypersurface escapes to spatial infinity in finite time by the work
of Saez and Schniirer [14]. Among MCEF solutions of this sort, the authors
have exhibited a class of Type-Ila solutions and have described their precise
asymptotics in [12] and [13].

Returning to our construction of mean curvature flows which exhibit
Type-IIb behaviour, we note that the function w is assumed to be smooth
except at = a. This particular non-smoothness of v is a consequence of the
choice of the coordinates; in fact, as seen below, if the time-dependent flow
function u(x,t) is inverted in a particular way, this irregularity is removed.
We label the moving point where u(z,t) = 0 as the tip of the hypersurface.

We now denote by I'; the solution to MCF which starts at a specified
choice of the initial embedding of I" (as described above). If we represent I';
by a graph r = u(z,t), then under MCF the function u satisfies the PDE

Uy n—1
1.2 U= ——5 — ———.
(1.2) T4l u
To help carry out analysis, especially in a neighbourhood of the tip, it is
useful to define the following rescaled quantities

(1.3) T =logVv2t+1,
(1.4) y = (2t 4+1)"0+D/2
(1.5) ¢y, m) = ulw, t)(2t + 1)71/2,

where v is a free parameter to be specified.

To motivate the rescaled quantities (1.3)—(1.5), we first recall that the
Type-III blow-up rate is 12 ~ (2t + 1)*1/2, whereas the Type-IIb blow-up
rate is faster than the Type-III rate. If we seek MCF solutions with the
Type-1Ib curvature blow-up rate (2t + 1)(7_1)/2, where v > 0, then the part
of the hypersurface where the curvature is Type-IIb covers a distance on
the order of (2t + 1)(7“)/ 2 as it is moving at a speed proportional to the
curvature blow-up rate on the order of (2t +1)(7=1/2, Therefore, we rescale
the z-coordinate according to (1.4) to bring the hypersurface that is moving
to spatial infinity to a finite distance away from the origin. The rescaling
(1.5) is at the Type-III rate and serves as an intermediate step to capture
the geometry of the hypersurface where the curvature blow-up is not Type-
ITb (cf. Section 2). To further study the geometry of the hypersurface near
where the curvature is Type-IIb, we introduce a further rescaled quantity

(cf.(2.3))

(1.6) 2= g™ = u(2t +1)77/2,
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Substituting the rescaled quantities (1.3)—(1.5) into equation (1.2), we
obtain the following PDE for ¢(y, 7):

—2
e dyy
“or 12
L+e27g?

(n—1)
¢

where 8T|y means taking the partial derivative in 7 while keeping y fixed.
We note the resemblance between equation (1.7) and equation (1.3) in [12]
or [13].

It is useful to invert the coordinates and work with

y(qb, 7-) =Y (¢(y7 7_)7 7_) )

this inversion can be done because the hypersurface under consideration is
a convex entire graph (opening in the positive z-axis). In terms of y(¢, 1),
the equation corresponding to mean curvature flow, which is equivalent to
equation (1.7) and hence equivalent to equation (1.2), is the following;:

(1.7) Ol, ¢ = + (O +Dyoy — -0,

n—1
(1.8) Orloy =1 fj;‘?;wi + ( 5t ¢>> vs — (v + )y.
Equation (1.8) closely resembles its counterparts in [12] and [13]. Note
that the difference occurs in the zeroth order term and the first order term
involving ¢y,. As a result, the approach in [12] and [13] is promising in the
current setting.

We use the notation “A ~ B” to indicate that there exist positive con-
stants ¢ and C such that ¢cB < A < CB. Our main result is the following.

Theorem 1.1. For any choice of an integer n > 2 and a pair of real numbers
v >0, and A > 0, there is a family 4 of n-dimensional, smooth, rotationally
symmetric, strictly convex, entire graphs over R™ such that MCF evolution
Ty starting at each hypersurface I' € &4 escapes to spatial infinity at T = oo,
and has the following precise asymptotic properties ast / co:

(1) The highest curvature occurs at the tip, where u(x,t) = 0, of the
hypersurface 'y, and it blows up at the Type-1Ib rate

(1.9) sup |h(p,t)] ~ (2t +1)07V/2 a5t oo,
peR™

(2) Near the tip, the Type-IIb blow-up (rescaling) of T'y converges to a
translating bowl soliton; precisely,

(1.10)

y(e—w'z 7_) _ y(o 7_) 4 e—Z’YT M + 0(1) as T /‘ 00
’ ’ (v+1A

uniformly on compact z intervals, where z = ¢e™, and P is defined
in equation (2.10).
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(3) Away from the tip and near spatial infinity, the Type-III blow-up of
I’y grows at the rate

(1.11) Yy~ (2 +n—1)02 456 Moo

In particular, the solution constructed has the asymptotics predicted by the
formal solution described in Section 2.

The asymptotic condition (1.11) of our MCF solutions says that y ~ ¢7*!
as ¢ " oo. Using the relations y = (2t + 1)~/ and ¢ = w(2t 4+ 1)~ /2
to convert y and ¢ back to the unscaled coordinates x and u respectively,
then

(1.12) z~uTt asu oo

Since v > 0, the entire graphical hypersurfaces moving by MCF described
in Theorem 1.1 have super-linear growth in w (cf. [5, Table 1]). On the
other hand, suppose a smooth entire graph, not one of those constructed
in Theorem 1.1, grows linearly in u near spatial infinity, i.e., £ ~ u as
u " 0o, which is the case if ¥ = 0 in (1.12). Then MCF staring from this
hypersurface is Type-III with the curvature blow-up rate (2t 4+ 1)~'/2 by
the work of Ecker and Huisken [9]. For asymptotic behaviour of Type-III
solutions to MCF, we refer the reader to the classical results of Ecker and
Huisken [9,10] and the recent work of Cheng and Sesum [6]

The proof of Theorem 1.1 uses matched asymptotic analysis and bar-
rier arguments for nonlinear PDE, the same strategy that has been imple-
mented for Type-IIa solutions in [12] and [13]. In Section 2, we describe the
construction of the approximate (formal) solutions using formal matched
asymptotics. In Section 3, we use these approximate solutions to construct
regional supersolutions and subsolutions to the rescaled PDE. The regional
supersolutions and subsolutions are ordered and we patch them together
to form barriers for the rescaled PDE in Section 4; a comparison principle
for the barriers is also proved there. In Section 5, we use these results to
complete the proof of Theorem 1.1.

Acknowledgements. J. Isenberg is partially supported by NSF grant PHY-
1707427; H. Wu thanks the support by ARC grant DE180101348; Z. Zhang
thanks the support by ARC grant FT150100341.

2. FORMAL SOLUTIONS

2.1. The formal solutions in the form y(z,7) or y(¢, 7). To derive the
Yoo
1+ 62771/35
in equation (1.8) are negligible, so the PDE (1.8) is approximated by the

ODE

(2.1) <"¢1+¢>§¢—(v+1)g:o,

formal solutions, we assume that for 7 large, the terms 0. | oY and
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whose general solution is
(2.2) §(6) = C1 (6> +n— 1),

where C] is an arbitrary constant, and ¢ € [0,00). For v > 0, as we presume
in this paper, 4 is convex and grows super-linearly.

To check the consistency of the assumptions we have made in obtaining
the ODE (2.1), we substitute the solution g given in (2.2) into the quantity
__ Yoo
1+ 2y’

Boo __ Cily+ (@ +n 1021496
LEETIL 14 [0+ 627 (1 +9)2(0? +n — 1207

obtaining

This suggests that 7 is a reasonable approximate solution, provided that the
boxed term ¢?e®'7 is sufficiently large.
As in the statement of Theorem 1.1, we define

(2.3) z = e,
We label the dynamic (i.e., time-dependent) region where z = O(1) as the
interior region and call its complement the exterior region. Note that the
condition z = O(1) is equivalent to the condition ¢ = O (e™"), which
corresponds to a region near the tip (at which ¢ = 0). Since

Or |2y = Orlsy — v2us,
we obtain from equation (1.8) the evolution equation for y(z,7):

Y n—1 4 _
(2'4) aT|z y= e—2T _:262773/2 + < - 627 + (1 - 7)Z> Yz — (7 + 1)y~
z

We consider the ansatz
(2.5) y=A+e D (z,1),

where A is a positive constant and Fisa function to be determined; in par-
ticular, F'(0,7) = 0. Before we determine F, let us provide some heuristics
for this ansatz. Suppose that we want the Type-IIb curvature blow-up rate
(2t + 1)(7*1)/2, where v > 0, at the tip of the hypersurface moving by MCF;
then we expect the geometry near the tip to be modelled by a translating
soliton. So as t oo, if we rescale the (x,u)-coordinates by the Type-IIb
blow-up rate near the tip, then we expect the hypersurface near the tip to
be generated by the profile

(2.6) 22t +1)0" V2= 4. (2t +1)° + B <u(2t n 1)(7_1)/2,t> ,

where A is some constant, B(-,t)|,=0 = 0 for all ¢, and « is a parameter
that we determine now. The profile in (2.6) is equivalent to

27) w=A-2+1)*77 +(2+1)0"02B (u(Qt + 1)(”_1)/%) .
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The tip, where v = 0 and the curvature is prescribed to be blowing up at
the Type-1Ib rate (2t+ 1)(7*1)/2, is moving at a speed on the same order and
hence covers a distance on the order of (2t +1)(*1/2. Therefore, comparing
(2t +1)0FD/2 with the coefficient of A in (2.7), we have o = 7. As a result,
(2.7) becomes

r=A-2t+1)"% + (2t +1)"0"V2p (u(2t + 1)(7’1)/2,75) ,

which, rewritten in the (y, 7)-coordinates, is just the ansatz in (2.5).
Substituting (2.5) into equation (2.4) yields

(2.8)

F,, F, bt —92 -~ - -

3 ~1)22 = (7 DA+ T (y = )(Fe - F) + 0, |
CE DT = 0 DA [ DGR P+ o,
Continuing the formal argument, we assume that for 7 very large, the term
in (2.8) with the coefficient e=27 is negligible. Equation (2.8) then reduces
to the ODE

FZZ
1+ F2
To solve (2.9) for F, we define P(w
initial value problem

(2.9) +(n—1)—==(y+ 1A

N‘ﬁjl

~—

to be the unique solution to the

P’ll)’UJ P’Ll) ) )
2.10 W (n-1)=2 =1, P(0)=P,(0)=0.
(2.10) () (n—1)— (0) = P (0)
We then readily verify that if F is given by

~ 1 ~ ~
2.11 F(z,r) = ———=P((v+1)4z) + C(r),
(2.11) (7 = Al (04 D) +C0)

where C(7) is an arbitrary function of time, then F satisfies (2.9).

The initial value problem (2.10) has been solved in [2, pp.24-25] for gen-
eral dimensions. It has a unique convex solution defined on R with the
following asymptotics:

w?/2n + o (w?), w N\ 0;
(2.12) P(w) = / (w%)
w?/(2n —2) —logw + O (w™?), w oo

Rescaling back to the (z,u)-coordinates, then in a neighbourhood of the

tip, where u = 0, we have

z=A@2t+1)0T/2 1 O (logv2t + 1) (2t + 1)~ 1D/2¢

+ G+hA 1>Au2(2t +1)0=D2 4 (u2(2t + 1)(7‘1)/2) .

2n
For this formal solution, the curvature at the tip is
d? ~
(2.13) hiipl ~ Hip ~ —2| = (v + 1)A(2t + 1)0~1D/2,
du?|,_,
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It follows then that
tlhup)? ~ t(2t + 1)1 ~ 17,

Therefore, the formal solution is Type-IIb if v > 0. This argument gives
us reason to believe that, once we have constructed the actual solution to
MCF presuming that it is controlled by the formal solution, it will have the
desired Type-IIb behaviour.

Because the speed of a hypersurface moving by MCF is given by its mean
curvature H, it follows from (2.13) that over the time period [tp,c0), the
tip of the hypersurface, formally (i.e., as predicted by the formal solution)
moves along the z-axis to the right from its initial position xg by the amount
ftzo Hi;p, = +00. So in terms of the z-coordinate, the hypersurface evolving
by MCF disappears off to spatial infinity as ¢ /* co. However in terms of the
y-coordinate, provided that C(7) = O(7), the tip remains a finite distance
from the origin for all time 7 since

yo(T) = A+ e 27C (1) ~ A

From this point on, we assume  to be a fixed positive constant.

The formal solutions constructed separately in the interior and the exte-
rior regions each involves a free parameter. Matching the formal solutions
on the overlap of the two regions, we can establish an algebraic relation-
ship between these free parameters. Setting z equal to a constant R, and
assuming that 7 is very large, then

(2.14) y~ A

In the exterior region, again setting z = R (and therefore ¢ = Re™"") and
again presuming very large 7, we have from (2.2) that

(2.15) y~ Cy(n—1)0FD/2
Matching (2.14) with (2.15), we obtain
(2.16) A=0Cy(n—1)0F02,

In summary, in the interior region where z = ¢e?”™ = O(1), we blow up the
formal solution u(t, ) to MCF at the prescribed Type-IIb rate (2t+1)(—1)/2
and rescale the coordinates in accord with how fast the surface moves under
mean curvature flow by setting y = = (2t + 1)*”“)/ 2. Then in this interior
region, the formal solution is given by

Yform, int = A + 672’”—0(7—) + 67277F~1(Z)7

where " and C(7) (to be specified in Lemma 3.1) are related to P as specified
in (2.11), and where P is the solution to the initial value problem (2.10).
In the exterior region, where Re™ 7" < ¢ < oo for some R > 0, the formal
solution takes the form

(v+1)/2
nyTm, ext — (n _ 1)(’Y+1)/2 ((Z)Z +n 1) 7 .
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We emphasise that the discussion in Section 2 applies to the formal so-
lutions in the interior region and the exterior region. We show in Section
5 that the actual MCF solutions we construct also have the asymptotics
predicted by the formal solution.

2.2. The formal solutions revisited in the form \(z,7) or A(¢,7). To
prove the main result (Theorem 1.1) of this paper, it is useful to also work
with the quantity A := —1/y, which is a bounded function because of the
super-linear growth of the embedded hypersurface corresponding to large
values of y. The interval of ¢ remains noncompact; in fact ¢ € R.

Under MCF, the evolution equation for A is readily obtained by substi-
tuting the definition of A into (1.8):

Apo — 2A% /A

2.17 Orly X =
(217) g 14 €272 /A

+<n;1+¢> Ao+ (v + DA

The class of MCF solutions we consider here correspond to (even) solutions
of equation (2.17) subject to the following effective boundary conditions: the
super-linear growth of y implies that lim || 2 A(¢,7) = 0. By the rotational
symmetry, Ay(0,7) = 0.

As in the previous analysis in terms of y, it is useful here to use the dilated
spatial variable z = ¢¢?". The evolution equation for A(z,7) then takes the
form
(2.18)
2T\, — 202/0)

14 et7A2/0

We now construct the formal solutions in terms of \(z,7) or A(¢, 7), using
arguments very similar to those used above in terms of y.
In the interior region, where z = O(1), we use the ansatz

A= —A+eD7F(2),

s
0-, A=< + M7 (n— 1) + (1= 7)2hs + (7 + DA

where A is a positive constant and F' is a function which we now determine.
Substituting this ansatz into equation (2.18), we find that F' must satisfy
F.,—2e27F2/(~A+e 27F)

14+ F2/(-A+e27F)4

(2.19) eI (=29F + 0;|, F) =

Fn-1)Z (414
P )2Fs + (7 4+ D).

Assuming, in our formal argument, that the terms with coefficient e=277
in equation (2.19) can be ignored for large 7, then (2.19) reduces to the
following ODE for F:

FZZ

2.2 P ——
(2:20) 11 F2/A8

F-1)Z = (4 DA
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To find solutions to (2.20), we rescale F' according to

3
2.21 F(z) = P(2(y+1)/4),
(2.21) (2) = 7 P+ D/4)
and determine that P(w), where w := z(y + 1) /A, satisfies the ODE
wa Pw
S D LICR
1+ P2 Tn-1) w

Subject to the initial conditions P(0) = P, (0) = 0 which come naturally
from the geometry of our hypersurface, we can solve for P uniquely (cf.
equation (2.10)). Moreover, the asymptotic expansions of P(w) are known:

{ ﬁwz—i-o(uﬂ), w N\ 0;

ﬁuﬂ —logw+ O (w_Q), w oo

P(w) =

Consequently, the asymptotic expansions of F(z) are as follows:

CEA2 o (), SN0
(2.22) F(z) = (41A 3 " »
2n—-1)° — (+D) log ((y+1)z/A) + O (Z ) , 2 /oo

In the exterior region, examining the evolution of (¢, ) as governed by
the PDE (2.17), we assume, as part of the formal argument, that the term
A — 2)\3) /A

——————— is negligible for 7 large. Then any solution of the ODE
1+ 6277')\5) /A4

(2.23) (";1+¢> Mo+ (Y+DA=0

is an approximate solution to equation (2.18). We can solve for A(¢) explic-
itly,

(2.24) M) =C (¢* +n—1) 0t

for an arbitrary constant C.

3. SUPERSOLUTIONS AND SUBSOLUTIONS

For a differential equation of the form D[] = 0, a function T is a
supersolution if D[1pT] > 0, while 1~ is a subsolution if D[p~] < 0. If there
exist a supersolution 9™ and a subsolution ¢~ for the differential operator
D, and if they satisfy the inequality ) > 1~ then they are called upper

and lower barriers, respectively. If D[¢] = 0 admits solutions, then the
existence of barriers ¥ > 1~ implies that there exists a solution ¢ with
Yt > >

In this section, we construct subsolutions and supersolutions for the rescaled
MCF PDE in the interior and the exterior regions separately, and then in
the next section combine them to get the global barriers along the flow.



ON THE PRECISE ASYMPTOTICS OF TYPE-IIB MCF SOLUTIONS 11

3.1. Interior region. In the interior region, we work with A(z,7), and
with the corresponding MCF equation (2.18). Hence, we work with the
quasilinear parabolic operator

(3.1)

e (N, — 2X2/))
“Tz[)‘] = aT|z A= 1+ €4y7)\2/)\4
for which we seek a subsolution and a supersolution. The result is the
following.

— €M7 (n — 1)% + (v =1z, — (v + 1A,

Lemma 3.1. For an integer n > 2, a real number v > 0, and any pair of
positive real numbers AT, we define the functions F* to be the solutions to
equation (2.20) with the constants A = A* respectively.

For any fized constants Ry > 0, B* and E*, there exist functions Q% :
R — R, constants D*, and a sufficiently large 71 < oo such that the func-
tions
(3.2)

\E

(2, T) = — AT + e_QWFi(z) +e T (B:tT + Ei) + 76_47TDiQi(z)
are a supersolution (+) and a subsolution (—), respectively, of T,[\] =0 on
the interval 0 < |z| < Ry for all T > 1.

The functions QF depend on AT and F*(2) respectively. The constants

D* depend on n, v, AT and B* respectively, and on R;.

Proof. Careful inspection of the argument in Lemma 3.1 of [12] (or [13])
reveals that the definition of the function ) depends on the second order
term and the first order term with A,/z in the operator T, defined in (3.1).
The terms with zA, and A in our operator, although different here, only
change the constant C in the inequalities for D™ and D, but do not change
the construction argument in the proof of Lemma 3.1 of [12] (or [13]). So
the lemma is proved. O

Remark 3.2. Any positive constants AT and A~ work in Lemma 3.1. In
Lemma 4.1, we choose ordered constants AT and A~ so that )\;;t and A; ,
are ordered.

3.2. Exterior region. In the exterior region, we work with the quantity
A(¢,7), and with the corresponding MCF equation (2.17). Hence, defining
the quasilinear parabolic operator

Moo —2A3/X <n —1
1+ /3 ¢
we seek a subsolution and a supersolution for this operator. The existence
of these is proven in the following lemma.

(33) Tyl 1= dhl, A - +6) %~ (r+ DA

Lemma 3.3. For an integer n > 2 and a real number v > 0, we define?
(3.4) A=) := (¢? +n—1)" 02,

2This definition is consistent with (2.24); therefore X satisfies equation (2.23).
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For any positive constants ¢, there exists an even function ¢ : R —
R such that for any fired Ry > 0, there exist a pair of constants b* and
sufficiently large 9 < 0o, for which

(3.5) AL = A5 (9, 7) = —cFA(9) + bEe DT (9)

are a supersolution (+) and a subsolution (—), respectively, of Fy4[A\] = 0
over the region Raoe "7 < |¢| < oo for all T > 19. The constants b+ depend
onn,v, Ra, and c¢*, respectively.

Proof. The functions involved are all even in ¢, so we need only consider
¢ > 0.

Going through the proof of Lemma 3.2 of [12] (or [13]) shows that the
definition of the function 1 does not depend on the second order term in
the operator Fy. Here, we define 1) to be any solution of the ODE

(3.6) ~(1 4370 - (";f + ¢) W= A,

where
LX) =X/
(=) (=A)*

9P +n—1
(v +1)¢?
<0
for all ¢ € R. The general solution ¢ to this ODE is
(3.7)
33 1= 2 (¢*+n—-1) 2 2

where (1 is an arbitrary constant.
Applying the operator F, defined in (3.3) to the function A}, from (3.5),

ext
we obtain (omitting the superscript “+” and the subscript “ext” to simplify

the notation)

7Ty [Nat] = 1T+ [—(1 +37)¢ - (”;f + ¢> w'] :

where 1) solves the ODE (3.6) and
oo — 202 /A
e~2T 4 )\35/)\4
=AA[1+0 (e77bp/(cA), e 270 /(eX), e 270" [ (eX"))] .

1I =

So then
e Ty [N = AE [1+0 (e727by/(cN), e 270y [(eN), e 2T /(eN))] + b
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Let ¢, and dj, where k = 0,1,2, denote constants that depend on the
now-fixed constants n and 7. From (3.4) and (3.5) we have as ¢ ' 0o the
following asymptotics

Y/A=(¢* +n—1)""[co +o(1)],
N = (¢ +n 1) [ +o(1)],
N = (¢ +n—1)77 [e2 +o(1)],
and as ¢ \, 0, the following asymptotics
/A = dolog(¢?) + O(1),
WX = ¢ [di + O (¢ log(¢?))] ,
YN =672 [da + O (7 1og(¢))] -

The above asymptotics imply the following estimates. If § < ¢ < oo for
some fixed § > 0 (e.g., § = 1/2), then we have

}O (6_277171/1/(05\), 6_27Tb¢’/(05\'), 6_2771)1[),//(65\”))’ < bMye 7

for some constant M;. Consequently, we choose T sufficiently large so that
Mye=2" < 1/(2¢3) for all 7 > 75 (recall that c is fixed), so then

e Ty ALy > A{b+ (1 +bMe 7))
>0

for § < ¢ < oo if b satisfies b < —2¢3/3.
If Rye™7 < ¢ < §, then we have
|0 (e7277bap/(cA), e 2770y [ (eN), e 27" /(X)) | < bMa Ry
for some constant My, and so
7Ty [No] = A{b+ ¢ (1+bM2Ry%) }
>0

for any b satisfying b < —c3/(1 + > MyR5 ).
Therefore, there exists

+1\3 3
p<mind -2€ =
3 14 (¢t)” MaRy

such that A%, defined in (3.5) is a supersolution of F4[A] = 0 on the interval

Roe™7 < ¢ < o for all 7 > 7.
By a similar argument, there exists

—\3
b~ > max<{ —2(c7)3, (2 ) 5
1—(c7) MyRy
such that A_,, defined in (3.5) is a subsolution of F4[A\] = 0 on the interval

Roe= 27 < ¢ < oo for all 7 > 7.
Therefore, the lemma is proved. O
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Remark 3.4. From the proof of Lemma 3.3, we always have bt < 0, and we
can pick b~ > 0.

4. UPPER AND LOWER BARRIERS

According to Lemmata 3.1 and 3.3, if we choose Ry < Rl, then there
is an overlap of the interior and exterior regions where both )\mt and AT
are defined. In order to show that the regional supersolutions )\ext and )\;’;Lt
together with the regional subsolutions A_,; and A; , collectively provide
upper and lower barriers according to the standard sup and inf constructions
for the rescaled PDE of MCF, we need to show the following:

(i) in each region, A\, , < A, and A_,, < AL,

(ii) A}, and A}, patch together; i.e., sup{A\} ,, AL } takes the values of

A}, and then Af, when moving from the interior to the exterior
region. Similarly for A\, , and A_,;;

(iii) the patched supersolutions and subsolutions have the required com-

parison relation throughout, i.e., A_,, < Af, and A, , < AL, wher-

ever they are defined, in addltlon to the inequalities included in (i).

ext

Item (i) follows from the following two lemmata, which are proved by the
same line of logic used to prove Lemmata 4.1 and 4.2 in [12] or [13].

Lemma 4.1. For A~ > A", there exists T3 > 71 such that
AP, = —AT f e TFE(2) 4 (B:tT + Ei) e T+ 1e T DFEQE(2)

int
< AF

int wnt

satisfy A for |z| < Ry and for T > 3.

Lemma 4.2. For ¢t > ¢, there exists T4 > 71 such that
Nt = A(0) + bFe Ty (9)
(as in Lemma 3.8) satisfy A.,; < A\l for Ree™ ™2 < |¢| < 00 and T > 4.

ext

To justify (ii), i.e., the patching of supersolutions (or subsolutions) by
taking infimum (or supremum), we recall that Lemma 3.1 holds for any
Ry > 0 and Lemma 3.3 holds for any Re > 0. Below, we choose 1 < Ry < R;
and patch together \;, and AL, and A}, and A_, in the region defined by
{R2 < z < Ry}. To this end, we need the following lemma.

Lemma 4.3. For a fixed integer n > 2 and a fized real number v > 0, set
- n— 1)-30+1)/2
(4.1) B = ( )
v+1

Let M}, and X\;, , be as discussed in Lemmata 3.1 and 4.1, and \J,, and \_,
as discussed in Lemmata 3.3 and 4.2. There are properly chosen constants
AT > 0,BT bt <0,b= >0 and ¢t > 0 satisfying

(4.2) AF =t (n—1)"0FD/2 5,
(4.3) B* = —b* B,

> 0.
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such that for some sufficiently large R1 and Ry for Lemmata 3.1 and 3.3,
we have for T > 5 with some sufficiently large 15, the functions

A= AL

int ext> Aemt - )‘int

both strictly increase from negative to positive in the z-interval (Rg, Ry).

Proof. We prove the Lemma for ¢ € [0, 00); the proof for ¢ € (—o0, 0] follows
as a consequence of the evenness of the function ¢.
In the interior region, using the asymptotic expansion of F(z) in (2.22),
we have that as z 7 oo,
A= —At + Btre 274
o [(E DAY 5 (413
2(n—1) (v+1)
+ DTre 7 QT(2).

log ((y + 1)z/A+) +ET+0 (2_2)

In the exterior region, using the asymptotic expansion that readily follows
from the explicit expression for ¥ (¢) in (3.7), we have that as ¢ \, 0,
Mo =—c"A(ze777) + bte 21 (ze777)
¢t i+ 1)

_ 2 _—2v1 4 —4nT
= oo Tamoneeans ¢ 0 CX

—Abtre T [B +0 (226_277)]

+bte 7 [B log|z| +d+ O (z%¢7*7 (1 + log |2| + 7))} ;

where 3 is defined in (4.1) and d = (n — 1)730+1)/2 (21_:7% + Ci(n — 1)) is

an arbitrary constant. It then follows that

A=A = (—A+ +ct(n— 1)_(7“)/2) + (B+ + 'yb+ﬁ~> Te T

int ~ ext

+ +
L [(’Y +1)A 2 (v + 1))/2 22]

2(n —1) 2(n —1)0r+3

e | - (4)” log |z| — bt Blog|z| + ET —bTd+ O(z72)
(y+1) °

+0 (67477 (TQ+(Z) + 22(1 + log | 2| + 7'))) .

By (4.2) and (4.3), the first two lines in the above expression are zero and
we get

e TN — AT

wnt ext

(A e oglz 272 bt
)= (8 v B ) sl + 0 (%) + B v

+0 (77 (rQT(2) + 22 (1 + log |2] + 7)) ,
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with its derivative with respect to z given by
eQ’*/T()\j‘y- _)\-i- ) — <_ (A+)3 _b+B> Zil —|—O (273)
wnt ext (’Y 4 1)
+0 (™7 (1(QT) + 2(1 +log|2]))) -
So far, we have chosen that AT > 0 and 8 > 0. Moreover, we can choose
b* such that ( (AT)> b+[§’) > 0. Additionally, we know that Lemma 3.3

T (D
holds for )\jxt with the current choice of b". Consequently, we have the

following observations regarding )\;;t — M\, for sufficiently large 7:

(1) The function €277 (A} — Al ,) is smooth and strictly increasing with
respect to z on some interval (R, 10R) where R > 1.

(2) Fixing the constant d, then by adjusting the value of ET, which is
a constant independent of 7, we can make sure Y7 (\} — AT ) has

int exrt
only one zero at some z € (R, 10R) while (1) holds.

Letting Ry = R and Ry = 10R, we have that A}, — AL, strictly increases
from negative to positive in the z-interval (Ra, R;)

In the same way, we can deal with A, , and A_,,. Clearly, we can choose the
same interval (Rg, R1) by adjusting the previously chosen one if necessary.
So the lemma is proved. O

Remark 4.4. The choices of A* and of ¢* in Lemma 4.3 are compatible with
those of Lemmata 4.1 and 4.2.

We can now patch the regional supersolutions and subsolutions, thereby
producing the global supersolution and the global subsolution, which are
consequently upper and lower barriers. More precisely, for |¢| € [0,00) and
T > 75, we define At := AT (¢, 7) by

Nt |¢| < Roe™ 7,
(4.4) A= imf {0, ALY, Ree T < (g < Rye
\ )\:xt’ Rlei’yT S ’(b‘ < 0,

and similarly we define A~ := A~ (¢, 7) by

' Nint: 6] < Roe™7,
(4.5) A7 =< sup {)\;m,)\e_xt} , Roe T < |¢| < Rie 7,
)‘e_a:b Rie7 77 < ‘¢| < 00,

where the above Lemma 4.3 is crucial in justifying the legitimate transition
from the interior construction to the exterior construction. The properties of
the barriers A* are a straightforward consequence of the above construction
and are summarized in the following proposition.

Proposition 4.5. For a fized integer n > 2, let AT and A\~ be defined as
in (4.4) and (4.5) respectively. There exists a sufficiently large 19 such that
the following hold true for ¢ € R and 7 > 19:
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(B1) AT and A~ are a supersolution (+) and a subsolutions (—) for equa-
tion (2.17) respectively;

(B2) A\~ < AT,

(B3) near ¢ =0, \* =\,

(B4) for any T € [19,0), |¢1|i;n AE = 0.

and near ¢ = 0o, \* = )\eizt;

We now prove a comparison principle for any pair of smooth functions
such that one of them is a subsolution of equation F4[A] = 0 (cf. (2.17)) and
the other is a supersolution of the same equation. These functions need not
be A\ constructed above, but of course, the proposition is used to justify
that A* are indeed barriers. We point out that our A* are continuous and
piecewise smooth on their domains of definition.

Proposition 4.6. (Comparison principle for Fy[A\] = 0) For a fized integer
n > 2, a fized real number v > 0, and some T € (79,00), suppose that (T,
¢~ are any smooth non-positive supersolution (+) and subsolution (—) (not
necessarily those constructed in Proposition 4.5) of the equation F4[\] =0,
respectively. Assume that

(C1) ¢~ (¢, 10) < (T (9,70) for ¢ €R,

(C2) |¢1|i;noo (€ (¢,7) = ¢ (¢,7)) <0 for 7 € [10,7],

Then ¢~ (¢, 10) < ¢ (¢, 70) for (6,7) € R X [10, 7).

Proof. Assumptions (C1)—(C2) imply that given any choice of € > 0, there
exists R = R(e) such that

(4.6) ¢ (¢,7) — (T (¢,7) <€, for|p|= R and any T € |19, 7).

Let us define v := e H7((t — () + 2¢, where pu is to be determined. Then
assumptions (C1)—(C2) and (4.6) imply that v satisfies the following condi-
tions

(Cl’) ’U(qb) 7—0) > 0 for ¢ € [_R> R]7

(C2") v(¢,m0) > € >0 for |p| = R and any T € [1p, T].

We claim that v > 0 on (¢, 7) € [—R, R] X [70,7], where 7 < oo and 79
can be chosen to be positive because we are interested in the asymptotics
near the first singular time T and we can always start the flow at T'— 149
for some fixed & > 0.

To prove the above claim, we suppose the contrary. Then it follows from
assumptions (C1’)—(C2’) that there must be a first time 7, € (79,7) and an
interior point ¢, € [—R, R] such that

v(ps, i) = 0.
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Moreover, at (¢, 7x), we have
Orlgv <0, Chs = Copr
G =G ¢F— ¢ = —2eeh™,
Consequently at (¢, 7.), we have
0> e'™0;|pv

= 0rlo(¢CT = ) —imlCT =)

G+ C)(CH2 ()
(2 () + (¢ (27 (¢ + ()
. 2(¢;)?

G e @PIE)

= —2ee!™ {(bounded term independent of ;) — p7y}

> (¢ =¢)
(65,7)

> —2ee!™ {(bounded term independent of u) — pu7p}.

We recall that € > 0 is fixed. If we choose p sufficiently large, then at (., )
we have

0> 0r|pv > 0,

which is a contradiction. Hence, the claim is true. In the proof of the claim,
p may depend on (T, ¢~ and 7, but not on € > 0. Therefore, letting ¢ — 0,
the proposition follows. [l

Remark 4.7. Proposition 4.6 applies to continuous piecewise smooth func-
tions as discussed in [12,13].
5. PROOF OF THE MAIN THEOREM

In this section, we prove the main result of this paper.

Proof of Theorem 1.1. Let n > 2 and v > 0. Let 79 > 75, where 75 is given
in Lemma 4.3.

We first patch the formal solutions in the interior and the exterior regions
at T = 79 to obtain a continuous piecewise smooth function X(qﬁ) defined for
all € R. Given A > 0, we let A:=1/A and set

ci=An—-1)02  Cchi=A—c (Rie™®™ 4+ n — 1)_(7“)/2 .
Recalling that z = ¢e™7, we define
Sy o | AT — IR (R £ G 0< |2l < Ry,
olp) =
—C(¢2 +n— 1)_(74_1)/27 Rle_’YTO < |¢)| < 00,

where R; is defined in Lemma, 4.3.
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For any € > 0 sufficiently small, by taking 7y large enough, we can con-
struct barriers A* (¢, 7), as discussed in Section 4 with AT < A < A~, such
that for all ¢ € R,

)‘_(¢77—0) < XO(QZ)) < )‘+(¢7 7—0)’ |)‘+ - )‘_| <€

For each choice of the continuous piecewise smooth function Ao, arguing as
in [13, Lemma 5.4], there is an open® set, in the C’looc—topology, of smooth
functions, all of which are trapped between Mg, 79) and At (¢, 70). Collecting
all such trapped smooth functions, we obtain a set ¢ of functions which are
trapped between the subsolution A~ (¢, 79) and the supersolution A™ (¢, 7).

We now record some properties of Ag € 4. Recall that a rotationally sym-

metric hypersurface, whose profile function is u(x), has principal curvatures

1 Ugy
Kl='""=Kp1=—">"7>7, Rp = — )
1 )T (L ad)
where the first n — 1 indices correspond to the rotation and n corresponds
to the graph direction. Let us define
Kn Uz
Ri=—=— .
K1 1+u?
Then we readily verify that R is scaling invariant and satisfies the evolution
equation

(5.1)
Rea 2uy QU%
Ry = 1+ u2 - u(l + u2) (1-R)R; + M[(l - %2) + (n—2)(1 - R)].

It is straightforward to check that for any Ay € ¢4, we have R < C for

some positive constant C' (fixed in this proof) and | 1|1;n R = 0. Also, cf.
x oo

[13, Lemmab.4], we can choose R; with
(5.2) 100CR;* < (v +1/2)A.

The hypersurface corresponding to a choice of A\g € ¥ is a smooth, en-
tire, strictly convex (rotationally symmetric) hypersurface. Since it is a
locally Lipschitz continuous entire graph over R"”, MCF starting from such
a hypersurface exists for all time by a classic result of Ecker and Huisken
[10, Theorem 5.1]. Then by the comparison principle (Proposition 4.6), the
MCEF solution (¢, 7) with the initial condition Ag is always trapped between
the barriers )\i(gzﬁ, 7) which, as t ' 0o, both have the same asymptotic be-
haviour at spatial infinity given by

A~ (¢ +n—1)"0FD/2,

Hence, item (3) of Theorem 1.1 follows. Item (3) implies that the asymp-
totic growth of the hypersurface flowing by MCF is preserved, and hence

3The locally open condition applies near where we smooth the corner. The prescribed
geometries near the tip and the spatial infinity are unaffected.
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| l‘l}n R(t) = 0 for all ¢ > t9. Then applying the maximum principle to
€T o0
equation (5.1) (cf. [13, Lemma 5.1]), we have

(5.3) R<C

for all t > tg under MCF.

Now we proceed to justify the accurate curvature blow-up rate and sin-
gularity model as stated in items (1) and (2) of Theorem 1.1. To study
the behaviour of such a MCF solution near the tip as 7 7 oo, we work
with y(z, 7) instead of A(z, 7). Recall that y(z, 7) evolves by equation (2.4).
Recall that A = —1/A. Define p(z,7) by the relation

(5.4) y(b,7) = A+ e Tp(z, 7).
Then p(z, 7) satisfies the PDE, B[p] = 0 where

~ ﬁzz n—1_ _ ~ - ~
Blp] =a— <1+]52 +sz> +e 7 (0, p+ 2D — D).

Recall that ¢(y, 7) and y(¢,7) denote the functions along the flow which
are inverse to each other. Define

y(O)(¢) — ol (5252 +n— 1)(“/"‘1)/2 ’
WO () = (g2 0H) — (n - 1).

Let A©(¢) := —1/y(¢). By the uniformity in the construction of the
initial hypersurface and the barriers in terms of \g and AT , we have as
T = 00

Mg, 7) = A0(9)
locally uniformly for ¢ € [0, c0) by the comparison principle for the equation
of A(¢,7), as in Lemma 7.1 of [2]. In particular, we obtain the uniform
closeness to the barriers on the initial hypersurface by direct construction,
whereas in [2] the estimates use an Exit Lemma (cf. [2, Lemma 3.1]) and
the information of the neck region, which is no longer present in our case.
Therefore,

y(6,7) =y (9)
locally uniformly for ¢ € [0, 00).
We then prove the following result corresponding to Lemma 7.2 in [2].

Lemma 5.1 (Type-IIb blow-up). Recall the function P defined in (2.10)
which forms part of a formal solution to MCF. We have the following as-
ymptotic behaviour of p:

(5.5) Tli/HOlo (p(z,7) = p(0,7)) = 1 DA

uniformly on compact z intervals.
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Proof of Lemma 5.1. We show that p(z, 7) converges uniformly to P (('y + 1)[12)

as T — 00 for bounded z > 0. By the Fundamental Theorem of Calcu-
lus and P(0) = 0, it suffices to show that p,(z,7) converges uniformly to

P’ ((’y + 1)[1,2) as 7 /' oo for bounded z > 0. To this end, let us introduce

a new “time” variable

In terms of s, the function p defined in (5.4) satisfies the PDE

N n—1_ e N
* S == - z - 1 A - - z .
(5.6) O, p Tt 2 p:— (v + 1A+ 5 S (P —zp:)
The quantity q(z, s) := p.(z,7) satisfies Blg] = 0, where
dg ~v—11 0 q- n—1
5.7 3 A A SO n-1Yy
(5:7) ] 0s * 2y s =79, (1—|—q2 * P

We note that equations (5.6) and (5.7) are similar to equations (7.13) and
(7.14) in [2]. Indeed, we see that the coefficient 72—_71 here is replaced by =1
in [2].

The proof in [2, pp.51-58] applies to our case mutatis mutandis (see a
summary of the argument for the convergence of ¢ in [13, Appendix BJ)
except for the construction of a supersolution for the equation Blg] = 0.
The construction in [2] (p.53) uses the fact that the constant coefficient is
Z—:% > 0 for m > 3, but in this paper the constant coefficient is 72—_71, where
~ > 0, and it can be negative if v € (0, 1). Here, we construct a supersolution
on the domain ¥, := {(z,s) : 0 < z < /s}, where > 0 is a constant to

be chosen, as follows. Let Q(z) = P'(z) and define
1
0 (25 = Q) + L (2),
where LT (2) solves the ODE (which is just equation (7.17) in [2])

"(z n— 2)Q (2 22
PR [C B CEL R L C T B

1+ Q(2)2 = (1+(Q(2)?) 2

with L(0) = 0 and 67 is a constant to be chosen. Then following the rest of
the argument on p.52-53 in [2], we have

-1
B1Q()+ L7()/s] = (~07 + Q') - Cn)
where C' is some constant and there is another constant C7 < oo such that

sup <G

y—1_
WQ(Z)
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because P(z) solves the ODE-IVP (2.10). Then we can choose 1 small so
that —C'np > —1 and so

B[Q(z) + Lt (2)/s] > (-7 —C1—1) >0,

on X, as long as we choose —07 > C; + 1.
So the lemma is proved. O

Lemma 5.1 implies that a smooth convex MCF solution expressed in
y(z,7) satisfies the following asymptotics: on a compact z interval (in the
interior region), as 7 " 00,

= A—ep(0,7) + 2 17 Az
y(z7) = A= e 7p(0,7) + e (’H_l)AP(('erl)A)

v b (i)
y(0,7) +e - 1)AP (v+1)Az

So item (2) of Theorem 1.1 is proved. This expansion is indeed valid for
higher order derivatives in light of higher order estimates involved in the
proof of Lemma 5.1.

Item (2) implies that at ¢ oo, for z € [0, R1], our MCF solution neces-
—2yT 15((74_1){;2)

(v+1A

(cf. Section 2), for which R < 1 according to [3, Lemma 3.5]. In particular,
K1 = kn = (7 + 1)AQ2t + 1)0=D/2 at the tip. If z = u(2t + 1)~D/2 > Ry,
then

sarily blows up at the rate predicted by the formal solution e

k1 =u (1 +u2)V2 < R (2t + 1) 0702,
Then it follows from (5.2) and (5.3) that R = #,, /1 < CR;>, and hence
kin < CRT? k1 < CRTA(2t +1)07D/2 < (4 + 1D A2t +1)07D/2,

So as t " oo, the highest curvature of this MCF solutions occurs at the tip
and blows up at the Type-IIb rate (2t +1)~(=1/2 which proves part (1) of
Theorem 1.1.

Therefore, Theorem 1.1 is proved. O
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