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ABSTRACT

Digital medical records have enabled us to employ clinical data in many new and innovative ways. However,

these advances have brought with them a complex set of demands for healthcare institutions regarding data

sharing with topics such as data ownership, the loss of privacy, and the protection of the intellectual property.

The lack of clear guidance from government entities often creates conflicting messages about data policy, leav-

ing institutions to develop guidelines themselves. Through discussions with multiple stakeholders at various

institutions, we have generated a set of guidelines with 10 key principles to guide the responsible and appropri-

ate use and sharing of clinical data for the purposes of care and discovery. Industry, universities, and healthcare

institutions can build upon these guidelines toward creating a responsible, ethical, and practical response to

data sharing.
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INTRODUCTION

The shift from paper to digital medical records has enabled a giant

leap in the broad utility of clinical data. The remarkable advances in

what is possible with these data has led to increasing demands for

healthcare institutions to share data for purposes beyond clinical care,

including quality improvement and biomedical research and develop-

ment. With more data sharing taking place, concerns are being raised

about topics such as data ownership, the loss of privacy, and the pro-

tection of the intellectual property (IP) that may be encapsulated

within or derived from health data. Healthcare institutions are strug-

gling with competing data sharing and privacy demands.

Through discussions at national conferences and invited forums,

our group has identified the following common questions related to

the sharing of data by healthcare institutions:

• Whenmust data be shared for purposes beyond clinical care?
• What rights do providers, patients, and organizations retain

when data are compelled to be shared?
• When can data be shared for purposes beyond clinical care (ie,

education, research, or commercialization)? What obligations do

institutions have to their patients and their care providers with

respect to privacy, ownership, intellectual property, scientific

publication, and transparency?
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At the Clinical Research Forum, AMIA, and invited forums

hosted by NewYork Presbyterian Hospital, we have discussed

these questions with numerous healthcare institutions and dis-

covered considerable variation both between and within organi-

zations in how they answer these questions. We have also

observed frustration in regards to the lack of clear guidance from

government entities that sometimes create conflicting mandates

related to these issues.

One type of conflict arises when there is a requirement for a

healthcare institution to share data with a state- or federally-

sponsored registry or exchange. Often there is no financial transac-

tion in these agreements and providers may have little leverage over

contract terms, absent industry guidelines such as we are proposing.

Those responsible for the registry can have relatively unregulated ac-

cess to use the data therein for purposes that may be inconsistent

with our institutional policies. Because institutions are compelled

to provide data to specific registries, they have little leverage to

constrain how those data are used—and potentially subsequently

disclosed—by the operator of the registry.

To help resolve this conundrum, we developed a set of guidelines

drawn from multiple institutions and discussed at multiple forums

by stakeholders including informaticists, data scientists, clinical

researchers, attorneys and other leaders from academic medicine,

EHR vendors, regulators, and other related parties. We have aggre-

gated and condensed the knowledge generated into this set of guide-

lines for the responsible and appropriate use and sharing of clinical

data for the purpose of care and discovery—including potential

commercialization.

This article outlines these 10 guidelines with some discussion of

what is intended and also what is unresolved. It is our hope that in-

dustry, universities, and healthcare institutions will adopt these

guidelines.

BACKGROUND ASSUMPTIONS

These guidelines are primarily targeted to academic medical institu-

tions that are generally not-for-profit and organized around the

shared missions of patient care, education, and research for the pur-

pose of generalizable knowledge. The guidelines embrace existing

regulations requiring that data collected in government-funded re-

search be available to others. Similarly, the guidelines honor the

principles of patient privacy and ethical research outlined in the Bel-

mont Report.1

The goals underpinning the guidelines are: to promote sharing

within the principle of “minimum necessary”; to enable discovery

without compromising the trust and autonomy of our patients and

providers; to foster innovation (including appropriate compensation

for innovators); and to preserve opportunities for our investigators

to participate in such research.

These goals are difficult. The details are inherently filled with

fuzzy boundary conditions. Much like ethical standards in biomedi-

cal research, robust discussion, oversight, and self-awareness will be

essential to make the spirit of these guidelines come alive in action-

able forms, and the application may vary somewhat from instance

to instance. These guidelines are a work in progress, but we believe

they provide a foundation on which to build.

Mission-driven
1. Data sharing with external parties must be consistent with the

organization’s core missions of patient care, education, and re-

search for the purpose of generalizable knowledge and the ad-

vancement of health.

While each academic medical center (AMC) is unique, most are

not-for-profit institutions with a similar tripartite mission of clinical

care, research, and education. While financial sustainability is im-

portant, AMCs are typically not incorporated to generate profit for

shareholders. In light of their not-for-profit status, activities that are

not clearly linked to AMCs’ core missions must be considered care-

fully. Any activity that requires sharing clinical data should be con-

sonant with at least 1 of the institutional missions. If patient data

are shared, the Belmont Report principle of “beneficence” applies,

obligating the institution to “maximize possible benefits.”1

Payment for academic work
2. Financial compensation should be based on the value of the contri-

bution (eg, academic research, expertise, or invention) provided

by the mission-driven organization; data alone and financial gain

should not be primary drivers.

AMCs routinely receive funding to conduct research, such as

clinical trials of medications; these activities are consonant with the

mission of an AMC. Trials are expensive and it is appropriate that

they are funded by the corporations that may subsequently finan-

cially benefit from drug and device sales. Moreover, clinical trials

provide patients with access to experimental therapies that may fun-

damentally change the course of their disease. AMCs provide the

staff, infrastructure, and data required to perform these studies.

AMCs can help advance cutting-edge research in fields, such as

AI and Machine Learning, adding value to data analytics and algo-

rithm development. Departments of informatics, data science, infor-

mation technology, biostatistics, and others have local knowledge

and unique insight regarding how datasets have been created and

therefore how to optimally use or leverage our unique clinical data

assets. Not-for-profit institutions make significant investments to

collect and curate this data, continuously investing in maintaining

and advancing these assets so they may be used for discovery.

It is appropriate to recover the cost of providing the data and ex-

pertise externally or for invention, but institutions should not go so

far as to merely sell data for profit. We believe that patients may in-

dividually opt to do this on their own, but that should be their deci-

sion, not ours.

Minimum necessary
3. Data sharing will be limited to the minimum data elements needed

for the project.

As with HIPAA, the principle of “minimum necessary” should

be applied to data sharing agreements. Pragmatic attempts to dei-

dentify data should be used whenever possible. This concept should

allow for practical interpretation.

Limited agreements
4. Data sharing agreements should be nonexclusive, have defined

time limits, and permission for data use should be revocable at

any time.

The conditions surrounding data sharing can change over time.

A recipient may change ownership or mission. Social standards may

evolve, especially as technology advances and unimagined uses of

data become possible over time. As such, data sharing agreements

should not be perpetual and should be carefully scoped to limit use

to a specific purpose. They should contain fixed expirations, with
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appropriate data destruction provisions and ongoing oversight of

data usage through audits. Agreements can be renewed after reex-

amination determines that the context remains appropriate.

No transfer of ownership
5. Data sharing agreements confer stewardship; data ownership can-

not be transferred and, as such, recipients cannot redistribute or

sell the data.

The notion of “ownership” of clinical data is fraught with com-

plexity. For example, a physician’s interpretation of a pathology

slide or diagnostic image might be perceived as ownership by the

physician, the entities who paid him or her, entities involved in the

creation of the image, and/or the patient involved. A wise practice

might be to refer to the “stewardship of data” rather than outright

ownership. Patients are free to use their data as they like, but they

cannot completely control how an AMC uses the same data; it is in-

formation authored and collected as part of the institution’s core

business and is captured and documented into the proprietary infra-

structure and information systems of the AMC. Likewise, it is not

appropriate for healthcare institutions to transfer ownership of that

which is not uniquely theirs. Therefore, recipients of data must

know that they do not own the data, and they have no rights to re-

distribute or sell it, including as part of derivative data sets that are

created through analysis or other use of the data.

No reidentification
6. Data recipients should not attempt to reidentify deidentified

data.

One of the critical lessons of the last few years is that deidentifi-

cation is relative and does not constitute true anonymization.2,3 As a

practical matter, it may take significant effort to reidentify data. But

more and more entities are capable of doing just that, particularly

when leveraging existing public data sets outside of healthcare.

Therefore, agreements must contractually prohibit reidentification

and include the potential for audit and penalties applied for misuse.

Limited data association
7. Data cannot be associated with other data sets without explicit

permission.

The association of various data sets is an extremely powerful

tool for discovery, but is fraught with potential for abuse. Depend-

ing on the types of data that are linked, there is potential to yield

insights about an individual outside the scope of predetermined re-

search or services agreements or extend beyond the reasonable

mission-related activities. Therefore, data sharing agreements must

explicitly define what will be allowed and anything beyond that

must be prohibited.

Transparency
8. The key purpose of data sharing activities and engagements should

be transparent to all stakeholders, including patients and study

participants.

Recent revelations that some providers have been sharing data

without transparency4 have understandably triggered the outrage of

patients and may undermine the trust of our entire industry. AMCs

are incorporated for the public good. Few legitimate care or research

activities consistent with our missions and public trust should hap-

pen in secret. While the details of patentable inventions and other in-

tellectual property might not be immediately made public, the fact

that patient data is being used for discovery or invention must never

be hidden. The basic intentions and structure of work involving pa-

tient data should be visible to all stakeholders, including patients

themselves.

A more difficult issue involves certain types of work, such as al-

gorithm development. The very nature of some algorithms can make

them inherently difficult, if not impossible, to understand.5 Poorly

designed algorithms have the potential to exacerbate inherent bias

and inequality.6 Special effort and oversight are required to ensure

that factors that affect how the algorithms were created and are

used are transparent to those affected.

Conflicts
9. Conflicts of interest must be transparent with appropriate gover-

nance of both employee and organization-level conflicts.

As with pharmaceutical use and testing, data analysis and use

can involve financial interests or other forms of conflict that might

affect objectivity or skew intentions away from the best interests of

patients or the mission of an organization. While oversight alone is

not sufficient to prevent these effects, transparency regarding con-

flicts is a minimum requirement with some mechanism for managing

these conflicts, be they at the individual or institutional level.

Oversight
10. All decisions about data sharing should be overseen by appropri-

ate representative stakeholders – much like an institutional re-

view board overseeing human subjects research.

Guidelines such as those presented here are inherently imperfect.

Not only do they fail to address every relevant question, but real-world

scenarios routinely have ambiguity and present tensions between differ-

ent guidelines. Therefore, as with human subjects research, we recom-

mend that institutions establish a data sharing review committee.

Similar to an Institutional Review Board, a data sharing review com-

mittee should be composed of qualified individuals, with appropriate

expertise and representation, to oversee data sharing requests that chal-

lenge internal guidelines and policy. The committee should continu-

ously optimize compliance and evolve with inherent changes in the

field, while staying true to the spirit implied in the guidelines. It would

be wise to include patient representation in the committee.

CONCLUSION

These 10 principles are not exhaustive. If healthcare providers and

universities can build upon this initial set of principles—as a

group—then we have a chance of holding accountable our own fac-

ulty, staff, and leaders in addition to the myriad business partners

with whom we desire or are obligated to share data.
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