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1. Introduction

One of the most fundamental problems in signal and data processing is the problem of stable recovery of 
a band-limited function from a set of incomplete measurements. It is well-known that a stable recovery is 
possible if and only if measurements are available on a set Γ ⊆ Rd satisfying the sampling inequality: There 
exists c > 0 such that

c
(∫
Rd

|f |2dmd

)1/2
≤

(∑
γ∈Γ

|f(γ)|2
)1/2

for every f ∈ PW2(K).
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Here and elsewhere, we denote by PW2(K) the classical Paley-Wiener space consisting of square-integrable 
functions with Fourier spectrum1 contained in a compact set K ⊆ Rd, and by md the d-dimensional Lebesgue 
measure. Sets Γ satisfying the sampling inequality are typically called (stable) sampling sets. When d = 1
and K is an interval, Beurling [4] and Kahane [14] essentially characterized sampling sets in terms of the 
lower Beurling density

D−
Beu(Γ) = lim inf

r→∞
inf

x∈Rd

card(Γ ∩ B(x, r))
md(B(x, r)) .

Namely, for a uniformly discrete set Γ to be a sampling set for PW2(−1
2 , 12 ) it is necessary D−

Beu(Γ) ≥ 1 and it 
is sufficient D−

Beu(Γ) > 1. Landau [15] extended the necessary condition D−
Beu(Γ) ≥ 1 to all dimensions d and 

all compact spectra K with Lebesgue measure 1. Simple counter-examples show that a general sufficiency 
result of this type in higher dimensions is not possible.

A more general form of the sampling problem asks for a description of so called sampling measures μ

which satisfy the following appropriate analog of the sampling inequality: There exists c > 0 such that

c
(∫
Rd

|f |2dmd

)1/2
≤

(∫
Rd

|f |2dμ
)1/2

for every f ∈ PW2(K).

Interesting classes of sampling measures take the form μ = 1ΓHk, where Hk is the k-dimensional Hausdorff 
measure.2 The aforementioned results of Beurling and Kahane concern the case k = 0. At the other extreme 
k = d, the Logvinenko-Sereda [12,19] inequality (see [16,17,13] for earlier results regarding d = 1) provides a 
complete description of sampling measures of the form μ = 1ΓHd when the spectrum K is a d-dimensional 
ball. Surprisingly enough, until recently, very few results were available concerning the natural intermediate 
case 0 < k < d.

1.1. The mobile sampling problem

The mobile sampling problem concerns the intermediate case μ = 1ΓHk with 0 < k < d. The study of 
this problem in this level of generality was initiated by Unnikrishnan and Vetterli [29,30], who formulated it 
precisely and coined the name mobile sampling. It should be noted that some traces of this problem already 
appear in the earlier work of Benedetto and Wu [3], who studied sampling on spiral curves in relation 
to MRI reconstruction. Unnikrishnan and Vetterli characterized mobile sampling sets within a variety of 
special types of curves and surfaces using the concept of a path density as an appropriate analog of the 
lower Beurling density. They defined a lower path density l−

k (Γ) of a k-dimensional surface Γ ⊆ Rd by

l−
k (Γ) = lim inf

r→∞
inf

x∈Rd

Hk(Γ ∩ B(x, r))
md(B(x, r)) .

The mobile sampling problem has attracted a great deal of attention among mathematicians, and a variety 
of necessary and sufficient conditions for mobile sampling have been proved subsequently for other particular 
classes of surfaces where the precise shape of the support of the Fourier transform can be taken into account 
[1,8,10,25,2,28]. While the vast majority of these results pertain to specific classes of surfaces, a notable 
general result was proved by Gröchenig, Romero, Unnikrishnan, and Vetterli [8], who showed that, for a 
given spectrum K ⊂ Rd, the problem of finding a mobile sampling set of minimal path density is ill-posed: 

1 We normalize the Fourier transform so that for f ∈ S(Rd), f̂(ξ) =
∫
Rd f(x)e−2πix·ξdmd(x).

2 We normalize the Hausdorff measure so that Hk coincides with mk when restricted to a k-dimensional plane in Rd.
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the most that one can say in general about a (d − 1)-dimensional mobile sampling surface in Rd is that its 
lower path density is positive.

As far as we are aware, all the available sufficiency results for mobile sampling concern surfaces very 
regularly distributed in space, with precise results concerning special classes of sets with one-dimensional 
features, such as parallel lines, concentric circles, and spiral sets [29,30,10,25], and the more general results of 
Strichartz [27] and Jaming-Malinnikova [9] concerning sampling sets for Sobolev and Besov space functions.

In contrast with these results, our goal in this paper is to provide a general sufficiency condition for 
mobile sampling in terms of the lower path density of Γ alone, that is valid for a very large class of surfaces 
(and even fractal sets), in the spirit of classical one-dimensional sampling results of Beurling and Kahane. 
A result of this type is only possible in the case of the path density with k = d − 1.

We prove that there exists an explicit constant Cd (depending only on the dimension d) such that for 
every closed set Γ ⊆ Rd satisfying a rather mild regularity condition and a Beurling-type density condition 
l−
d−1(Γ) > CdW(K) must be a mobile sampling set for PW2(K). Here, W(K) denotes the mean width of 

the spectrum K (which we assume to be an origin-symmetric convex set). Note that by the above mentioned 
result of Gröchenig, Romero, Unnikrishnan, and Vetterli a necessary condition of this type is not possible. 
We also show that the cut off constant Cd that we provide for sufficiency has the correct dependence on 
dimension, and is at most a factor of 3 from being optimal in any dimension. We give the precise statement 
of our result (Theorem 2.1) in the following section.

The aim in this paper is therefore not to find mobile sampling sets of small density, but rather to show 
that the path density is an appropriate metric insofar as it can provide a guarantee of whether a general 
surface is mobile sampling. The result proved here could be useful in circumstances where building a path 
(or surface) of mobile sensors is more costly in certain spacial locations than others, in which case building 
a higher concentration of sensors in certain areas of space may be more beneficial than along regularly 
distributed curves.

2. Main result

For a non-negative integer k, put ωk = πk/2

Γ(k/2+1) to be the volume of the k-dimensional unit ball in Rk. 
For E ⊂ Rd define

Hk(E) = lim
δ→0+

inf
{

ωk

∑
j

rk
j : E ⊂

⋃
j

B(xj , rj) and rj ≤ δ
}

.

When restricted to a k-dimensional plane, Hk = mk, where mk is the k-dimensional Lebesgue measure.
Suppose K ⊂ Rd is an origin symmetric compact convex set with d ≥ 2. Given 1 ≤ p ≤ ∞, set PWp(K)

to be the Paley-Wiener space of functions f ∈ Lp(Rd) whose Fourier transform as a tempered distribution 
is supported in K. As mentioned in the introduction, we are interested in the sets of mobile sampling for 
PWp(K), i.e., sets Γ for which there is a constant c > 0 such that

c
(∫
Rd

|f |pdmd

)1/p

≤
(∫

Γ

|f |p dHd−1
)1/p

for every f ∈ PWp(K). (2.1)

In the case p = +∞, (2.1) reads

sup
Rd

|f | ≤ C sup
Γ

|f | for all f ∈ PW∞(K).

The space PW∞(K), consisting of bounded functions whose distributional Fourier transform is supported 
in K, is often referred to as the Bernstein space [22].
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2.1. The surface density

Define the (lower) surface density of a set Γ ⊆ Rd by

D−(Γ) = lim inf
r→∞

inf
x∈Rd

Hd−1(Γ ∩ B(x, r))
md(B(x, r)) .

Note that our density D−(Γ) coincides with the path density l−
k (Γ) of Unnikrishnan and Vetterli when 

k = d − 1. Since we don’t restrict to the case d = 2, we prefer the terminology of surface density.

2.2. Regular sets (and measures)

We now introduce the regularity assumption on the set Γ that will be assumed in our density result.
Let ϕ : [0, 1) → [0, ∞) be a function continuous at 0. A (locally finite Borel) measure μ is called ϕ-regular 

if for every x ∈ Rd and r ∈ (0, 1),

μ(B(x, r)) ≤ ϕ(r)ωd−1rd−1.

A closed set E ⊂ Rd is called ϕ-regular if the measure Hd−1|E is ϕ-regular. When d = 1, a set Γ ⊂ R is 
uniformly discrete if and only if Γ is ϕ-regular for a function ϕ with ϕ(0) = 1.

2.3. The mean width

Finally we introduce the quantity through which the spectrum K enters into our density result. The 
mean width of an origin-symmetric convex set K is defined by

W(K) = 2
Hd−1(Sd−1)

∫
Sd−1

hK(θ) dHd−1(θ),

where hK(θ) = maxx∈K [x · θ] is the support function.
Geometrically, 2hK(θ) is the diameter of the orthogonal projection of K onto the line through the origin 

with direction θ, or alternatively the distance between the two closest supporting hyperplanes to K that 
are normal to θ. For example, if K ⊆ Rd is an origin-centered ball with radius R then W(K) = 2R, while 
if K is an origin-centered cube of side length R then W(K) = 2Rωd−1

ωd
(see Section 5).

Theorem 2.1. Set

Ad = ωd

ωd−1
· 3d2

(2d + 4) .

If Γ is ϕ-regular, and

D−(Γ) > ϕ(0) · Ad · W(K),

then Γ is a set of mobile sampling for PWp(K) for every 1 ≤ p ≤ ∞, i.e., for every 1 ≤ p ≤ ∞ there exists 
a constant c > 0 such that (2.1) holds.

We make several remarks about this result:
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1. Properties of the Gamma function ensure that Ad = O(
√

d). In Section 5 we provide an example to 
show that one must have Ad ≥ dωd

2ωd−1
and so, the constant Ad is within a factor of 3 of being optimal, 

and has the correct asymptotic dependence on the dimension d. Naturally, it would be interesting to 
understand whether one can replace the factor 3d2/(2d + 4) appearing in the constant Ad with d/2.

2. Specializing to the case when d = 1 and ϕ satisfying ϕ(0) = 1, the theorem states that if Γ is uniformly 
discrete, and D(Γ) > diam(K)/2, then (2.1) holds. This is the aforementioned theorem of Beurling and 
Kahane.

3. Preiss [24] proved that a set Γ is (countably) rectifiable if (and only if) the density limr→0
Hd−1(B(x,r)∩Γ)

ωd−1rd−1

= 1 for Hd−1-almost every x ∈ Γ. Consequently, in view of the previous remark, the condition that a 
set Γ is ϕ-regular with ϕ(0) = 1 can be considered a quantitative strengthening of rectifiability. On the 
other hand, it is not difficult to construct fractal sets that are ϕ-regular if ϕ(0) > 1.

4. Although the constant Ad appearing in Theorem 2.1 may not be completely sharp for d ≥ 2, the theorem 
nevertheless demonstrates that one need not require the surface Γ to intersect every ball of a certain 
fixed radius depending on K in order for mobile sampling to hold (in contrast with the sampling results 
in [27,9] concerning more general classes of functions).

5. Sampling inequalities for a general class of hypersurfaces for the Bargmann-Fock space have been proved 
in [23].

As a final remark, observe that if Γ ⊂ Rd is ϕ-regular, and Hd−1(Γ) > 0 (which is a necessary condition 
for D−(Γ) > 0), then necessarily ϕ(0) ≥ 1 (see Lemma 2.2 below). Therefore, our theorem is a vacuous 
statement if ϕ(0) < 1.

Lemma 2.2. Suppose that Γ is ϕ-regular and Hd−1(Γ) > 0, then ϕ(0) ≥ 1.

Proof. Suppose that ϕ(0) < 1. Then there exists ε > 0 such that ϕ(r) ≤ 1 − ε for every x ∈ Rd and 
r ∈ (0, ε).

Fix R > 0 such that Hd−1(Γ ∩ B(0, R)) ∈ (0, ∞) (the fact that Hd−1(Γ ∩ B(0, R)) is finite for any 
R ∈ (0, ∞) is a consequence of the ϕ-regularity). Choose balls B(xj , rj) that cover Γ ∩ B(0, R) with 
rj ∈ (0, ε) and

∞∑
j=1

ωd−1rd−1
j < (1 + ε)Hd−1(E ∩ B(0, R)).

But now, insofar as Γ is ϕ-regular and rj < ε,

Hd−1(Γ ∩ B(0, R)) ≤
∞∑

j=1
Hd−1(Γ ∩ B(xj , rj)) ≤ (1 − ε)

∞∑
j=1

ωd−1rd−1
j

≤ (1 − ε)(1 + ε)Hd−1(Γ ∩ B(0, R)),

which is absurd. �
There are two main components of the proof of Theorem 2.1. The first component is Proposition 3.1, a 

Ronkin type estimate for the averaged surface area of the nodal set of a function in PW∞(K). The second 
component is a compactness argument leading to a fuzzy variant of the Ronkin estimate (Proposition 3.2). 
The idea to use compactness arguments to derive sufficiency conditions for sampling sets is classical and 
goes back to Beurling [4]. The natural issue that arises in our compactness argument is the lack of good 
upper semi-continuity properties for the Hd−1 measure under (a local variant of) Hausdorff convergence 
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of sets. We circumvent this issue by employing a relaxation of the problem to measures, and using the ϕ-
regularity property. Our compactness argument also bares some similarities to those quite commonly used 
in the geometric measure theory, see, e.g. [11].

3. Proof of Theorem 2.1

Fix once and for all a function ϕ : [0, 1) → (0, ∞) that is continuous at 0.

3.1. The main propositions

The main estimates concern the space PW∞(K).
Our primary function theoretic tool is the following proposition, which is proved in a similar manner to 

estimates by Ronkin [26].

Proposition 3.1. If f ∈ PW∞(K) satisfies ‖f‖∞ ≤ 1 and |f(0)| > 1/2, then

lim sup
R→∞

1
ωdRd

R∫
0

Hd−1(B(0, r) ∩ {f = 0})dr

r
≤ Ad

d
· W(K),

where as above

Ad = 3d2

4 + 2d

ωd

ωd−1
.

We were led to prove Proposition 3.1 from the work of Donnelly and Fefferman [6, Proposition 6.7]
regarding nodal sets of eigenfunctions. It was only after proving Proposition 3.1 that we became aware of 
the work of Ronkin [26] regarding discrete uniqueness sets, which follows a similar path.3 Ronkin considers 
the case when K is a rectangle, and uses different integral geometry than we do here (in particular when 
generalized to a convex body the estimate would likely not directly involve the mean width).

Proposition 3.1 will be proved in Section 4. In this section we will show how one derives Theorem 2.1
from it. The main goal will be to prove, via a compactness argument, the following “fuzzy” version of 
Proposition 3.1:

Proposition 3.2. Fix δ > 0, R0 > 0. There exists ε > 0 such that for every ϕ-regular set Γ and f ∈ PW∞(K)
satisfying ‖f‖∞ ≤ 1 and |f(x)| > 1/2, there exists R ≥ R0 such that

1
ωdRd

R∫
0

Hd−1(Γ ∩ B(x, r) ∩ {|f | ≤ ε})dr

r
≤ ϕ(0)(Ad

d
W(K) + δ).

3.2. Compactness preliminaries

Here we collect the necessary material to execute the compactness argument. The first lemma is well-
known – see, for instance [22].

Lemma 3.3. Suppose that fn ∈ PW∞(K) satisfy ‖fn‖∞ ≤ 1. Then there is a subsequence fnk
that converges 

uniformly on compact sets to a function f ∈ PW∞(K) with ‖f‖∞ ≤ 1.

3 More precisely, as in [26,6], we use Jensen’s formula to get a bound on the number of zeroes along any one-dimensional slice, 
and then integrate over the slices using integral geometry to bound the surface area of the nodal set.
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The next lemma concerns weak compactness of measures.4 We say that a sequence of measures μn

converges weakly5 to μ if

lim
n→∞

∫
Rd

ϕdμn =
∫
Rd

ϕdμ

for every ϕ ∈ C0(Rd) (the collection of continuous functions ϕ : Rd → R with compact support).
A proof of the following compactness lemma can be found in [18].

Lemma 3.4. Suppose that μn is a sequence of measures satisfying

sup
n

μn(B(0, R)) < ∞ for every R > 1.

Then there is a subsequence μnk
that converges weakly to a measure μ.

The weak limit satisfies the following lower-semicontinuity properties [18]: Suppose that μn converges to 
μ weakly, then

• μ(U) ≤ lim infn→∞ μn(U) for any open set U ⊂ Rn, and
• μ(K) ≥ lim supn→∞ μn(K) for any compact set K ⊂ Rn.

Lemma 3.5. Suppose that μn converges weakly to μ, and x ∈ supp(μ). Then there exists a sequence {xnk
}k

with xnk
∈ supp(μnk

) such that

lim
k→∞

xnk
= x.

Proof. Fix ε > 0, and choose a function ϕ ∈ C0(Rd) such that supp(ϕ) ⊂ B(0, ε) and ϕ ≡ 1 on B(x, ε/2). 
Insofar as x ∈ supp(μ), 0 <

∫
Rd ϕdμ = limn→∞

∫
Rd ϕdμn ≤ lim infn→∞ μn(B(x, ε)), and therefore for all 

sufficiently large n, there exists xn ∈ supp(μn) with |xn − x| < ε. �
Let us now specialize weak convergence to ϕ-regular sets.

Lemma 3.6. Suppose that μn is a sequence of measures that are ϕ-regular. Then there is a subsequence μnk

that converges weakly to a ϕ-regular measure.

Proof. For any n ∈ N and R > 0, the ball B(0, R) can be covered by CRd balls of radius 1/2. Using 
ϕ-regularity we therefore conclude that

sup
n

μn(B(0, R)) ≤ CRd · ϕ(1/2),

and we may apply Lemma 3.4 to find a subsequence μnk
that converges weakly to a measure μ. Now fix 

x ∈ Rd and r ∈ (0, 1). The lower semi-continuity of the weak limit ensures that

μ(B(x, r)) ≤ lim inf
k→∞

μnk
(B(x, r)) ≤ ϕ(r)ωd−1rd−1

and the lemma follows. �
4 Recall that all our measures are non-negative locally finite Borel measures.
5 Of course, this is an abuse of notation, but it is now standard.
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3.3. The proof of Proposition 3.2

We are now in a position to prove Proposition 3.2

Proof of Proposition 3.2. Suppose the statement fails to hold. Then for every n ∈ N and a sequence εn → 0
as n → ∞, there exists a ϕ-regular set Γ̃n, a function f̃n ∈ PW∞(K), and xn ∈ Rd satisfying |f̃(xn)| > 1/2, 
such that for all R ≥ R0,

1
ωdRd

R∫
0

Hd−1(Γ̃n ∩ B(xn, r) ∩ {|f̃n| ≤ εn})dr

r
> ϕ(0)(Ad

d
W(K) + δ).

Put Γn = Γ̃n − xn and fn = f̃n( · + xn), so that Γn is ϕ-regular, and fn ∈ PW∞(K) satisfies ‖fn‖∞ = 1
and |fn(0)| > 1/2, but also

1
ωdRd

R∫
0

Hd−1(Γn ∩ B(0, r) ∩ {|fn| ≤ εn})dr

r
> ϕ(0)(Ad

d
W(K) + δ)

whenever R ≥ R0.
Employing Lemma 3.3, by passing to a subsequence we may assume that fn converge uniformly on 

compact sets to a function f ∈ PW∞(K) (and hence ‖f‖∞ ≤ 1 and |f(0)| ≥ 1/2). Additionally, since 
the measures μn = Hd−1

|Γn∩{|fn|≤εn} are ϕ-regular, Lemma 3.6 ensures that by passing to a subsequence if 
necessary we may assume that μn converge weakly to a ϕ-regular measure μ. Put Γ = supp(μ).

From the definition of the Hausdorff measure we infer that for any Borel set E ⊂ Rd,

μ(E) ≤ ϕ(0)Hd−1(E).

Indeed, if δ ∈ (0, 1) and B(xj , rj) is a cover of E by balls with radius rj ≤ δ, then

μ(E) ≤
∑

j

μ(B(xj , rj)) ≤
{

sup
r∈(0,δ)

ϕ(r)
}∑

j

ωd−1rd−1
j .

Taking the infimum over such covers of E, and then letting δ → 0 yields the required estimate.
Now, the upper-semicontinuity of the weak limit ensures that, for any r > 0,

ϕ(0)Hd−1(Γ ∩ B(0, r)) ≥ μ(B(0, r))

≥ lim sup
n→∞

Hd−1(Γn ∩ {|fn| ≤ εn} ∩ B(0, r)).

Insofar as the sets Γn are ϕ-regular, for every R > 0, the function r 
→ supn Hd−1(Γn ∩ B(0, r)) is 
integrable over r ∈ [0, R] with respect to the measure dr

r , and so the (lim sup variant of the) Fatou Lemma 
ensures that for R ≥ R0

R∫
0

Hd−1(Γ ∩ B(0, r))dr

r
=

R∫
0

Hd−1(Γ ∩ B(0, r))dr

r

≥ 1
ϕ(0) lim sup

n→∞

R∫
0

Hd−1(Γn ∩ {|fn| ≤ εn} ∩ B(0, r))dr

r

> (Ad W(K) + δ).

d
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Now fix x ∈ Γ = supp(μ). Lemma 3.5 ensures that, by passing to another subsequence if necessary, there 
is a sequence xn ∈ supp(μn) such that xn → x. However, since fn → f uniformly on compact sets,

|f(x)| = lim
n→∞

|fn(xn)| ≤ lim
n→∞

εn = 0,

and therefore Γ ⊂ {f = 0}.
We have therefore proved that there exists f ∈ PW∞(K) with ‖f‖∞ ≤ 1, |f(0)| > 1/2 but, for every 

R ≥ R0,

1
ωdRd

R∫
0

Hd−1({f = 0} ∩ B(0, r))dr

r
>

Ad

d
W(K) + δ.

Given Proposition 3.1 this is absurd. �
3.4. The proof of Theorem 2.1

Proof of Theorem 2.1. Suppose D−(Γ) > ϕ(0)AdW(K). First fix δ > 0 small enough to ensure that

D−(Γ) > ϕ(0)[AdW(K) + 3dδ]. (3.1)

Consequently, we may fix R0 and a constant c0 = c0(ϕ, δ, W(K)) > 0 such that for all R ≥ R0,

1
ωdRd

R∫
c0R

Hd−1(Γ ∩ B(0, r))dr

r
> ϕ(0)

[Ad

d
W(K) + 2δ

]
. (3.2)

Fix ε > 0 as in Proposition 3.2 with these choices of δ and R0. Given f ∈ PW∞(K) satisfying ‖f‖∞ = 1, 
choose x ∈ Rn such that |f(x)| > 1/2. Then by Proposition 3.2, there exists R ≥ R0 such that

1
ωdRd

R∫
0

Hd−1(Γ ∩ B(x, r) ∩ {|f | ≤ ε})dr

r
≤ ϕ(0)

[Ad

d
W(K) + δ

]
.

Comparing this estimate with (3.2) we infer that

1
ωdRd

R∫
c0R

Hd−1(Γ ∩ B(x, r) ∩ {|f | > ε})dr

r
≥ ϕ(0)δ.

An immediate consequence of this inequality is that

sup
Γ

|f | > ε = ε · ‖f‖∞,

and hence Theorem 2.1 has been proved in the case p = +∞.
Now suppose 1 ≤ p < ∞, and observe that by the pigeonhole principle, there exists r ∈ (c0R, R) such 

that

Hd−1(Γ ∩ B(x, r) ∩ {|f | > ε}) ≥ c′rd,

and therefore, as R ≥ c0R0,
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‖f‖p
∞ ≤ C ′ 1

rd

∫
B(x,r)∩Γ

|f |pdHd−1 ≤ C ′′
∫
Γ

|f |pdHd−1,

where C ′′ is independent of f . We conclude that there exists C ′′ such that for every f ∈ PW∞(K),

‖f‖p
∞ ≤ C ′′

∫
Γ

|f |pdHd−1. (3.3)

Continuity of the mean-width ensures that we can choose κ > 0 such that, with Kκ = K + B(0, κ) the 
κ-neighborhood of K, we have

D(Γ) > ϕ(0)AdW(Kκ),

and therefore there is a constant C > 0 such that the inequality (3.3) holds for every f ∈ PW∞(Kκ).
Now suppose f ∈ PWp(K). We follow a standard trick, see for instance [22, Chapter 2]. Choose h ∈ S(Rd)

satisfying h(0) = 1 and ĥ ⊂ C∞
0 (B(0, κ)). Standard distribution theory ensures that for fixed x, the function 

g(u) = f(u)h(u − x) lies in PW∞(Kκ). Therefore, we may apply (3.3) to g, and hence

‖f‖p
Lp(Rd) ≤

∫
Rd

sup
u∈Rd

|f(u)h(u − x)|pdmd(x)

(3.3)
≤ C ′

∫
Rd

∫
Γ

|f(u)|p|h(u − x)|pdHd−1(u)dmd(x)

≤ C ′
∫
Γ

|f |pdHd−1.

We conclude that (2.1) holds. �
4. The proof of the Ronkin estimate

We now return to proving Proposition 3.1.
Recall that Hd−1(Sd−1) = d · ωd, which (for instance) can be seen via the polar co-ordinates formula ∫

Rd f dmd =
∫ ∞

0
∫
Sd−1 f(rθ) dHd−1(θ)rd−1dr.

Lemma 4.1. Suppose f ∈ PW∞(K) is not identically zero and satisfies ‖f‖∞ ≤ 1. Then

1
ωdRd

R∫
0

Hd−1({f = 0} ∩ B(0, t))dt

t
≤ W(K) 3d

4 + 2d

ωd

ωd−1

+ (d − 1)
2ωdRd+2

∫
B(0,R)

log
( 1

|f(y)|
)R2 − |y|2

|y| dmd(y).

(4.1)

Proof. It suffices to prove the estimate for R = 1. For a general R > 0, we may consider f(R · ) instead of 
f (which means replacing K by RK), and an elementary change of variable yields the required identity. So 
let us henceforth assume that R = 1.

Fix θ ∈ Sd−1 and y ∈ θ⊥. Set �y,θ to be the line through y with direction θ. Notice that y is the closest 
point to 0 in the line �y,θ, so is the mid-point of the line segment �y,θ ∩ B(0, 1). The function fy,θ : R → C
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given by fy,θ(t) = f(θ · t + y) has its one-dimensional Fourier support in the interval [−hK(θ), hK(θ)]. 
Therefore fy,θ ∈ PW∞([−hK(θ), hK(θ)]), ‖fy,θ‖∞ ≤ 1, and hence (for instance, see [22, Chapter 2])

|fy,θ(t + is)| ≤ ‖fy,θ‖∞e2πhK (θ)|s| ≤ e2πhK (θ)|s| for t, s ∈ R. (4.2)

Now, since 
∫ 2π

0 | sin θ|dθ = 4, employing Jensen’s formula yields

r∫
0

card({t ∈ [−s, s] : fy,θ(t) = 0})ds

s
≤ 4hK(θ) · r + log(1/|fy,θ(0)|).

Consequently,

1∫
0

card({f = 0} ∩ �y,θ ∩ B(0, t))dt

t

=
1∫

|y|

card({f = 0} ∩ �y,θ ∩ B(0, t))dt

t

=
1∫

|y|

card({s ∈ [−
√

t2 − |y|2,
√

t2 − |y|2] : fy,θ(s) = 0})dt

t

=

√
1−|y|2∫
0

card({t ∈ [−u, u] : fy,θ(t) = 0}) u2

u2 + |y|2
du

u

≤ 4hK(θ)(1 − |y|2)3/2 + (1 − |y|2) log(1/|f(y)|),

(4.3)

where in the third inequality we have employed the substitution u =
√

t2 − |y|2 and then used that u 
→
u2

u2+|y|2 is non-decreasing in the final inequality.
Since f �≡ 0 is a real analytic function in Rd, the nodal set {f = 0} is countably (d − 1)-rectifiable in the 

sense of Federer [7, 3.2.14]. This enables us to be able to utilize the following generalization of the Crofton 
formula (which can be proved (for instance) as a consequence of the co-area formula).

Fact 4.2. [7, 3.2.26] If E is countably (d − 1)-rectifiable,

Hd−1(E) = 1
2ωd−1

∫
Sd−1

∫
y∈θ⊥

card
(
E ∩ �y,θ

)
dmd−1(y)dHd−1(θ), (4.4)

where �y,θ is the line through y with angle θ.

Let us verify that the constant appearing in the equality (4.4) is correct: Consider the case when E = Sd−1. 
For every θ ∈ Sd−1 and y ∈ θ⊥, the line �y,θ intersects Sd−1 twice if y ∈ B(0, 1) and doesn’t intersect Sd−1

if |y| > 1. Whence
∫

Sd−1

∫
y∈θ⊥

card
(
Sd−1 ∩ �y,θ

)
dmd−1(y)dHd−1(θ) = 2ωd−1Hd−1(Sd−1),

as required.
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We will require one more elementary measure theoretic fact:

Fact 4.3. For a non-negative Borel measurable function g

∫
Sd−1

∫
y∈θ⊥

g(y)dmd−1(y)dHd−1(θ) = (d − 1)ωd−1

∫
Rd

g(y)
|y| dmd(y). (4.5)

We give a proof primarily to demonstrate that the factor (d − 1)ωd−1 is correct.

Proof of Fact 4.3. For a Borel set E ⊂ Sd−1, put CE =
{

x ∈ B(0, 1) : x
|x| ∈ E

}
. The Borel measure

ν(E) =
∫

Sd−1

md−1(B(0, 1) ∩ CE ∩ θ⊥)dHd−1(θ)

is a finite rotation invariant Borel measure on Sd−1, and so by the uniqueness of such measures, equals 
ν(Sd−1)

Hd−1(Sd−1) Hd−1|Sd−1 . Notice that

ν(Sd−1) = Hd−1(Sd−1)md−1(B(d−1)(0, 1)),

and thus ν = ωd−1Hd−1|Sd−1 . Observe now for a sector of the form rCE for r > 0, we have that by the 
homogeneity of the (d − 1)-dimensional Lebesgue measure,

∫
Sd−1

∫
y∈θ⊥

χrCE
dmd−1(y)dHd−1(θ) = rd−1ν(E)

= (d − 1)
r∫

0

sd−2ds · ν(E) = (d − 1)ωd−1

r∫
0

sd−2dsHd−1(E)

= (d − 1)ωd−1

∫
rCE

1
|y|dmd(y).

Therefore (4.5) holds when g = χrE , and therefore also if g = χrCE\sCE
for 0 < s < r < ∞. Since any open 

set can be written as a countable disjoint union of polar rectangles of the form rCE\sCE for E ⊂ Sd−1

Borel and 0 < s < r < ∞, Fact 4.3 follows. �
Let us now apply these measure theoretic facts to our setting with E = {f = 0}. Averaging Fact 4.2

results in

1∫
0

Hd−1(E ∩ B(0, t))dt

t

= 1
2ωd−1

∫
Sd−1

∫
y∈θ⊥

1∫
0

card
(
E ∩ B(0, t) ∩ �y,θ

)dt

t
dmd−1(y)dHd−1(θ),

into which we plug the inequality (4.3) and appeal to Fact 4.3 to yield
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1∫
0

Hd−1({f = 0} ∩ B(0, t))dt

t

≤ 2
ωd−1

∫
Sd−1

hk(θ)
∫

B(0,1)∩θ⊥

(1 − |y|2)3/2dmd−1(y)dmd−1(θ)

+ (d − 1)
2

∫
B(0,1)

log(1/|f(y)|)1 − |y|2
|y| dmd(y).

It remains to estimate the first term on the right hand side of this inequality. For any θ ∈ Sd−1, and 
equals

1
ωd−1

∫
B(0,1)∩θ⊥

(1 − |y|2)3/2dmd−1(y) = (d − 1)
1∫

0

(1 − r2)3/2rd−1 dr

r

= (d − 1)
2

1∫
0

(1 − s)3/2s(d−1)/2 ds

s
= (d − 1)

2
Γ(5/2)Γ((d − 1)/2)

Γ(d/2 + 2)

= Γ(5/2)Γ((d + 1)/2)
Γ(d/2 + 2) = 3

2(2 + d)
ωd

ωd−1
.

Recalling that Hd−1(Sd−1) = dωd, the lemma is proved. �
Setting σ = diam(K), to complete the proof of Proposition 3.1, it suffices to prove the following result.

Lemma 4.4. Suppose f ∈ PW∞(B(0, σ)) is not identically equal to zero, ‖f‖∞ ≤ 1 and |f(0)| ≥ 1
2 . Then

lim sup
R→∞

1
ωdRd

∫
B(0,R)

log
( 1

|f(y)|
) 1

|y|dmd(y) = 0.

Proof. It suffices to prove the claim for real valued f ∈ PW∞(B(0, σ)) satisfying |f(0)| > 1/4, since if 
f ∈ PW∞(B(0, σ)) is complex valued, then, because B(0, σ) is origin symmetric, its real and imaginary 
parts belong to PW∞(B(0, σ)), and replacing f by either its real or imaginary part only increases the 
integral appearing in the lemma.

We make two claims:

Claim 4.5. The (non-negative) function

R 
→ sup
θ∈Sd−1

1
ωdR2

R∫
0

log
( 1

|f(rθ)|
)

dr

is bounded on [1, ∞).

Claim 4.6. For each θ ∈ Sd−1,

lim
R→∞

1
R2

R∫
log

( 1
|f(rθ)|

)
dr = 0
0
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After expressing the integral appearing on the left hand side of the conclusion of the lemma in polar 
co-ordinates:

1
ωdRd

∫
Sd−1

R∫
0

log
( 1

|f(rθ)|
)

rd−2drdHd−1(ω),

we see that the lemma follows immediately from these two claims via the dominated convergence theo-
rem. �

Let us return to prove these two claims.

Proof of Claim 4.6. This is a classical result. The function r 
→ f(rθ) is in PW∞([−σ, σ]), and therefore

∞∫
0

log
( 1

|f(rθ)|
)

1 + r2 dr < ∞.

Claim 4.6 is now a consequence the Lebesgue dominated convergence theorem. �
For the proof of Claim 4.5 we shall appeal to a Remez inequality. The following inequality is a well-

known simple special case of much more general results, for instance [5,21], but we give a concise proof in 
an appendix for the benefit of the reader.

Lemma 4.7. There is a constant C > 0 such that the following inequality holds: Fix σ > 0. Suppose g ∈
PW∞([−σ, σ]) is real valued and satisfies |g(0)| > 1/4, then for any F ⊂ [0, R) of positive Lebesgue measure

sup
[0,R)

|g| ≤ C
( 2eR

m1(F )

)C+eσR

‖g‖L∞(F ).

With this lemma in hand, we can complete the

Proof of Claim 4.5. By Lemma 4.7 with g = f( · θ), we can find C > 0 such that for all θ ∈ Sd−1,

m1([0, R) ∩ {|f( · θ)| < ε}) ≤ CR · (Cε)1/CσR.

But then

R∫
0

log
( 1

|f(rθ)|
)

dr =
∞∫

0

m1([0, R) ∩ {|f( · θ)| < e−λ})dλ

≤ CR

∞∫
0

e−cλ/σRdλ = CσR2.

Claim 4.5 follows. �
5. Sharpness of Ad

Here we provide an example showing that Ad ≥ dωd

2ωd−1
. This inequality shows that our Theorem 2.1 is 

asymptotically sharp. To prove this we will use the following simple lemma.
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Lemma 5.1. Suppose Λ ⊆ Rd is a set that consists of parallel (d − 1)-hyperplanes spaced Δ > 0 apart. Then 
D−(Λ) = 1

Δ .

Proof. Observe that

Hd−1(B(0, R) ∩ Λ) = 2 · Rd

Δ

	R/Δ
∑
k=1

Δ
R

ωd−1(
√

1 − (kΔ/R)2)d−1

Dividing by md(B(0, R)) = ωdRd and sending R → ∞, this becomes

2 · ωd−1

ωdΔ

1∫
0

(1 − t2)(d−1)/2dt = ωd−1

ωdΔ

1∫
0

(1 − s)(d−1)/2s−1/2ds

= ωd−1

ωdΔ
Γ((d + 1)/2)

√
π

Γ(d
2 + 1)

= 1
Δ .

Replacing B(0, R) with a general ball B(x, R) yields a slightly messier Riemann sum in the above compu-
tation, but essentially the same argument gives

lim
R→∞

Hd−1(Λ ∩ B(x, R))
md(B(x, R)) = 1

Δ .

Thus,

D−(Γ) = lim inf
R→∞

inf
x∈Rd

Hd−1(Λ ∩ B(x, R))
md(B(x, R)) = 1

Δ .

(Of course this whole calculation can be viewed geometrically.) �
Consider the function

f(x) =
d∏

n=1

sin(2πxn)
xn

,

which is a constant multiple of the Fourier transform of the cube K = [−1, 1]d. The function f vanishes on 
a set Λ = {f = 0}. The zero set Λ consists of d (one for each dimension) collections of parallel planes spaced 
1/2 apart. Therefore, by the lemma above, we have that D−(Λ) = 2d. By deleting small regions where any 
of the planes comprising Λ intersect, we can find, for every ε > 0, a set Λε ⊂ Λ, which is ϕ-regular for a 
function satisfying limr→0 ϕ(r) = 1, such that D−(Λε) > 2d − ε. Thus, from Theorem 2.1, we must have 
that AdW([−1, 1]d) ≥ 2d.

On the other hand, we claim that W(K) = 4ωd−1
ωd

for K = [−1, 1]d. To see this, observe that

W(K) = 2
dωd

∫
Sd−1

{
|θ1| + · · · + |θd|

}
dHd−1(θ) = 2

ωd

∫
Sd−1

|θ1|dHd−1(θ).

Integration by parts yields
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∫
Rd

|x1|e−x2/2dmd(x) = 2
∫

Rd−1

e−|x|2/2dmd−1(x)

= 2(d − 1)ωd−1

∞∫
0

rd−2e−r2/2dr.

But now observe that

∞∫
0

rde−r2/2dr = (d − 1)
∞∫

0

rd−2e−r2/2dr,

and therefore polar coordinates yield

∫
Sd−1

|θ1|dHd−1(θ) =
∫
Rd |x1|e−x2/2dmd(x)∫ ∞

0 rde−r2/2dr
= 2ωd−1,

as required.
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Appendix A. The proof of Lemma 4.7

It clearly suffices to prove the lemma if σR is large. Rescaling the function we may set R = 1 (and 
assume σ is large). We follow a standard route for proving a (non-sharp) version of the Remez inequality 
for polynomials, and in particular the exposition on p.11 of Nazarov-Sodin-Volberg [20].

Fix n ∈ N and choose t1, . . . , tn+1 ∈ F with t1 < t2 < t3 < · · · < tn+1 and ti+1 − ti ≥ H1(F )
n . With 

Q(s) =
∏n+1

j=1 (s − tj), Lagrange interpolation yields

g(s) =
n+1∑
j=1

g(tj)Q(s)
Q′(tj)(s − tj) + g(n+1)(ξ)Q(s)

(n + 1)! for some ξ ∈ [−1, 1].

Therefore, using that ‖Q‖L∞ ≤ 1, ‖g(k)‖∞ ≤ σk for every k ∈ Z+, and 
∥∥∥ Q(t)

t−tj

∥∥∥
∞

≤ 1,

1
4 ≤ ‖g‖L∞(0,t) ≤ sup

s∈F
|g(s)|

n+1∑
j=1

1
|Q′(tj)| + σn+1

(n + 1)!

Simple estimates (see p. 11 of [20]) yield that

n+1∑
j=1

1
|Q′(tj)| ≤

( 2e

H1(F )

)n

.

Thus

1 ≤
( 2e

1

)n

sup |g| + σn+1
.
4 H (F ) F (n + 1)!
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Now put n = �γ · σ� + 1, for γ > 1 to be chosen later, then by Stirling’s formula (assume that σ is large)

(γσ + 1)! ≥ c(γσ)γσ+1√
γσe−γσ,

so

σn+1

(n + 1)! ≤ C
( e

γ

)γσ 1
√

γσ
.

Put γ = e. Then for σ large enough

1
4 ≤

( 2e

H1(F )

)eσ

sup
F

|g| + C√
σ

, and 1 ≤ 8
( 2e

H1(F )

)eσ

sup
F

|g|,

the lemma is proved.
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